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A Dalitz plot of 1.6 X 10 Ki m. p.v decays has been studied to measure the t dependence of the

vector and scalar form factors. The observed slopes, X+ ——0.030+ 0.003 and Q = 0.019+0.004, are

compatible with current-algebra and soft-pion predictions, p,-e universality, and K~(890) dominance of
the vector form factor.

I. INTRODUCTION

The study of the t dependence of the form factors
in the semileptonic decays of the K meson pro-
vides unique information about the symmetry prop-
erties and the dynamics of the strong interactions.
Thus, the field of K„decays has become a popular
testing ground for ideas such as current algebra,
PCAC (partially conserved axial-vector current),
chiral symmetry, and different analyticity and
unitarity assumptions about the axial-vector cur-
rents. In this paper we shall describe in detail a
high-statistics measurement (1.6 million events)
of the Dalitz plot in Kio - m p, v decay, and compare
the results with the predictions which follow from
several different theoretical Ansatze, as well as
with previous form factor determinations based on

K,3 decay rate and Dalitz-plot measurements, and

K& decay rate, Dalitz plot, and muon polarization
measurements, for both K' and Ki decays.

This experiment was performed concurrently
with the measurement of the charge asymmetry in

Kio-m'p, 'v decay, which has been described in the
previous paper, hereinafter referred to as paper
I.' A brief description of the present experiment
has also been published previously. ' Minor im-
provements in the analysis have resulted in small
changes in the results as presented in Ref. 2. Our
conclusions remain unchanged, however, and the
present results represent the final analysis of this
experiment. The reader is referred to paper I,
and to a previous report on the data acquisition
system of the Stanford Linear Accelerator Center
(SLAC) K' spectrometer ' for a complete descrip
tion of the experimental apparatus.

II. EXTRACTION AND PARAMETRIZATION
OF THE FORM FACTORS

We shall assume the validity of the current-
current picture of the semileptonic strangeness-
changing weak interactions. The most general
matrix element for K» decay may then be written
as

3R = sin8c f+(t)(p»+ p~)" u, y&(1 +ys)u„+ f (t)(p» -p )"u, y„(1 +y5)u„
2

+ m» f»u, (1+y,)u, + (pz~p", -p&zp ~)u, oz„(1+y5)u„
mg

where 8~ is the Cabibbo angle, f, and f are the
vector form factors, and fz and f r are the scalar
and tensor form factors, respectively. Time-
reversal invariance ensures that the form factors
are relatively real, while local creation of the
lepton pair requires that they be functions only of
the square of the four-momentum transfer to the
leptons

The physical decay region is bounded by mt
( (m» -m, )'.

The density of events on the Dalitz plot is given
by4

d'N(E,*,E*,) G' sin'8
dE„*dEg* 16m

x
I
IFil'E', + IF.I'm»(2EiE.* -m»E')

t=(p„-p, )'=m»'+m, ' —2p» p, . + 2 Be F,F,*m,E*,], (2)

2960



MEASUREMENT OF THE FORM FACTORS IN THE DECAY Ks m p v 2961

where

F, = m, (f f,—) + mx f s —(E,* -E*„)f r, ECTOR

F, =2f++—' fr.
X

E*„, E*, , and E*„are respectively the pion, lepton,
and neutrino energies in the kaon center-of-mass
system, ' and

m '+m'-m'
E~ Egm~ E+ E ™r l E+r r 2m r '

K
(4)

SCALAR

Figure 1 shows the K„, Dalitz-plot distributions
for pure vector, scalar, and tensor couplings.
Similar distributions for K„decay may be found
in the review article by Chounet, Gaillard, and
Gaillard, ' which we shall henceforth refer to as
CGG.

All the information on the strangeness-changing
weak current obtainable from the study of K» de-
cays is contained in the t dependence of the form
factors. According to the assumptions of the
Cabibbo theory, only vector coupling contributes
to the matrix element and the Dalitz-plot density
reduces to the simpler expression

d'N(E,*,E,*) G' sin'Oc
dE*dEi* 4n

where

x IAf (t)'+Bf,(t)f (t) + Cf (t)'],

(5)

B = m, ~(E*„—aE'),
C =~m 'E'.

A least-squares fit of the experimentally deter-
mined Dalitz-plot density to this distribution pro-
vides a test of the assumption of pure vector cou-
pling and serves to determine the t dependence of
the form factors. It has been customary to analyze
K» decay experiments in terms of the form factors
f,(t) and $(t) =- f (t)/f, (t). We have given primary
consideration, however, to a different combina-
tion of form factors, namely, f,(t) and

ENSOR

FIG. 1. Dalitz-plot density distributions for K&3 decay
for pure vector, scalar, and tensor couplings. The
shaded areas denote the value of ~%~2 at the kinematic
boundary.

tudes which have definite spin and parity, and
have assumed that it is these amplitudes which
have linear t dependence:

Note that this expansion is inconsistent with a lin-
ear expansion of f:

(t)=f (0)((+X,) .

That is, from this point of view, we have A, =0.
The t dependence of the $ form factor is then likely
to be slight,

which are the amplitudes corresponding to 1
(vector) and 0+ (scalar) exchange, respectively.
These form factors are more directly related to
theoretical predictions, and are less strongly cor-
related than f, and $.

Historically, f and f were assumed to have
linear t dependence. We have, however, analyzed
the Dalitz plot in terms of f, and f„ the ampli-

and the parameter $(0) is given by

Since the form factors are functions only of
t =mK +m, -2mKE*, , and therefore of E*, , it is
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also possible to determine their t dependence
mithout prior parametrization by fitting the vec-
tor shape (quadratic in E*„)to events in a band of
constant E,* on the Dalitz plot. In this may, a plot
is made of f, and f, (or $) as a function of t, and
the t dependence of these form factors is directly
ascertained by a least-squares fit of an assumed
functional form: polynomial, dipole, etc. This
procedure has the disadvantage that since each
form factor is fitted independently to a given func-
tional form, the resulting parameters tend to be
more poorly determined, and axe more suscepti-
ble to systematic errors than parameters deter-
mined by a parametrized fit to the entire Dalitz
plot. This problem is discussed in more detail
in See. VII.

III. THEORETICAL PREDICTIONS FOR
THE FORM FACTORS

The great intex est in the study of the form fac-
tors in K» decay arises because of the possibility
of testing a rather straightforward series of pre-
dictions which follow from dispersion relations,
the existence of current algebra, and the hypothe-
sis of PCAC in its several forms.

The vector form factor is expected to obey a dis-
persion relation with at most one subtraction. If
the f,(f) amplitude is unsubtracted, then approxi-
mation of the dispersion integral with 1 poles
leads to what is called K* dominance, i.e.,

f.(f) =f.(o) (12)

since the K*(890) is the only known 1 strange
meson. If one then uses a linear parametri. zation
of f+(t) in the physical region, an experiment with
uniforxn detection efficiency as a function of t
mould find A,,=0.029. An experiment whose sensi-
tivity is greatest at lom t mould produce a result
closer to the threshold value A+ = Ilmxw' =0.245,
while an experiment mith greatest sensitivity at
high t mould find A.,& 0.029. If, on the other hand,

f,(t) is once subtracted, then even if the integral
is saturated by the K*(990), 'there is one additional
subtraction constant, and the t dependence of f,
ls undef1ned.

If the scalar form factor also obeys an unsub-
tracted dispersion relation, then its t dependence
will be approximated by 0' poles. There is no
definite candidate for a 0'pole, although there is
some evidence that the Km 8-wave phase shift goes
through 90' in the 1200-1400 Me& region. On
this ba,sis, one might then expect f, to have a
smaller slope than f„ i.e., A,,&A,

Information on the t dependence of f, can, how-
ever, be obtained using current algebra and PCAC.

An attractive scheme in which current algebra and
pion PCAC notions are connected is one in which
chiral SU(2) 8 SU(2) symmetry of the charges as-
sociated with the weak hadronic currents is real-
ized through a Goldstone-boson mechanism. An
immediate consequence of this symmetry is the
Callan-Treiman relation, ' which me quote here in
a form which is explicitly good to first order in
SU(2) @SU(2) symmetry breaking "':

f0(mr' -m„') =f,(mr' -m„)2+f (mr' -m,2)

=f./f.
= (1.25 + 0.03)f (0) . (13)

m, ' ~f f
2(mr'-m, ') f, f~

= 0.020 + 0.003 .
Subsequent analysis has indicated that there may
be small first-order corrections to this result, "
but this is unlikely to be of serious concern in the
analysis of experiments at their current level of
precision. Renner and Wambach" have recently
shown that this prediction for A.o should not be
suppressed by more than 2(@ at low I if
SU(2)8 SU(2) remains a valid symmetry. Note
also that a linear extrapolation of f, from t = 0 to
the Callan-Treiman point x equires A, =0.021.

The Callan-Treiman relation gives a value for
f, at an unphysical point, leading to the equivalent
result for the $ paraxneter at t =m~'-m '.

$(mx -m, ) — (, ,)
—l. (15)

If me assume K* dominance of an unsubtracted
vector form factor, then t'(mx'-m„') =-0.09+0.03.
To make a statement about $(0), we must make
an assumption about the t dependence of fo. As-
suming a linear dependence, we obtain $(0) = -0.11
+ 0.03. Thus the assumption of SU(2) SU(2) sym-
metry implies that the 8 form factor is nearly in-
dependent of t.

Conflicting experimental evidence with regard to

An extension of these chiral symmetry ideas has
been made by Dashen and Weinstein, ' mho assume
that SU(3) SSU(3) is a symmetry of the hadrons,
and that this symmetry is reali. zed through a mech-
anism in which all the pseudosealar mesons are
Goldstone bosons. A direct prediction of this idea,
valid to first order in SU(3) @SU(3)breaking and
independent of the mechanism of symxnetry break-
ing, is that the slope of the scalar form factor at
the unphysical point t = m~'+ m„' is given by
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these theoretical predictions has led to several
attempts to find symmetry-breaking schemes which
predict other values of the scalar form factor f,
and its slope A, This requires abandonment of
either the PCAC hypothesis or current algebra it-
self. Qne such scheme assumes that when

SU(3) SU(3) is broken, SU(3) remains as an ap-
proximate symmetry and that there is only a weak
form of PCAC, " i.e., that the matrix element of
the divergence of the axial-vector current between
physical states is dominated by the pion at t =0.
Brandt and Preparata, "using these assumptions,
together with the technique of light-cone expan-
sions to determine extrapolations off the mass
shell, predict substantial modifications of the
Callan-Treiman relation, to wit,

f,( mr)+ f (m„')= 0.7 tr,

or $(0) =-0.7, assuming K* dominance of f,(t). It
appears, however, to be difficult to realize these
results in a simple model. "

Since the current algebra and PCAC predictions
refer to unphysical points, t=mz', the validity of
extrapolations of the scalar form factor to i= m~'
depends on its expected behavior in the physical
region. A large number of papers have been writ-
ten on this subject in an attempt to reconcile the
Callan-Treiman prediction f, (mr' -m,')/f, (0}
=1.25 with evidence indicating that f, decreased
with increasing t. Many of these approaches are
very cogently summarized in the review of CGG, '
but none of these attempts appears successful.
Briefly, CGG concluded that the experimental
situation, favoring a negative slope for f, (f} in the
physical region, is incompatible with the smoothly
rising I; dependence predicted by soft-pion tech-
niques, and that therefore SU(2)SU(2) may not
be a good symmetry of the strong interactions.

Recently a series of "rigorous bounds" on the t
dependence of the form factors in the physical re-
gion have been derived. " The approaches are
quite varied, but each author attempts to make
minimal assumptions regarding the breaking of
SU(3)S SU(3) or SU(2)Kg|SU(2) symmetry, and then
imposes the consequences of analyticity and vari-
ous other assumptions on the spectral functions.
Without exception, the conclusion is drawn that
the validity of the soft-pion theorem requires
A.,& 0 in the physical region.

Failure of the scalar form factor f, to extrapo-
late in value and slope to the Callan-Treiman and
Dashen-Weinstein values, respectively, at t=m~'
impli. es, if current algebra is a valid concept,
that SU(2) @SU(2) is not a good symmetry of the
strong interactions, and that strong PCAC is not
valid for the pseudoscalar mesons. Such a failure

may also, of course, imply that while the hadronic
currents may exhibit SU(3) @SU(3) and SU(2)SU(2)
symmetry, it is not these currents which couple
to leptons.

IV. APPARATUS
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FIG. 2. SLAC Ko spectrometer —plan view of the
experimental apparatus.

The experiment was performed at SLAC using
the K spectrometer, as shown in Fig. 2. We
shall only give a brief description of the apparatus
here since a full description has been presented
in paper I.

A K~o beam was produced by 19-GeV electrons
incident on a I-r.l. Be target. Under normal
running conditions, there were 160 beams pulses
per second, each I600 nsec long and subdivided
into l28 equally spaced buckets of &20 psec dura-
tion. A signal induced in a coaxial cable (the
CABLE pulse) placed immediately downstream of
the target provided the K~ production time.

Two sets of 10-gap wire spark chambers, each
containing 4X, 4P, and two rotated UV readout
planes, were placed on opposite sides of the spec-
trometer magnet, which had a field integral of
12.6 kGm. A veto counter V was followed by four
hodoscope banks: T, A, B, and C. Behind the
rear chambers was the muon filter, consisting of
V.v interaction lengths of lead and I interaction
length of paraffin. The paraffin was used to reduce
the counting rates in the A, B, and C counters
caused by the spray of low-energy neutrons from
beam interactions in the lead wall. The decay
volume, defined to be the space between the V and
T counter banks, was 69 cm wide by 33 cm high.
It was filled with helium, as was the space in the
spectrometer magnet between the front and rear
chambers. The incident K~o flux at the center of
the spectrometer magnet, 78.6 m from the produc-
tion target, was -10'K~0 s per second. The trig-
ger V 2T A B.C ~ CABLE required a charged
decay product (presumably a muon) to penetrate
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both sections of the lead wall in order to trigger
the B and C counters. The A, B, and C counters
also served as timing counters. Together with the
CABI E time, they provided us with a measure-
ment of the K~0 time of flight (TOF) to an accuracy
of z —,

' nsec over a flight path of about 75 m. The
error in the determination of K~ momentum is
related to the TQF uncertainty by

E (TOF)
TQF

where y =E»/m». This corresponds to a AP»/P»
of +2% at P» =2 GeV/c, and +25% at P» ='f GeV/c.

V. MONTE CARLO PROGRAM

The objective of the Monte Carlo program was
to compute the detection efficiency of the experi-
mental apparatus as a function of position on the
K~& Dalitz plot, as well as to provide a basis for
comparison with the data in order to locate pos-
sible systematic errors. In principle, one could
have recorded only the relevant details associated
with each Monte Carlo event which satisfied the
trigger, and started the analysis of Monte Carlo
events at the level of PASS-3." However, such a
short-cut method would necessarily involve cor-
rections for any biases introduced by using the
PASS-1 and PASS-2 analysis programs on the ex-
perimental data. Since it was difficult to account
for all of these biases, it was decided that the op-
timum procedure was to use the same set of
analysis programs on the Monte Carlo data as was
used on the experimental data. Accordingly, the
output of the Monte Carlo program was made to
consist of raw spark, latch, and analog-to-digital
converter (ADC) data, written on magnetic tapes
in the same format as experimental data. The
subsequent Monte Carlo analysis paralleled the
data analysis along each step of the way, from the
grouping of sparks to form lines in PASS-I to the
application of the final cuts in PASS-3.

A major problem encountered in any experiment
involving a neutral beam is the determination of
the beam spectrum. We extracted the K~0 decay
momentum spectrum from the distribution of the
sum of the energies of the charged pions in K 3
decays, with the help of the Monte Carlo.

We have isolated 39K predominantly K'„events
from a sample of data taken with a V ~ 2T ~ 2A..CABLE trigger by applying the following cuts:

(a) P,"&-0.004 (GeV/c)',
(b) P~(»' and v )&0.135 GeV/c,
(c) P (w')&0. 130 Gev/c,
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FIG. 3. The Monte Carlo predicted shape of the E+
spectrum for events which satisfy the K~& criteria as a
function of P&.

(d) m, &0.385 GeV/c',
where I, =mass of (v+, » ) system,

(e) no B or C counters latched .
The variable P," (Ref. 15) is given by

(m»' -m, ' -m, o')' —4 (m, 'm, o' + m»' P, ')
4{P,'+m, ')

(18)

where I ~ represents the transverse momentum of
the (»', v ) system relative to the direction of the
Ko~ . The background of K~» events remaining after
the above cuts was less than 5%.

An appropriate mixture of K'„, g„and K',,
events was generated by the Monte Carlo program
using the V 2T 2A trigger, resulting in a sample
of 58K events after the same set of cuts (a)-(e).
From these events, we determined N(E, , P»),
a matrix describing the shape of the E+ spectrum
as a function of P~, the laboratory momentum of
the kaon. The shape of the K~0 decay momentum
spectrum, F(P»), was then determined from the
matrix equation E=N 'W, where W{E+ ) is the
experimentally observed E + spectrum. Figure 3
shows the shape of N(E+, P») for various bands of
I'~, and Fig. 4 shows the comparison between the
experimental shape W{E, ) and the Monte Carlo
prediction. The latter was derived using the best-
fit decay momentum spectrum as obtained from
the matrix inversion technique described above.
It should be pointed out that this method for deter-
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FIG. 5. The Kz decay momentum spectrum.

FIG. 4. The experimentally observed E+ spectrum for
all events, as compared with the Monte Carlo prediction
obtained with a best-fit decay momentum spectrum.

mining the kaon decay momentum spectrum was
independent of TOF measurements.

The statistics of the sample of K'„events was
such that a 2-3 /0 accuracy was obtained nea, r the
peak of the decay momentum spectrum. However,
at the low end of the spectrum (&3 GeV/c), where
the spectrometer efficiency was very low, and at
the high end of the spectrum (&12 GeV/c), where
the number of K~0 decays was very small, the sta-
tistical accuracy was only -10%%u&. Therefore, we
added small corrections to the spectrum in order
to have good agreement between the experimental
and Monte Carlo distributions of the reconstructed
K~o momentum for K', events (see Sec. VIC). The
final corrected spectrum is shown in Fig. 5. The
sensitivity of our final results to the shape of the

K~0 decay momentum spectrum used in the Monte
Carlo calculation is discussed in Sec. VIIIA.

B. Beam scattering

There were approximately 1.5 interaction lengths
of lead and 3 interaction lengths of polyethylene
immediately after the production target to remove
photons and reduce the neutron to K~o ratio in the
beam, respectively. An appreciable number of
kaons were therefore diffractively scattered be-

fore reaching the decay volume. We have assumed
the kaon diffractive cross section to be indepen-
dent of energy and equal to —,

' of the total cross
section, using collision lengths of 13.8 cm and 55
cm for lead and polyethylene, respectively. The
scattering was assumed to have a t dependence of
the form e ", with a =10, 50, and 100 (GeV/c)
for hydrogen, carbon, and lead, respectively.

The Monte Carlo calculation then indicates that
roughly equal numbers of scattered and unscattered
K~ s reached the decay volume. Although this
estimate is expected to be accurate only to a factor
of 2, it was adequate since the Monte Carlo calcu-
lation indicated that the observable differences
between the diffractively scattered and unscattered
events were negligible. Half the Monte Carlo
events were thus generated with the K~o s coming
from a point target, while the other half had kaons
which came from a diffuse source at the position
of the beam-defining collimator.

C. Decay modes generated

A total of four decay modes were generated in
the Monte Carlo calculation: K'„„K,'„K'„3 and
K'„, with the branching ratios 0.268, 0.39, 0.126,
and 2.07x 10 ', respectively. ' The events were
generated in the kaon center-of-mass system,
with the charged decay products subsequently
transformed to the laboratory system along the
direction of the K~0. Table I shows the number of
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generated events and the trigger efficiency for
each mode.

The original set of form factor parameters used
in generating Kg3 Monte Carlo events were A+=0.04,
A. =-0.155, and $(0) = -2.0. In the subsequent
analysis, a Monte Carlo distribution with new form
factors was generated by reweighting each event

by the ratio of

~3g(new form factors)~2
~3R(original form factors) ~'

'

This procedure was much more economical, from
the point of view of computer time used, than
generating a completely new set of Monte Carlo
events.

The K'„, events were generated according to the
matrix element

~K~
' = 1 +A (Q/ms) Y +B(Q/mr)'Y', (19)

where Y =3TQQ —1, using the values A = -5.20
and B =4.64."

TABLE I. Events generated by the Monte Carlo pro-
gram and trigger efficiency for each decay mode.

Trigger
Decay mode No. generated No. triggers efficiency

Kp3
0

0Kes

Km)
0

K„20

2.13x 10'

3.11x 10'

1.00 x 10

1.25 x 10~

4.0 x106

2.1 x105

1.5 x 10

2.22 x 103

18.8%

0.7%

1.5%

1.8%

E. Wire chamber and TOF data

in a sample of Monte Carlo K~o decays the strong
interactions were effectively turned off, and the
pions were allowed to trigger the appropriate B
and C counters if they had enough energy to pene-
trate the muon filter. The penetrating pions were
then treated as muons in the subsequent analysis.

D. Pion decay and penetration

Pion decays, m- p, v, were included in the K'3
Monte Carlo events, using the pion decay length
n =780.2 cm. The decay muons were generated
isotropically in the pion center-of-mass system.
Some 4.3'%%up of all generated K'„, decays were fol-
lowed by a pion decay before the pion reached the
front surface of the lead wall.

K~ decays other than E'„3 could satisfy the trig-
ger when followed by a subsequent pion decay
which resulted in a muon of sufficient energy to
penetrate the lead wall. There were pion decays
in 4.F/p of all generated K,', events, and in 10.2%%up

of all generated K,3 events.
The problem of subtracting the background due

to pion penetration of the muon filter is consider-
ably more difficult. Qne needs to know not only
the number of those events but also their relative
density on the Dalitz plot when interpreted as K@3

events. It is difficult to answer the first question
by Monte Carlo techniques, since in addition to
pions penetrating without any interactions there
could also be false muon signatures due to ha-
dronic showers initiated by pions from K~0 decay.
Thus the total number of pion penetrations had to
be determined directly from the data, as dis-
cussed in Sec. VIB.

To a reasonably good approximation, the ques-
tion of the Dalitz-plot population by these events
can be answered by Monte Carlo methods, since
the reconstructed T„and T„parameters are in-
dependent of the details of the penetration mech-
anisrn, and are merely a function of geometrical
parameters measured before the lead wall. Thus

I

Each charged decay product was traced through
the magnetic field of the analyzing magnet from
the decay vertex to the A counter bank. At the
position of each of the 20 wire planes, the locations
of the wires closest to the trajectories of the par-
ticles were recorded.

The TOF scheme employed for the Monte Carlo
data was made to parallel that used in the experi-
ment, where direct v= c muons from the produc-
tion target were used to provide a reference time
for all the timing counters, as described in paper
I. For each charged track in the accepted Monte
Carlo events, the TOF was computed along its
path from the decay vertex to the A counter bank.
The kaon TQF from the production target to the
decay vertex and the light transit time in the
counter were added to this time, while the TOF
for a direct v = c muon from the target to the cen-
ter of the A counter bank was subtracted. The
TQF reading for each of the two phototubes on the
corresponding A counter was then converted to an
ADC reading, using the experimentally measured
ADC sensitivity of 0.135 nsec/channel.

F. Muons

Since the identification of muons was a crucial
part of the experiment, it was vital that the muon
signal be reproduced in the Monte Carlo as realis-
tically as possible. The two important features
that had to be included in following the muon
through the 8.7 interaction lengths of lead and
paraffin which made up the muon filter were mul-
tiple scattering and energy loss. Since rnuons
have no hadronic interactions, both these pro-
cesses could be duplicated in the Monte Carlo to a
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high degree of accuracy.
Qnly multiple Coulomb scattering was included

for the muon, and the scattering angle was approxi-
mated by a Gaussian distribution of width

8 = (0.021/P„c)vX„, (20)

where P„ is the momentum of the muon in GeV/c,
and X„ is the number of radiation lengths of ma-
terial traversed by the muon. In tracing the muon

trajectory through the lead and paraffin wall, the
size of each step was adjusted as a function of the
muon energy in order to keep the multiple scatter-
ing angle small, typically &50 mrad.

The only energy-loss mechanism which was con-
sidered for the muon as it traversed the muon fil-
ter was ionization energy loss. This loss was in-
cluded as a function of the muon energy, "and the
muon was considered to have stopped if its kinetic
energy dropped below 1 MeV. Since the end-of-
range effects were difficult to reproduce, they
mere not included in the Monte Carlo. However,
such biases were later eliminated in the PASS-2

analysis by requiring that the total energy of the
muon be &220 MeV at the position of the C counter.

The muon TOF was computed along each step
in the wall and this was used in conjunction with
the TOF at the A. counter bank to compute TQF
readings at the B and C counter banks for the
muon, which were then converted to ADC readings.

G. Analysis programs

The Monte Carlo versions of the analysis pro-
grams PASS-1 and PASS-2 were identical to those
used on experimental data except for one change
in each program in order to introduce spark and

TOF jitter, respectively. Details of these analy-
sis programs have been given in paper I.

In PASS-1, each spark that was read off the
Monte Carlo data tape was jittered about its true
position in order to produce a Gaussian distribu-
tion with a width of 0.35 mm. This distribution
reproduced the experimentally observed distribu-
tion of the distance of a spark along a track from
the best-fit line through all the sparks making up
that track.

It was more difficult to reproduce the TOF jitter
since there were certain elements in the timing
system which were not easily reproduced in the
Monte Carlo calculation. First, there was the
problem of fluctuations in the beam intensity and
the quality of the beam steering, both of which af-
fected the size of the CABLE pulse. The subse-
quent time slewing in the CABLE discriminator
resulted in a time jitter for the START gate in the
TOF system. Second, there was the problem of
background, much of which was attributed to the

neutron splash in the lead wall. Whenever there
was a background track in a timing counter in ad-
dition to the charged track from the kaon decay,
with both tracks falling within the timing gate,
each phototube recorded the time of the first light
which reached it, and this was not necessarily due
to the decay product. This resulted in erroneous
TOF measurements for the decay product, and
sometimes an unphysical TQF measurement, if
the reading should fall in the range where the event
could have been interpreted as being associated
with a decay from the previous or following beam
buckets.

A study has shown that to a good approximation
these problems were random in nature, and there-
fore could not have caused a systematic bias in the
data. The measured kaon TQF was used only to
decide which of two possible solutions for the K~0

momentum was the more probable, as discussed in
Sec. VIC. For this purpose, it was sufficient to
ask only that the Monte Carlo and experimental
TOF distributions have the same shape, regard-
less of the details of how one arrived at that shape.
Similarly, only the over-all shapes of the TOF
distributions in the A, B, and C counter banks
were relevant when the PASS-2 analysis program
searched for muon candidates, as discussed in

paper I.
We were able to obtain a satisfactory agreement

between the Monte Carlo and the experimental
TOF distributions by adding Gaussian errors of
width 0.3 nsec to the A counters, and of width 0.4
nsec to the B and C counters for each event in the
Monte Carlo version of PASS-2, and then folding
in a common Gaussian jitter of width 0.25 nsec to
account for the effects of CABLE slewing and
neutron interactions.

The PASS-3 analysis program applied the final
cuts and displayed numerous histograms, as well
as storing the latter on disk for an over-all sum-
mary. It was identical for both the data and Monte
Carlo distributions.

VI. DETERMINATION OF DALITZ-PLOT DENSITY

A. Event selection

The selection criteria used in choosing the events
accepted for final analysis were dictated by the
desire to obtain a sample of K» decays as pure as
possible and at the same time one that could be
faithfully reproduced by Monte-Carlo programs.
We have used only those events in which both
charged particles were detected on both sides of
the magnet and in which the muon identification
was unambiguous (category of events called 2

TRACK in paper I). There was one minor excep-
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tion to the latter criterion. A small fraction of
the data could be expected to correspond to the
physical situation illustrated in Fig. 6, i.e., the
pion, or one of its secondaries could penetrate up
to the B bank and register a valid signal in one of
the B counters. Because of the presence of this
additional B counter, some of these events might
be classified as AMBIGUOUS events, i.e., one
where either track could be a muon since the single
C counter could be associated with either track.
Since it was not feasible to simulate this pion
penetration in the Monte Carlo program, this
category of events mould be expected to be strongly
suppressed in the Monte Carlo events. This in-
deed was the case, as this subsample made up
0.37% of the accepted events in real data, but only
0.06% (due to w-gv decay) in the Monte Carlo dis-
tribution. Even though this constitutes a very
small fraction of the data, the discrepancy is im-
portant at the level of our statistical precision,
since these events are biased in favor of high
transverse momenta for the tmo charged tracks,
and hence high T„and T„on the Dalitz pIot. Thus
this subset of the AMBIGUOUS events mas also in-
cluded among the accepted events. The track giv-
ing the better "muon X~' was defined to be the
muon.

The events meeting the criteria described above
mere then required to pass a number of cuts.
These cuts and their motivation are described be-
low:

(1) Decay vertex cut. The Z coordinate of the
decay vertex mas required to lie at least 40 cm
downstream of the veto counter and 30 cm up-
stream of the T counter bank to eliminate possible
counter interactions. Furthermore, the X and F
coordinates mere required to be at least 2 cm in-
ward from the edge of the nominal beam envelope.

(2) The two charged tracks were required to hit
two distinct T counters and two distinct A counters.
The former requirement was imposed to be con-
sistent with the trigger, the latter to select events
with valid TOF information.

(3) ~X, -X,j
~ 'f cm if 1', and F, had the same

sign, mhere X, and F, refer to the X and F co-
ordinates of the two charged tracks at the T bank.
This cut was imposed to avoid the possibility of
having both charged tracks actually hitting the
same T counter, with a 5 ray from one of the par-
ticles triggering a neighboring counter. Because
of tolerances allowed in the programs, different
T counters could sometimes be assigned in this
situation to the tmo charged tracks. This cut
eliminated that possibility.

(4) E', ~ 1.15 GeV/c. This cut eliminated low-
energy pions which mere more susceptible to nu-
clear absorption and also more likely to give very

A bank 8 bonk C bank

W.S.C

FIG. 6. A schematic diagram of an accepted
AMBIGUOUS event. The 8 counter struck by the muon
is too far away from the projected trajectory of the pion
to be associated with it.

wide angle tracks in the rear chambers, for which
PASS-1 was slightly inefficient.

(5} The residual muon energy-at the C bank, as
calculated from track curvature and the amount of
lead along its path, mas required to be greater
than 220 MeV. This eliminated a number of w

penetrations and g captures and/or decays at the
very end of the lead wall.

(6) Events were eliminated if -0.003 ~P'02
&0.01. This cut substantially reduced the con-
tribution from K3, followed by w decay.

(» I ~, —~.l
- 6 mrad and ]P, —J3, )

- 6 mrad,
where n and P refer to the X and F direction co-
sines of the two charged tracks in the front cham-
ber. For an angular separation smaller than this,
the projections of the two tracks could coincide in
one view with a resultant loss of accuracy difficult
to duplicate in the Monte Carlo program.

(6) Q—= P„-P„*~15 MeV —0.03P,*, where P„* is
the center-of-mass neutrino momentum as deter-
mined from the n and p. four-vectors, and p„ is
the transverse component of the neutrino momen-
tum in the laboratory system as obtained from the
K~ direction and w and p momentum vectors. Q
must clearly be negative for genuine K„, events,
in the absence of measurement errors. The cut
chosen had a slight p*„dependence to allow for a
small variation of the experimental resolution as
a function of p„*.

(9} m ~m», where m is the invariant mass of
the m p system.

(10) &» ~ 14 GeV/c. The momentum spectrum
of the incident kaons was determined rather poor-
ly above this value.

(11) ~TOF „~—TOP~„~ -0.6 nsec.
(1&) Events with more than one C counter were

rejected. This cut was designed to reduce the
number of events containing possible w penetra-
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tions through the lead wall.
The fraction of events eliminated by each one of

these cuts is listed in Table II. 34% of all the 2

TRACK events passed all of these cuts and entered
the subsequent analysis.

B. Background corrections

In this section we consider the procedure used
to eliminate or correct for any background events
remaining in the sample after the cuts. Back-
ground sources greater than 0.1% are listed in
Table III. These and other smaller background
contributions are discussed below.

1. Interactions in helium

Some of the incident kaons or neutrons interacted
with the helium nuclei in the decay volume, result-
ing in the production of a certain number of m's

and K's. If one of the secondaries then decayed in

flight, the trigger could be satisfied and the re-
constructed event might satisfy our selection cri-
teria.

To investigate this source of background, a
series of short runs were made with a l-in. -thick
carbon slab, large enough to intercept the entire
beam envelope, placed at various positions along
the beam axis in the decay volume. The mass of
the carbon block was 29 times larger than the
total mass of the helium. Allowing for the differ-
ence in cross section (assuming an A2~' depen-
dence), and the different Kg fluxes corresponding
to the carbon and data runs, we estimate that the
total number of carbon interactions in the carbon
run amounted to about 6 I% of the total number of
helium interactions in the data sample under con-
sideration.

Figure 7 displays the vertex position of the

TABLE II. Effect of cuts on primary data. Cuts are
outlined in Sec. VIA.

Cut no. Fraction of events eliminated

1
2 (2' counters)
2(A counters)
3
4
5
6
7
8
9

10
11
12

9.0%
4.0%
7.4%
8.0%
8.8%

10.2%
2.2%
4.7%
1.2%
0.9%
0.2%
6.2%
3.8%

events taken during the carbon run. The abscissa
is chosen in such a way as to compensate for the
decreasing precision in the Z determination of the
decay vertex as the event occurs further upstream.
The graph is compatible with no interaction con-
tamination. More specifically, we can place an

upper limit of 10 4 of the accepted data as being
due to interactions in helium. No correction was
deemed necessary.

g-decay background

A 3-GeV pion resulting from a K~0 decay in the
middle of the decay volume had a 6% probability of
decaying before it reached the lead wall. Thus the
other decay modes of K~0 which contain pions were
a potentially serious source of background. The
subtraction of this background can, however, be
performed with high precision by a Monte Carlo
method.

TABLE III. Sources of background greater than 0.1%.

Kind of background

Diffraction scattering in air

Diffraction scattering in veto counter

K& 7t'e' v followed by 7t' p, v

Kz~, ~'x m followed by 7t pv

K~0 x+~ followed by 7t pv

Kz~ —~'p' vy (E& &2 MeV)

KI0 —~'e' v followed by n. penetration

Kl m+m 7t followed by x penetration

K&0 m. p+ v followed by x penetration
(p does not have enough energy to reach the
C counter bank)

Magnitude of
background subtraction

(%)

0.70

0.18

2.62

1.43

0.05

0.94

0.36

0.10

0.25
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We have corrected for the background due to
w- p.v decays following each of the following four
decay modes:

(a) K~o-w'g'v,
(b) —w' e' v,
(c) -w'w w',
(d) - w'w

The appropriate number of K„', events followed

by m- p, v decay have been incorporated into the
Monte Carlo program (see Sec. V D) which gen-
erated a large number of K~ mp, v events for the
purpose of calculating the detection efficiency.
Thus no additional treatment of this contamination
was necessary for mode (a).

The fraction of accepted K„', events in which the

p, trigger was generated by the muon from z decay
was calculated to be 0.67%%up. Note that the events
with two muons detected at the |."bank, both the
primary one and the secondary resulting from
m-pv decay, would not be included in the final data
sample, as they would be classified as 2 MUON

events.
The contamination introduced by n - p. v decays

following the last three decay modes (b)-(d) was
studied by Monte Carlo methods. Appropriate
samples of events representing these decay modes
and followed by n decay were generated according
to the proper kaon momentum distribution and ap-
propriate matrix elements. These events were
subsequently processed through all the standard
K„', analysis programs, and the events remaining
after all the cuts have been applied were then sub-
tracted from the true data sample. The subtraction
for the decay modes (b)-(d) amounted to 4. 1'%%uo of the
total data.

3. p penetration

Another potential source of contamination was

pion penetration, i.e., the possibility that a pion
either would not interact at all in going through
the lead wall, or that one of the secondaries (or
one of the higher generation particles) from the

pion interaction could penetrate all the way to the
C counter bank, resulting in a false muon signa-
ture. As the total amount of lead and paraffin
corresponded to 8.7 interaction lengths, the proba-
bility of the former is less than 10 ~; it is more
difficult, however, to estimate the effect of the
much more complicated nuclear shower mechan-
ism. Fortunately, there are two independent ways
to measure this contamination experimentally in
the actual data.

First, we can compare the expected and ob-
served number of 2p, events. Any pion penetra-
tion will appear as an excess of 2p, events in the
data. The empirical numbers for the ratio of 2p,

I
'

I
' '

'
I

'
I
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I 000

5oo
Z.'
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5oo
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ALL EVENTS

2 TRACK EVENTS

200 ~

events passing all cuts (except V. TRACK and 1C
requirements) to accepted events are

(2.62 +0.05)x10 ' for Monte Carlo,

(3.00 +0.05)x10 ' for data.

The difference is (0.38+0.OV)x10 ', or (14+3)'l/~

of the 2p, events resulting from K» decays fol-
lowed by a n - p.v decay.

An independent test consists of examining P,"
distribution for the events passing all the cuts
except the P,"cut. Any excess in the data near
Po" =0, over that expected from K» decays and
other K~~ decays followed by m- p,v decay, would

be an indication of pion penetration from the K, 3

decay mode. We find a slight excess (see Fig.
14, paper I), which corresponds to (15 +4)% of
the events due to K'„ followed by n- p.v decay.
Thus we draw the conclusion that

number of p, signatures due to m penetration
number of p. signatures due to m- pv decay

= 0.14+0.03.

The pion penetration background was subtracted
by the same Monte Carlo technique as used for
w decays, except that now an appropriate fraction
of the pions were allowed to have a p. signature.
The size of this correction is indicated in Table
III. Because this background was small, and its
dependence on pion momentum relatively weak,
the only dependence of the pion penetration proba-
bility on the pion laboratory energy included in the
correction was the requirement that the pion range
should be sufficient to penetrate through the lead
wall.

I 00—
2 TRACK EVENTS AFTER CUTS

0 I ~ I i I

-8 —4 0 4 8xIO

( VERTEX CARBON)/ CARBON

FIG. 7. Vertex distribution of the events in the carbon
run.
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4. Diffraction scattering in air and the veto counter

Between the y-ray lead absorber and the decay
volume, the Ko~ passed through about 65 m of air
and a 6.4-mm-thick veto counter. There was thus
the possibility that a KL, could diffractively scatter
in the air or the veto counter and then subsequently
decay in the decay volume. For a small-angle
diffraction scattering on a carbon atom, the veto
counter probably would not have been triggered by
the recoiling nucleus. The Ko~ direction as deter-
mined from the decay vertex and the target posi-
tion would not correspond to the actual K~ direc-
tion for these diffractively scattered events.

We have calculated the effect of this background
by Monte Carlo, allowing the incident K~'s to
scatter diffractively all along its flight path, and
then processing through our analysis programs
those events which decayed in the decay volume.
For lack of good experimental information, we
have used for the total cross sections the geo-
metrical collision lengths in air and scintillator
of 536.1 m and 52 cm, respectively. " We have
taken the diffraction scattering cross section to be
—,
' of the total cross section, and assumed a scat-
tering t dependence of the form e "' and inde-
pendent of energy.

Clearly, the uncertainty in the parameters is
such that this calculation cannot be taken too
literally. It should, however, be accurate to better
than a factor of 2, and since this correction turns
out to be quite small (see Table III), we feel con-
fident that no significant errors were introduced
by this potential source of background.

5. Radiative corrections

As there are two charged particles in the final
state, radiative corrections for K» decays are
substantially larger than those for K» decays.
The order-a radiative corrections to K» decay
are shown in Fig. 8. Several recent K» experi-
ments have had a statistical accuracy which war-
rants the inclusion of radiative corrections, but
these have not always been applied. In those cases
where corrections have been made, the results of
Ginsberg" have been applied to the extracted
Dalitz -plot distribution.

Since the Ginsberg calculation assumes that only
the pion and lepton are detected by the apparatus,
it integrates over all photon four-momenta in cal-
culating the bremsstrahlung contribution [Figs.
8(g) and 8(h)], and assumes that the reconstructed
T, and T„correspond to the actual values. Gins-
berg's radiative corrections are, therefore, ap-
plicable only to an experiment which meets two
rather stringent requirements:

(1) The detection apparatus must integrate over

K

(a) (b) (c)

(e)

(g)

FIG. 8. Order-o, ' radiative corrections to K f3 decay.

all photon four-momenta with 100@ efficiency.
This is not, in general, the case. For example,
a bremsstrahlung event in which the pion and
muon center-of-mass energies are within the
Dalitz-plot boundary, but which includes a rea-
sonably high energy photon, may fail specific
geometrical or kinematic cuts. Ginsberg's cal-
culation assumes that all such bremsstrahlung
events will be detected.

(2) The experiment must determine the value
of E,* and E,* in the kaon rest frame without kine-
matical assumptions. If this is not the case, then
K- mlvy events in which only the pion and lepton
are detected in the laboratory may be placed on
the K» Dalitz plot, even if the pion and lepton have
true center-of-mass energies which would place
them outside the K» Dalitz-plot boundary (i.e. ,
events which belong to R» but not &g, &

in Gins-
berg's parlance}. This is so because the event
will perforce be placed on the Dalitz plot using
three-body kinematics. Ginsberg explicitly as-
sumes that such bremsstrahlung events do not
contribute to the K» Dalitz plot. Bremsstrahlung
events in which the pion and muon center-of-mass
energies are actually within the Dalitz-plot bound-
ary may also be moved substantially from their
true position by the assumption of three-body
kinematics.

The degree to which a particular experiment will
fail to approximate these ideal conditions will de-
pend, of course, on specifics of the apparatus,
the momentum spectrum of incident kaons, and the
method of resolution of the quadratic kinematic
ambiguity. We know of no K„decay experiments
which satisfy both requirements, however, and
therefore we know of no experiment to which the
Ginsberg corrections (or any other published ra-
diative corrections}" are directly applicable.



We describe below the procedure we have fol-
lowed in making radiative corrections to the pres-
ent experiment. In order to include our experi-
mental apparatus when making the bremsstrahlung
corrections, we have divided the order-n diagrams
into three parts:

virtual diagrams IFigs' 8(a} 8(c)]s which
have no external photons,

(2) low-energy bremsstrahlung, in which the
external photon energy is so small that the result-
ing change in the center-of-mass energy of the
charged particle was less than the resolution of
the apparatus, a d

(3) high-energy bremsstrahlung, from the reso-
lution of the apparatus to the kinematic limit.

Structure-dependent order- e radiative correc-
tions [Figs. 8(d)-8(f), and 8(i)j have not been in-
cluded, as they are model-dependent and no cal-
culation of their contribution is known to us. Their
contributions, however, are expected to be small.

Processes (1}and (2) were treated as multiplica-
tive corrections and folded into the detection ef-
ficiency, while the correction for (3) was treated
as a background subtraction.

The virtual contribution was calculated using the
Ginsberg formulas, modified so as to remove the
restriction to constant form factors. A SIQall
photon mass term, ln(m„/A), where X denotes the
photon mass, was included to cut off the logarith-
mic infrared divergence.

The low-energy bremsstrahlung contribution was
calculated by Monte Carlo techniques, using the
E~-rp, vy matrix element of Fearing, Fischbach,
and Smith. '~ The photons were given a mass A, , and
were required to have energy E& &2 MeV. The
photon mass A. was varied over four orders of mag-
nitude to verify that the logarithmic divergences
canceled exactly in the sum of virtual and low-en-
ergy bremsstrahlung contributions.

The high-energy bremsstrahlung contribution was
calculated using a Monte Carlo technique by gen-
erating four-body K -np. vy decays with E& &2
MeV, also according to the matrix element of
Fearing, Fischbach, and Smith. An ultraviolet
cutoff of one proton mass was used. These events
were then processed through the analysis pro-
grams, in the same way as all other small con-
tamination corrections.

Figure 9 represents a comparison of the K»
radiative corrections as a function of the Dalitz-
plot position, with and without the effect of the ap-
paratus. Percentage corrections are shown in 10
x 10 MeV bins on the Dalitz plot for clarity, al-
though in the analysis 5 x 5 MeV binning was used.
The upper number in each bin is the percentage
radiative correction obtained by. integrating over
the photon four-momentum numerically, without

taking into account the detection apparatus or the
effect of subsequent cuts in the analysis. The low-
er number in each bin is the percentage radiative
correction (1)+(2)+(3)obtained when the integra-
tion is performed by Monte Carlo, including the
effect of apparatus geometry and kinematic cuts.
The lower numbers differ considerably from the
upper, reflecting the inefficiency of the apparatus
for high-energy bremsstxahlung events; this loss
is approximately constant across the Dalitz plot.

A.ccrc dentazs

The poor duty cycle of SLAC might have caused
some accidentals to simulate real events. Specif-
ically, we had to consider three kinds of acciden-
tals:

(1) accidental B and C counter triggers which
might be associated with a track from a genuine
KI, decay that was not a K„~ decay, resulting in an
accidental muon;

(2) two uncorrelated tracks which verticized
accidentally in the decay volume;

(3} a whole track which might be accidentally
reconstructed from two uncorrelated segments,
one upstream and one downstream of the magnet.

The first category of accidentals would be in-
cluded in the pion penetrations, and thus to a good
approximation have been accounted for in the cor-
rection for penetrations. Since this correction
was relatively small, no further correction was
considered necessary.

The amount of contamination due to the second
mechanism was investigated by attempting to ver-
ticize the pion from event N with the muon from
event N+1, and then subjecting the resulting "K„'3
decay" to standard cuts. The total number of such
false events was found to be -4&10 'of the total
sa,mple. The actual number of accidentals is
probably a factor of 10 lower, since only about
10% of the events had additional "in time" tracks.
In view of this very low contamination, no cor-
rection was applied.

The third mechanism can be estimated to be
even less important than the second one, since
the matching criteria for the upstream and down-
stream portions of the track, as described in
paper I, involved three independent constraints,
and were much more stringent than the require-
ment for a decay vertex. Again, no correction
was deemed necessary.

7. Other muonic decays

Of the other possible K~ decays involving muons,

(2&)
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FIG. 9. Comparison of percentage radiative corrections across the Dalitz plot in 10x10 MeV bins for "ideal" appara
tus (upper numbers in each box; average = 2.4%) and for the apparatus and Kz spectrum of the present experiment
gower numbers; average =0.9%).

only the first one might occur at a level to merit
consideration. The events from this decay mode
could potentially be dangerous, since they tend to
populate a limited region of the Dalitz plot because
of the low Q value of this decay. This decay has
not as yet been observed, but one can make a
crude estimate based on its charged K counter-
part. The branching ratio for K'- n'n p, 'v is re-
ported to be (9+ 4) x 10 '." Multiplying by the
ratio of Kg/K' lifetimes, we estimate the KO4

decay to be suppressed by roughly 10 with re-
spect to K„',. Furthermore, the probability that
a K„'~ event would be detected by the apparatus
and pass all the K„', cuts described previously is
about a factor of 3 lower than for K„',. Thus the
background is estimated to be =3 x 10 ' and can
be neglected.

C. Quadratic ambiguity

Since we measure the momentum vectors of the
two charged decay products quite well, the invari-
ant mass of the wp, system is accurately deter-
mined:

m,„'= (p„+p,)' (22)

2 2
my —m~g

P v
IC

(23)

Furthermore, once the decay vertex is recon-
structed, the direction of the K~ is known to a
high precision. Thus, by conservation of momen-

where p, and p„are the pion and muon four-mo-
menta. Thus the neutrino center-of -mass momen-
tum p*„ is also accurately determined:
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turn and Lorentz invariance, the component of the
neutrino momentum transverse to the K~0 direction
P„ is given by

can solve for the energy of the IC~o, or for y=Er/
mxo

p' =-(p'. +p~) (24) (26)

where p, and p „are the transverse momenta of
the pion and muon relative to the K~ direction,
respectively. The longitudinal component of the
neutrino center-of-mass momentum is thus deter;
mined up to a sign:

pll ~ (p+2 pJ 2)l/2 (25)

Alternatively, looking at the problem entirely in
the laboratory system, we can say that the conser-
vation of energy and momentum in the decay K~- np, v provides us with four constraints. If the
TOF measurement providing the K~0 energy infor-
mation is ignored, then we are missing four quan-
tities: the total momentum of the K~o, the total
momentum of the neutrino, and the two parame-
ters describing the neutrino direction. Thus we

where E„„andp,'„are the energy and the longitu-
dinal momentum of the mp, system. The sign am-
biguity corresponds to the ambiguity in the direc-
tion of the neutrino center-of-mass longitudinal
momentum, the plus sign corresponding to forward
emission of the neutrino. Since the center-of-
mass kinetic energies of the pion and muon, T„
and T„, and thus the position on the Dalitz plot, de-
pend directly on the Lorentz transformation pa-
rameters used, we have a twofold ambiguity in the
location of each event on the Dalitz plot.

We might mention here in passing that due to
measurement errors, situations arose where no
real solutions exist. This occurred when m„„
&m~ orP, &p,*, the latter case causing the radi-
cand in the expression for P,' to be negative. The
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FIG. 10. The displacement due to the choice of a wrong solution for 40 random Monte Carlo events. The arrows point
from the true (T„,T&) point to the reconstructed (T~, T&) point.
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small fraction of events with m, „&m~ was elimi-
nated from the data (Sec. VIA), but some of the
events which barely failed the p„&pp criterion (cut
8 in Sec. VIA) were included in the final sample.
The radicand for such events was set equal to zero.

To resolve the quadratic ambiguity, we have
utilized both the momentum spectrum of the K~0

beam and the TOF information. Using the Monte
Carlo generated events, we have first generated
a function P(Pr, Z) giving the a priori probability
that a KL of momentum PE would give a detected
mp. v decay if it decayed at a distance Z from center
of the spectrometer magnet. Then for each event
we calculated the ratio R given by

E~P(P ~ Z) (t~ -t„)2ha-2

P(P 2 Z) (g g )2/2(JR 7

where P~ and PE' are the fitted K~ momenta, t is
the measured TQF, and t, and t, are the fitted
TOFs corresponding to solution 1 and solution 2,

respectively. The quantity o corresponding to the
TOF error was taken to be 0.36 nsec. Solution 1
was chosen if R & 1. Since the identical procedure
was followed for both Monte Carlo and data, the
choice of the wrong solution only tends to dilute
the statistical significance of the data, but does
not introduce any bias provided that the Monte
Carlo faithfully reproduces the actual experiment.

Even though the fraction of events with wrong
solutions, defined as those events which end up in
the wrong 5 x 5 MeV bin due to the choice of the
incorrect solution for y, was relatively high
(17.6/p) on the whole there was very little net
movement across the Dalitz plot. Furthermore,
the typical displacement from the true position
was rather small. These points are illustrated in
Figs. 10-12, which show the movement due to the
choice of the wrong solution for 40 random Monte
Carlo events, the net inflow or outflow from each
bin due to the choice of the wrong solution, and the
distribution of the shift in T, for these events.
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FIG. 11. The net percentage change in Dalitz-plot population due to "wrong solutions. " The results are displayed in
10 F10 MeV bins for clarity.
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D. Calculation of the population in each bin 2200

The number of events N, corrected for back-
ground in a given bin i was given by

N, =M; —gk, .m. . . (28)

2000

1800

1600
)

where M,. = the total number of accepted events in
bin i, m, , =the number of events of background) in
bin i, and k,. =a factor of the order of unity to ob-
tain proper normalization for each background.
The nine types of background considered and their
total magnitude are listed in Table III.

The raw number of events then had to be cor-
rected for the detection efficiency. The efficiency
in any one bin i was given by

1400
UJ

1200
O
ct- 1000

800

600
e; = d(/G; (29)

400
where d, is the number of accepted Monte Carlo
events that end up in bin i, and G, is the number
of generated Monte Carlo events in bin i. We
stress that the contribution to d,. can also come
from events generated into bins other than the bin
i, which, owing to measurement errors or the
choice of the wrong solution, migrated to bin i.
The efficiency as a function of position on the
Dalitz plot is displayed in Fig. 13.

The final corrected number of events n, is then
given by

200

100
—100 —50 0 50

FIG. 12. The shift in the pion center-of-mass energy
for "wrong solution" events as determined from the
Monte Carlo.

n; =N,./e, r, , (30)
sisted of 800000 triggers passing the K„, cuts,
were adjusted accordingly for each subset.

where r,. is the enhancement in the bin i due to the
virtual radiative corrections and low-energy
(&2 MeV) inner bremsstrahlung. The error bn, is
given by

M,. +P,'.,k,. 'm, , I
i

(3l)

E. Data

The final sample of data consisted of two sub-
sets: V54 000 events and 836000 events, collected
several months apart. These events are shown in
their reconstructed position on the Dalitz plot in
Fig. 14. For clarity 10x 10 MeV bins are used in
the figure. The two subsets differed slightly in
the incident K~ mornenturn spectrum, precision of
TOF information, and beam collimation. The pa-
rameters of the Monte Carlo sample, which con-

Error correlations between various bins due to
movement of events from one bin to another can be
safely ignored. It is the distribution (n, + 5n, )
which is subsequently fitted to a theoretical spec-
trum.

f, (t) f (0)()=.' mm'

f,(f) =f,(O) I+a,' m. '
(32)

(4) a 2-parameter fit in which the entire Dalitz
plot was fitted simultaneously using the paramet-
rization

VII. FITTING PROCEDURE AND RESULTS

The fitting of the data sample to theoretical ex-
pressions was done in 5 x 5 MeV bins; only those
bins lying entirely within the Dalitz-plot boundary
were included in the analysis. Four types of fits
were made to the data:

(I) an "unparametrized" fit using f, and f, form
factors, and fitting each of the 22 t bins indepen-
dently;

(2) an unparametrized fit using f, and ( form
factors, and fitting each of the 22 t bins indepen-
dently;

(3) a "2-parameter" fit in which the entire Dalitz
plot was fitted simultaneously using the paramet-
riz ation
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FIG. 13. Acceptance efficiency (&) after all cuts in percent as a function of Dalitz-plot position as calculated by the
Monte Carlo program. Again 10 x10 MeV bins are chosen for clarity.

f, (t) f (0) ((+z,'mr' '

(33)

In these last two fits, f, (0) =—fo(0):—1.
The 22 values of the form factors at different t

derived from the first two procedures were then
fitted with a polynomial to determine their t de-
pendence. Both f, and f, were found to be satis-
factorily described by a linear t dependence, while
$ was found to be consistent with having a constant
value over the range of t examined in this experi-
ment. The results of the four fits are tabulated in
Table IV. Values of f fp and $ as a function of
t as obtained from fits (1) and (2) are displayed in
Fig. 15. The residuals of the 2-parameter fit to
A. , and A., are shown in Fig. 16. The errors shown
in Table IV and Pig. 15 are statistical only. A de-

tailed discussion of our estimation of systematic
errors will be presented in Sec. VIII.

The slope of the f, form factor found in this ex-
periment supports the hypothesis that f, (t} obeys
an unsubtracted dispersion relation, and that the
dispersion integral is saturated by the M(890}
pole. A 2-parameter fit in which the mass of a
single 1 pole describes the t dependence of f,
yields m„(1 ) =870+17 MeV, in excellent agree-
ment with the K*(890}dominance prediction.

The slope of the f, form factor found in this ex-
periment is in excellent agreement with the Dash-
en-Weinstein relation (if we allow a linear extra-
polation to t = mz'+ m, ), supporting the view that
the effects of SU(3) (3) SU(3) breaking in the strong
interactions are small enough so that a perturba-
tive treatment is valid. The extrapolated value of
fo at t=mz' —m„' is 1.22 + 0.04, in excellent agree-
ment with the modified Callan-Treiman relation.
Thus, these experimental results also support the
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FJQ. 14. Number of events after background subtraction (in thousands) as a function of their reconstructed position
on the Dalitz plot.

view that SU(2) SU(2) is a good symmetry of the
strong interactions, by bearing out the PCAC
prediction.

In Table V we summarize the results of several
other parametrized fits to the data. The SP pole
fit has already been discussed. A fit requiring
both 1 and 0 poles gives m+(1 ) =867+18 MeV
and m~(0') = 1109+42 MeV; our data are therefore
also in agreement with the requirement that fo(t)
obey an unsubtracted dispersion relation, and the
use of the broad Kn enhancement at 1200-1400

MeV as t4e 0' pole.
Finally, we have performed a fit in which f and

f, were allowed to have linear t dependence and in-
cluded a constant tensor amplitudefr. This fit
provides a very stringent limit on any possible ten-
sor contribution to the matrix element: )fr j

&0.016f, (0) at the 95% confidence level. Because
of the "induced scalar" term resulting from the
vector form factors, the K„3 Dalitz-plot analysis
is unable to extract any information on a possible
scalar amplitude.

TABLE IV. Results of the four primary fits to the K&3 Dalitz plot. Errors shown are
statistical only.

Degrees of
Over-all g freedom

Unparametrized fit
2-parameter fit

329
396

357
398

0.033 + 0.004 0.0136 0.005 0.00 + 0.04
0.030 + 0.0015 0.019+0.0014 -0.11+ 0.02
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FIG. 15. Results of the "parameter-independent" fits.
(a) fo as a function of t, (b) f+ as a function of t, and

(c) $ as a function of t. The straight lines in (a) and (b)
represent the best linear fit to the data; the dashed line
in (c) is our best estimate of systematic errors. The
Callan-Treiman point was not included in the fit.

The results obtained depend slightly on the val-
ues of the form factors used as input to the Monte
Carlo calculation, since the calculated efficiency
is weakly dependent on these parameters, owing
to the possibility of events migrating from one bin
to another as a result of the fitting procedure.
Thus, strictly speaking, when evaluating the g' at
any point cha, racterized by X, and X, (or $), one
should use corresponding parameters in the Monte
Carlo calculation to evaluate the efficiency. As
this procedure would consume a prohibitive amount
of computer time, we have adopted an iterative
procedure, reweighting the Monte Carlo events to
correspond to the values of X, and $ yielded by the
data after each fit. The final parameters used in
the Monte Carlo calculation agreed with the even-
tual values given by the fit. The rapid convergence
of this procedure is illustrated in Table VI, which
confirms that the results of the fit do not have a
strong dependence on the parameters used in the
Monte Carlo calculation. We see that the main ef-
fect of using incorrect para'meters in the Monte
Carlo calculation would be to pull the resultant fit
values slightly towards the parameters used.
Since the values of X, and A., used in the final
Monte Carlo calculation agreed with the values ob-
tained in the final fit, no systematic error was
introduced by this procedure. The net result of
this procedure, however, was to underestimate
the statistical error of A. , by about 7% and A, by
17%.

It is well known that in an unparametrized fit to f,
and $, the extracted values of the form factors at
a given t are strongly correlated, especially at low
values of t. The extracted values of f, and f, at a
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FIG. 16. Residuals of the 2-parameter IX+, &g fit. The results are displayed in 5 x5 MeV bins.
I
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TABLE V. Results of several fits using other parametrizations of the form factors. Errors
shown are statistical only.

Type of fit Result

1 pole, Q m ~ (1 ) = 870 + 17 MeV

A0 = 0.018+ 0.0015

1 pole, 0+ pole m~(1 ) =867+18 MeV
m (0+) =1109+42 MeV

Inclusion of constant tensor amplitude = 0.030 + 0.0016
Ap =0.019+0.0015
fz/f+(0) = —0.001 +0.008

given t are also strongly correlated. This is il-
lustrated in Fig. 17, where we show error ellipses
for several different t values. In addition to the
correlation of the parameters, the associated er-
rors are often non-Gaussian and asymmetric,
especially for extreme values of t. This presents
a problem in ascertaining the t dependence of the
form factors in the two step process which must
be used in the "unparametrized" methods of ex-
tracting either f+ and $ or f+ and fo [fits (1) and

(2)], since the a Posteriori fit to the linear form
factors hypothesis assumes that the errors on val-
ues at each t are Gaussian, and correlations be-
tween the form factors are not taken into account.
The 2-parameter fit does not suffer from this
problem since the two parameters are almost
completely uncorrelated. This is illustrated by
the error ellipses for A, + and A,, as shown in Fig.
18.

Several recent experiments have used unpa-
rametrized fits to extract the t dependence of the
form factors. We believe that unparametrized
fits should be used to indicate the appropriate
functional forms to be applied in a parametrized
fit. Thus ate believe that our fits (1) and (2) should
be taken to illustrate the validity of the assumption
of linear t dependence for f, and f„and the con-
stancy of g, but the 2-parameter fit (2) provides
the most reliable method of extracting the values
of A, , and A., from the Dalitz-plot data.

As can be seen from Fig. 15, the data show a
tendency for $ to take on increasingly positive val-
ues as t-0 in the unparametrized fit. This effect
is correlated with the fact that the extrapolated
value of f,(t)/f, (0) at t =0 does not equal unity. It
is worth pointing out that this behavior occurs in
a region of t where the determination of $ is rela-
tively poor and the sensitivity to systematic errors
quite high. Thus we do not believe that the data
warrant a conclusion that the behavior of the form
factors departs from a linear variation at low val-
ues of t. The satisfactory g' for 2-parameter fit

supports the statement that the data are adequately
described by linearly varying f, and f, form fac-
tors.

VIII. COMPARISON WITH MONTE CARLO
AND STUDY OF SYSTEMATIC ERRORS

TABLE VI. Dependence of the results of the 2-param-
eter Q+, Q) fit on the form factors used in. the Monte
Carlo calculation.

Change in Monte Carlo
form factor

Effect on 2-parameter-
fit result

[&4(0)] &X'

0.02 0.00
0.00 -0.04

0.00 16.6 0.0014 0.0016
-0.5 3.4 0.0037 —0.0074

It is clear that the Dalitz-plot analysis depends
crucially on our being able to reproduce faithfully
the experimental conditions in the Monte Carlo
programs. A great deal of effort went into ensur-
ing that the Monte Carlo events were as realistic
as possible. In this section we compare some of
the observed "primary" distributions for the ac-
cepted events with the Monte Carlo predictions.
One should note that the effect of any discrepancies
observed in these distributions on the actual
Dalitz-plot population should be considerably di-
luted by the Lorentz transformation from the lab-
oratory to the K~0 center-'of-mass system.

To test quantitatively the effect of any possible
experimental bias on our final result, we have in-
troduced various possible biases into the data and
then refitted the resulting Dalitz plot using the
linear parametrization of the form factors. Typ-
ically, we have tried to introduce a distortion about
four times higher than warranted by the data. The
results of these tests are listed in Table VII and
are discussed below in connection with specific
distributions. We note that some of the distortions
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FIG. 17. Error ellipses of f() vs f+ and $ vs f+ for three different values of t.

introduced do not significantly alter the g' for the
over-all fit but do have appreciable effects on the
values of the fitted parameters. Therefore, it is
important to assure ourselves that these system-
atic effects are indeed absent, by a detailed com-
parison of the many experimental distributions
with the- Monte Carlo predictions.

One can point to several specific inputs that must
be correctly reproduced by the Monte Carlo pro-
gram if one hopes to calculate the correct effi-
ciencies. These inputs are

(1) momentum spectrum of K~0 s,
(2) precision of time-of-flight information,
(2) precision of geometrical reconstruction,
(4) wire-chamber efficiency as a function of

position and angle,
(5) counter efficiencies, and

(6) Coulomb scattering of muons in the lead.

We shall present comparisons between the Monte
Carlo and experimental distributions and dis cuss the
significance of each comparison in relation to these
points. To provide a quantitative estimate of the
quality of agreement between the data and the Monte
Carlo distribution, we will quote a g' and number of
degrees of freedom for each distribution. A number
of the points in some of the distributions contain
in excess of 10' events; their statistical error is

- 0.004
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-0.
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-0.
~ I 5X

0.002 0.004
- —0.001

I

- —0.002

- -0.003

-- —0.004

FIG. 18. Error ellipses for the 2-parameter fit.

thus a few parts times 10 ' of the number of events
in that bin. We do not feel that we are free of
biases at that level, nor do we need to be, even
for an experiment with our precision. Thus in
computing the errors for the purpose of calculating
a y', we have placed a lower limit of 2% of the
number of events on the quoted error. Therefore,
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TABLE VII. Investigation of the effect of possible systematic biases. The alterations described were in each case a
factor of 4 larger than could be reasonably accommodated by the data.

Alteration of data

50% loss of events with P „&1.25 GeV/c

Excess of 10% of events with P& & 6 GeV/c

Excess of 10% of events with
6.5& PE & 8.5 GeV/c

Excess of 10% of events with

PE &10 GeV/c

Measured time of flight increased
by 60 psec

Time-of-flight error increased by 40%

Additional +2 mrad uncertainly folded into
directional cosines of charged tracks

Beam direction altered by 1 mrad

50% loss of events with T 7

50% excess of events with C2

50% loss of events with C8

Events with large p Coulomb
scatter eliminated

pv decay correction increased by 20%

Air and veto counter diffraction scattering
increased by a factor of 2

Point source of K beam used in Monte Carlo

No correction for pion penetration

&x'

1.3
-4.2

19.1

17.9

—41
4.9

99.0

49.0
—31
52.8

154.7

7.1

2.2

—51
12.5

-0.0010

0.0026

0.0001

-0.0009

0.0042

-0.0011

0.0036

0.0017

0.0000

0.0009

0.0012

0.0001

-0.0003

-0.0010

-0.0007

-0.0002

-0.0007

0.0026

-0.0002

-0.0004

0.0017

-0.0005

-0.0057

-0.0032

-0.0001

—0.0014

-0.0007

-0.0021

-0.0034

-0.0004

0.0004

0.0023

k( (t = 5.2)

-0.041

—0.010

0.005

—0.004

0.147

0.046

0.057

0.012

0.004

—0.023

-0.058

-0.046

-0.010

0.001

0.163

0.032

A$(t = 1.6)

—0.017

—0.142

0.008

0.073

-0.289

0.151

-0.407

-0.144

0.007

0.087

0.234

—0.055

—0.215

-0.030

0.272

0 ~ 064

a reasonable y' for a given number of degrees of
freedom should be interpreted as an agreement be-
tween the data and the Monte Carlo calculations at
the level of 2%%up or better.

spectrum by 10%%uo. These results are illustrated in
Table VII. Similarly, any possible inefficiency at
low P„was simulated by introducing a, 50%%uo inef-
ficiency for P, &1.25 GeV/c.

A. E~ momentum spectrum B. Precision of the time-of-flight measurement

The plots of the reconstructed K~ momentum and
the measured momenta of the pion and muon are
shown in Fig. 19. As discussed in Sec. VA, the
input K~ momentum to the Monte Carlo calculations
was adjusted to obtain agreement with the recon-
structed momenta in Fig. 19(a). The pion and muon
momenta were then also reproduced quite well by
the Monte Carlo calculations. The excess y' for
the pion momentum distribution is due partly to a
slight deficiency in the experiment of events with
P, &1.5 GeV/c, corresponding to an inefficiency
of about 4%, and partly to a deficiency of high en-
ergy pions.

We have tested the sensitivity of the results to a
small change in the K~ momentum spectrum by
augmenting in turn three different parts of the

The comparison of the difference between the
measured and fitted K~ TOF is displayed in Fig.
20. As the Monte Carlo timing error was adjusted
to reproduce the experimental distribution, the
agreement should not be taken as an independent
check, but rather as a demonstration of the ac-
curacy with which the final Monte Carlo TOF er-
ror was chosen.

Figures 21 and 22 illustrate the missing mass
squared and the reconstructed KL mass. These
two distributions are particularly sensitive to the
precision of the TOF measurement. The sensi-
tivity of A. , and A., to the TOF precision was tested
by shifting the measured TOF systematically by
60 psec, and also by increasing the TOF uncer-
tainty by 40'%%uo. The results are given in Table VII.
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C. Precision of geometrical reconstruction
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Figure 23 shows the plots of p, -pP for several
different bands of pP. This quantity can take on
positive values only because of experimental reso-
lution or the presence of background. Thus the
shape of the spectrum at low positive values of
p„-PP is a good measure of the experimental
resolution. We would like to emphasize here that
the experimental resolution in this context includes
not only the measurement and Coulomb-scattering
errors on the two charged tracks, but also the un-
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FIG. 21. Missing mass squared distribution.
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The effective mass of the mp. spectrum is shown
in Fig. 24. The agreement near the kinematic
limit m, „=m~ is an independent verification of the
faithful reproduction of the experimental errors in
the Monte Carlo calculations. We note here that no
sharp departures from smoothness are seen any-
where in the spectrum; more specifically, no ex-
cess of events is seen around m, „=420 MeV/c',
in contrast with some previous observations. " The
experimental resolution in this region is about
+3 MeV/c'.

In order to test the sensitivity of the results to
the directional information, we have systematically
altered the %~0 direction by 1 mrad. In an indepen-
dent test we have increased the error on the up-
stream Xand Y direction cosines of the n and

p, (a„,P„a„,P„)by folding in a +2-mrad random
spread to the measured values. The results are
given in Table VII.

101 I I I

300 400 500 600 700 D. Efficiency of the wire chambers
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FIG. 22. Reconstructed Ez mass spectrum.

certainty in the K~ direction due to scattering in
the Pb filter or the collimators. The good agree-
ment in the falloff region illustrates our under-
standing of the experimental resolution.

A great deal of effort was expended in ensuring
that the chambers were highly efficient over the
entire fiducial area, regardless of the number of
sparks. Rather than discuss some of these tests,
we limit ourselves to illustrating the agreement
of various observed track distributions with the
Monte Carlo predictions. Figure 25 presents the
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FIG. 23. Distribution of P„-P„*for three different bands of P*„. The dashed lines indicate the cuts applied to the data.
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direction cosines in the horizontal (a) and vertical
(P) planes of the pion and the muon, both upstream
and down stream of the magnet. We specifically
call attention to the good agreement of n, in the
rear, which has the largest dynamic range. Soft-
ware inefficiency or an imperfect understanding of
the vertical focusing of the magnet would tend to
cause depletion in the data at large values of z, .

A comparison was made between the data and
Monte Carlo in the two dimensional distributions
which resulted from projecting each charged track
onto the plane of each wire chamber. No signifi-
cant deficiencies were found in any region. Figure
26 presents the Xand Yprojection distributions of
the two charged tracks in the center of the upstream
and downstream chambers. The excess g' for the
front chamber distributions is due entirely to a
deficiency of about 7% at the outer edges which
contain less than 1% of the events. The fact that
this kind of inefficiency could not cause any signif-
icant bias was ascertained by refitting the data with
greatly reduced acceptance as described in sub-
section G of this section.

E. Counter efficiency

Because of the poor duty cycle of SLAC, the
resolving time of the coincidence and latch circuits
used in the experiment had been set to -a4 nsec.
One might therefore expect some counter ineffi-
ciencies due to timing jitter. Clearly, these loss-
es would in no way affect the experiment, pro-
vided that they were the same for all counters.

l05
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w)04 =
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)Oz I

250 300 350 400 450
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FIG. 24. xp effective mass distribution.

500

The timing tests and adjustments were made in
such a manner as to ensure that all the timing cir-
cuits were properly timed to +1 nsec. The effi-
ciency of the A counters could be extracted from
the 2 TRACK data, since only a single A counter
was required in the trigger. That efficiency, of
the order of 9'|%, was found to be constant to +-,'%

over all twelve A counters.
The ultimate test of the satisfactory performance

of all the counters is again the agreement of their
counting rates with the Monte Carlo prediction.
The distributions of the T, A, B, and C counters
are shown in Fig. 2'7. The T counter distribution
has been folded twice through the horizontal and
vertical axes of symmetry; the other three counter
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banks have been folded about the vertical axis. The
major sources of discrepancies-are manufacturing
tolerances in the scintillator widths (+0.32 mm in
15 cm), small gaps between the counters in a
hodoscope bank, timing jitter in the coincidence
and latch timing circuits due to electronic effects
as well as to differences in flight paths, anddead-
time effects due to high instantaneous rates.

To test the sensitivity of our results to counter
inefficiency, we have successively introduced an
inefficiency of 50% in C8, an excess of 50% in C2,
and an inefficiency of 50% in T7. The effect of
these variations is shown in Table VII.

F. Coulomb scattering of muons in the lead filter

It is important that the Coulomb scattering of
the muons be faithfully reproduced in the Monte
Carlo calculations, since it was possible to lose
events through leakage of muons through the sides
of the lead filter, or through a scattering larger
than that allowed by the software. The quality of
agreement of the Coulomb scattering is indicated
by the plots in Fig. 28, which show the difference
in the projected and observed muon X coordinates
at the C counter bank for muon' in three different
momentum ranges. The observed muon position

was taken to be the center of the struck C counter.
The width as a function of momentum is repro-

duced quite well, except for a relatively constant
background, typically of the order 1% of the num-
ber of events in the peak. Possible sources of
this effect are large single scatters, which were
not included in the Monte Carlo calculations, ac-
cidentals, and pion penetration. Note that the
last two effects have been corrected for in the
Dalitz-plot analysis, but no effort was made to
include these corrections in the distributions of
Fig. 28. As a test of the sensitivity of our results
to any anomalous tail, we have eliminated events
with nX& 80 cm/P„(GeV/c), and then subjected
the remaining data to the 2-parameter fit. The
results are shown in Table VII.

Finally, we present in Fig. 29 the Z distribution
of the decay vertices of the accepted events. This
distribution is sensitive to the K~o momentum spec-
trum, as well as to the geometrical acceptance of
the apparatus.

G. Estimate of systematic errors

The data presented in Table VII allow us to esti-
mate the systematic errors due to the possible
biases and uncertainties, as discussed above.
Since the biases could have either sign, we can
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add all the changes in A. , and XQ in quadrature.
Dividing by the enhancement factor of 4 (because
the systematic distortions introduced in Table VG
are about a factor of 4 higher than warranted by
the data), we obtain as the estimate of our sys-
tematic errors

been generated:

(1) The data were divided into three subsets,
depending on the difference between the two kine-
matic solutions. The first subset consisted of
events in which both solutions yielded values of
T, and T„ in the same 5 x 5 MeV bin. The second
subset included only those events in which the a
priori probability of one solution, as obtained from
the TOF information and the P(P», Z) matrix, was
at least 20 times higher than the other. The re-
maining events formed the third subset.

(2) The events were divided according to the
,fitted K~ momentum, the three subsets corre-

6A.',""= 0.0016,

6A.
'"" =0 0022 (34) 10

This procedure probably overestimates the er-
rors, since it is quite likely that some of the ef-
fects illustrated by Figs. 19-29 are correlated.

We also show in Table VII the sensitivity of ( in
twn different bins of t to various systematic
changes in the data. The well-known fact that the
sensitivity of the data to $ is poor at low t is quite
apparent. In general, we also find that the values
of A. + and A. Q obtained from the unparametrized fits
tend to vary considerably more than the values of
these parameters obtained from the 2-parameter
fit.

To search for other possible systematic effects
we have performed several further tests. The
first of these consisted of performing the 2-pa-
rameter fit on several different subsets of data.
In particular, the following different subsets have
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FIG. 29. Z distribution of the decay vertex.
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sponding to Pz & 6.5 GeV/c, 6.5 GeV/c &Pz & 8.5
GeV/c, and PE&8.5 GeV/c.

(3) The inbending (U) and outbending (V) events
were treated separately. The Uevents tend to
give muons in the central C counters, the Vevents
in the outer ones.

(4) Events with muons striking one side of the
C bank (Cc 8) were treated separately from events
striking the other (C&8).

(5) Events with positive and negative muons

were fitted separately.
(6) The two subsets of data were fitted indepen-

dently.

In the interest of computer-time economy, only the
first subset of data was used in generating sub-
sets (1)-(3).

The results of these fits are given in Table VIII.
It can be seen that the values of A, p are quite con-
sistent with what we might expect from statistical
fluctuations alone: g'=8. 1 for 8 degrees of free-
dom. On the other hand, there is a larger spread
of X, values (}t'=32.0 for 8 degrees of freedom)
We should stress, however, that no systematic
effects have been included in Table VGI; any such
systematics would tend to affect these individual
subsets much more strongly than they would the
total data. Hence we do not feel that these fluctua-
tions are evidence of any systematic biases be-

yond those specifically discussed.
As an example, we might point to the subset of

data that consists of events in which both solutions
fall in the same 5 x 5 MeV bin. These events have
a very transverse neutrino and thus a good pos-
sibility of failing to satisfy p„&p„. We would ex-
pect this subset to be quite sensitive to measure-
ment errors. This is indeed the case; the varia-
tion of A. , as a function of measurement errors for
this subset is almost a factor of 4 larger than for
all the data.

The second set of tests consisted of modifying
the selection criteria for the accepted events. We
have made the following changes:

(1) The choice between the two kinematic solu-
tions was made solely on the basis of which solu-
tion gave a TOF that was closer to the measured
TOF.

(2) The choice between the two kinematic solu-
tions was made solely on the basis of the more
likely solution as determined from the P(Pz, Z)
matrix.

(3) The accepted events were required to pass
through the center part of the magnet. Approxi-
mately 30% of the events near theedges were elim-
inated.

(4) The fitting procedure was repeated using the
data grouped in 10x 10 MeV bins.

TABLE VIO. Results of 2-parameter (A+, Ao) fit to different subsets of data. Errors shown
are statistical only.

Subset X2 NDF

Both solutions in
the same bin

Ratio of 2 probs & 20

Remaining events

LOW PE

Medium P&

High P&

V events

U events

C —8

C&8

417 373

266 274

430 398

379 379

406 398

432 392

380 398

429 398

437 398

458 398

379 398

457 398

First subset of data 459 398

398Second subset of data 412

0.0177+ 0.0038 0.0175 + 0.0035

0.0422+ 0.0052 0.0225+ 0.0045

0.0304 + 0.0020 0.0146 + 0.0021

0.0390+ 0.0030 0.0187+ 0.0032

0.0319~0.0026 0.0146*0.0025

0.0233 + 0.0030 0.0178 + 0.0028

0.0271+ 0.0028 0.0182+ 0.0026

0.0315+ 0.0020 0.0180+ 0.0020

0.0305+ 0.0019 0.0170+ 0.0019

0.0306 + 0.0020 0.0177+ 0.0020

0.0305 + 0.0019 0.0180+ 0.0019

0.0305 + 0 ~ 0019 0.0168+ 0.0019

0.0303 + 0.0015 0.0204 + 0.0016

0.0302 + 0.0015 0.0179+0.0016

~ NDF = number of degrees of freedom.
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TABLE IX. Results of 2-parameter (A+, Ao) fit using different selection criteria.

Modification

TOF information used only
Pz, Z information used only
Central part of the magnet used only
10 by 10 Mev bins

-0.0030
0.0004

-0.0001
0.0005

-0.0008
0.0002
0.0000

—0.0018

The results are displayed in Table IX. No signifi-
cant departures from the original values are seen
either in A. , or A,

Finally, we have checked the stability of the re-
sults to cuts on T„, the muon kinetic energy in the
K~ center-of-mass system. The results of the 2-
parameter fits under these conditions are shown
in Table X.

IX. COMPARISON WITH PREVIOUS RESULTS

The results of the present experiment are in

agreement with predictions of SU(2) IS SU(2) and

SU(3) SSU(3) symmetry for the scalar form factor
f„and with the hypothesis that the vector form
factor f, satisfies an unsubtracted dispersion
relation which is saturated by the K*(890) pole.
In this section, we review previous experimental
determinations of these form factors for compari-
son with these ideas and other basic assumptions
of V —A Cabibbo theory. We have not attempted
a global fit to all data with bearing on the t depen-
dence of the form factors, but rather we have
investigated Dalitz-plot density, branching ratio,
and p, polarization measurements separately, in-
cluding the latest results known to us. This is,
therefore, essentially an updating of the compila-
tion of Gaillard and Chounet, '4 in that we have
found world averages for the linearly parametrized
fits of the various experiments; we have not at-
tempted to extract the form factors in an unpara-
metrized way by combining data, of different ex-
periments as in the later review of CGG.4 In
cases where the y' of the fit for N results is great-
er than 1 per degree of freedom, we have multi-
plied the quoted uncertainty by y'/(N 1), in an at--

tempt to include the effects of presumed systematic
errors. In cases where an experimental result
differs by more than two standard deviations from
the world average, we also quote results with that
experiment discarded.

A. E, Dalitz-plot measurements

The K„Dalitz-plot distribution provides infor-
mation on the validity of the assumption of a pure
vector interaction, and allows extraction of the
t dependence of the vector form factor. Under
restrictive assumptions (e.g. , that the induced
scalar term f~ and the tensor term fr are inde-
pendent of t, and that they do not interfere) limits
of ) f~/f, ~&0.13 (90/0 confidence level)" and

~ fr/f, ~

& 0.22 (68Vp confidence level)" have been found.
The present experiment places a very stringent
limit on fr: ~ fr/f, (0))&0.016 at the 95% confidence
level (see Sec. VII). We have compiled 11 K,",
Dalitz-plot experiments and 14 K,', Dalitz-plot
experiments which assume a vector interaction
and extract ~+, either from the two dimensional
distribution or from the pion or electron energy
spectrum alone. These results, together with the
best least-squares fit, are shownin Table XI(Refs.
25, 27-50) and Fig. 30. The K,+~ experiments yielda
good y' and a mean value A., =0.029 +0.005, while
the K,', experiments yield a poor p' and a mean
value ~, =0.032 +0.004. With the Firestone et al."
and Albrow et al."results discarded, the K,,
result is X, =0.030*0.004, with a somewhat im-
proved g' of 18.1 for 10 degrees of freedom. Re-
sults for both K,', and K„are thus seen to be in
excellent agreement with the K* dominance pre-
diction. The agreement between the K,', and K,',

TABLE X. Results of 2-parameter (X+, Q) fit to different areas of the Dalitz plot. Errors
shown are statistical only.

Subset X

T& & 65 Mev

Tp &65 Mev

2 edge bins eliminated
from each q2 bin

126

252

283

153

240

307

0.0236 + 0.0030

0.0333 + 0.0019

0.0340+ 0.0020

0.0219+ 0.0034

0.0188+ 0.0016

0.0141+ 0.0026
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TABLE XI. Determination of A+ from K,'3 and K,3 Dalitz plot, or from pion or lepton energy spectra.

Experiments Ref.

Ke3

Number of
events Experiment

K~30

Ref.
Number of

events

Brown at al. (1962)
Jensen ef al. (1964)
Borreani at al . (1964)
Belloti at al. (1967)
Kalmus at al. (1967)
Imlay at al. (1967)
Botterill at al. (1968)
Eisler at al. (1968)
Botterill at al. (1970)
Steiner at al. (1971)
Chiang at al. (1972)

Average

27 0.036 + 0.045
28 -0.010+ 0.029
29 -0.040 + 0.050
30 0.045"o o&8

31 0.028+ 0.014
32 0.016+ 0.016
33 0.080 ~ 0.040
34 -0 020-o~ou8oo

35 0.045 ~ 0.015
36 0.027 + 0.010
25 0.029+ 0.011

0.029+ 0.005

= 8.2 for 10 degrees of freedom

175
407
230
854
515

1393
17 000

90
1458
2707
4017

Luers et al. (1964)
Fischer at al. (1965)
Firestone at al. (1967)
Kadyk at al. (1967)
Lowys ef al (1967)
Kulyukina at al . (1967)
Aronson at al. (1968)
Basile at al. (1968)
Bisi at al. (1971)
Dally d al. (1972)
Neuhofer at al. (1972)
Albrow et al. (1972)
Buchanan et al . (1972)
Brandenburg at al . (1973)

Average

37
38
39
40
41
42
43
44
45
46
47
48
49
50

0.07 + 0.06
0.15 6 0.08

-0.01 + 0.02
0.01 + 0.015

0.03-o.o4o

0.020 + 0.013
0.023 6 0.012
0.023 ~ 0.005
0.05 + 0.01
0.022 + 0.014
0.055 + 0.010
0.044 + 0.006
0.019+0.013

0.032 + 0.004

153
577
764
531
240
394

824-1020
4800

42 000
10 000
1910
6668

26 000
1871

=28.1 for 13 degrees of freedom

0.029+ 0.005
X2 = 8.2/10
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values for X, is also experimental confirmation
of the IVIII=-,

' rule .It should be noted, however,
that radiative corrections have been applied. to
very few of these experiments, and in those cases
where they have, the effect of apparatus efficiency
has not been correctly incorporated. The limited
statistics of even the best of these experiments,
however, makes it unlikely that inclusion of the
radiative corrections would significantly alter the
results.

B. E» Dalitz-plot measurements
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The K» Dalitz-plot distribution, as we have
seen, provides information on the two form factors
of the matrix element. Until recently, most ex-
periments have been analyzed in terms of f, and
E. In comparing the various experiments, we have
fo1.lowed this convention. Many experiments have
presented their results in several forms, with
varying assumptions or constraints. To facilitate
the comparison of results, we have, wherever
possible, chosen to compare analyses in terms of
A., and $(0), with A. =—0. To the level of precision
of the experiments treated here, the results are
quite insensitive to the value of ~, and further,

=0 corresponds to the assumption of linear t
dependence of f,. In a few instances, it has been
necessary to employ the correlation functions
presented by the authors in order to calculate a
result for ~ =0. Chiang et al."present no such
correlation, so their result has been included in
the form $ (0), X, —= X . In Fig. 31 and Table XII
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(Refs. 2 5-28, 34, 46, 51-58)we present these re-
sults for K& and K'„,. We have plotted only results of
true 2-parameter fits. It is clear that the results are
so inconsistent as to render any world average
meaningless. In any case, such a world average
would be totally dominated by the present experi-
ment, which has more than 60 times the statistics
of any previous K» Dalitz-plot analysis. Also,
to our knowledge, none of the previous analyses
has included radiative corrections, although again

it is unlikely that this has had any significant
effect on the results.

C. Branching-ratio measurements

The ratio of the rates I'(K- vpv)/I'(K- wev)

determines a relation between the two form fac-
tors T. hus, if f, and f, are assumed to have
linear t dependence, I'„,/I;, determines a point
in the (A.„X,) plane. For completeness, we dis-
play below this relation for K' and K~ decays:

r„', 0.646+ 2.228~, +4.321~,a+1.573~.+ 3.405~.2 - 0.914~,~.
r,', =

1+3.700~, + 5.478~, '

0.645 + 2.081'.,+ 3.885k,,2+1.465k., + 3.074k, 2 —1.027K, A.

ro, 1 + 3.457~, +4.779'.,2

(35)

In finding a world average for I' t, /I",„we have
followed the procedure of Gaillard and Chounet
(GC) in adjusting published values of I'~, /I", , for
the effect of cuts necessary to exclude background.
We have therefore corrected I „', and I",, rates
independently, and then used average values of
these separate rates to determine I''„,/I", ,. GC
found the fraction of the K„', Dalitz plot observed
in the experiments using the values ~, =0.03 and
$(0) = -1. In the light of our experimental findings,
we have recalculated this correction factor using
A., =0.03 and $(0) =0.0. Our correction factors are

compared with the GC factors for I „', in Table
XIII."""' " No significant changes were intro-
duced by this procedure. We find I'„', = (3.08 + 0.08)%
with a poor g' of 20.6 for 12 degrees of freedom
(see Fig. 32). Exclusion of the Cutts et al ."and
X2" experiments changes this result to I"„',
= (3.18 +0.07)% with a greatly improved y' of 7.9
for 10 degrees of freedom.

The GC analysis used a value of A., =0.03 to ex-
trapolate the measured I",, partial rates to total
rates. We concur in this choice, and therefore
our compilation differs from theirs only in the

TABLE XIII. Determination of K&3 branching ratio (I'&3). Corrections to be made for cuts
necessary to exclude background are compared for A+ =0.03, (=-1 (GC values) and for A+

=0.03, $ =0.

Partial rate correction

Experiment Ref.
Number of

events GC(k =-1) I + (%)

Birge d al. (1956)
Alexander et al. (1957)
ggild et al. (1961)
Taylor et al. (1959)
Giacomelli et al . (1964)
Shaklee et al . (1964)
Bisi C al . (1965)

Cutts 4 al . (1965)
Callahan 6 al. (1966)
Auerbaeh et al . (1967)
Botterill A al. (1968)
Garland et al. (1968)
Zeller 4 al. (1969)
X2 collaboration (1971)
Chiang et al. (1972)

59
60
61
62
63
64
65

66
51
67
68
69
70
26
25

37
87
120

2100 + 745

489
636
310

5600
350
30

1505
3900

0.708 0.711

0.280 0.287
0.154 0.159
Not corrected

Error increased to
account for background

0.064 0.064
Not corrected

0.454 0.448
Not corrected

0.757 0.750
Not corrected

0.292 0.290
Not corrected

Average

=20.6 for 12 degrees

3.7 +0.9

2.8 + 0.5
3.6 + 0.5
3.0 ~0.5

3.52 ~ 0.40
4.12 + 0.6 '

2.83 + 0.19
3.10+ 0.28
3.23 + 0.10
3.02 + 0.24
3.44 + 0.6
2.78 + 0.11
3.33 ~ 0.16

3.08 + 0.08

of freedom
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FIG. 32. Determination of the K &3 branching ratio.

inclusion of the new result of Chiang et al ." The
summary of I",, measurements is shown in Table
XIV (Refs. 25, 26, 29, 30, 51, 59-61, 64, 67-73)
and Fig. 33. We find I';, = (4.80+0.07%, with a
poor y' of 25.9 for 15 degrees of freedom. If we
exclude the experiment of Callahan et al. ,

"which
differs from the mean by four standard deviations,
we find I"+, = (4.85+ 0.06)%%ug, with a good y' of 11.2
for 14 degrees of freedom.

For all experiments, therefore, we find I''„,/I", ,
=0.642 +0.015. If we fix X, =0.03, as indicated
by K„Dalitz-plot analyses, this result implies
A.,=0.000 +0.011, or $(0) =-0.37 +0.13. Retaining
only those experiments within 20 of the world
averages, we find I"„,/I",, =0.656 +0.014, which
with X, —= 0.03 yields X, =0.011 +0.010 or ((0)
= -0.25 +0.12.

For the Ki branching ratios, which do not suffer
from the same background problems as the K'
decays, we have calculated I'~»/103 directly from
the published ratios. These results are summa-
rized in Table XV (Refs. 37, 50, 55, 74-82) and

Fig. 34. Our result differs from GC only in that it
includes the latest results of Evans e.t al. "and
the new measurement of Brandenburg et al." The
world average is I'„,/I", , =0.695+ 0.017 with a y'
of 9.3 for 11 degrees of freedom. With A+ —= 0.03,
this gives %0 =0.035+0.010 or $(0) =+0.09+0.13.

These world averages do not support the AI =-,'

rule prediction I'„',/I',+, = I 0,/I'O„but in view of
the poor agreement of several of the experiments

TABLE XIV. Determination of E,+3 branching ratio
(I' 3).

Experiment Ref.

Birge et al. (1956)
Alexander et al . (1957)
Bqfggild et al . (1961)
Roe et al. (1961)
Shaklee et al. (1964)
Borreani et al. (1964)
Callahan 4 al. (1966)
Young et al. (1967)
Belloti et al. (1967)
Auerbach et al . (1967)
Eschstruth et al. (1968)
Garland et al. (1968)
Botterill et al . (1968)
Zeller et al. (1969)
X2 collaboration (1971)
Chiang et al. (1972)

59
60
61
71
64
29
51
72
30
67
73
69
68
70
26
25

3.2 + 1.3
5.1 +1.3
3.4 +1.7
5.0 +0.5
4.7 +0.3
5.00+ 0.34
4.02*0.21
5.30+ 0.90
5.24+ 0.50
4.93+ 0.16
5.17~ 0.19
4.35+ 0.40
4.92+ 0.21
4.31+0.40
4.75+ 0.11
4.86+ 0.10

Average

=25.9 for 15 degrees of freedom.

4.80+ 0.07

included in the world average, and the agreement
of X, as derived from K,', and K,', Dalitz-plot analy-
ses, this discrepancy need not be viewed as being
serious. The K' results favor A.,)0, while the

Ki results clearly require A.,oO, in accord with
the soft-pion prediction.
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FIG. 33. Determination of the K~3 branching ratio.

D. E» polarization measurements

The only new muon polarization measurement
since the CGG compilation is the result of Sand-
weiss et al .,"which is $(0) = -0.385 +0.105 —6.0&+,
or $(0) =-0.57+0.11 with A., =0.03. Figure 35 and
Table XVI (Refs. 26, 51, 52, 83-87) present K'
and K~0 muon polarization measurements, ' which
give $(0) =-0.94+0.21 for K+ with a X' of 1.15 for
4 degrees of freedom, and $ (0) = -0.69 + 0.19 for
K~ with a poor X' of 10.6 for 3 degrees of freedom.
These values of $ (0) do not agree with that found

by the branching-ratio method, with the trend of
$ (0) as found in the K& Dalitz-plot analyses (Fig.
31), or with the present experiment. Further, the
polarization results also do not agree very well

-with the various "rigorous" bounds, "especially
those which include the soft-pion result as a con-
straint.

It is interesting to note that a-possible resolution
of the discrepancy between the Dalitz plot and
branching ratio results for $(0) on the one hand,
and the muon polarization measurements on the
other, 1nay lie in the possibility of the existence
of small scalar or tensor amplitudes in the matrix
element. The direction of muon polarization in
certain areas of the Dalitz plot is particularly
sensitive to small admixtures of scalar amplitude, "
which have not been excluded by present K„Dalitz-
plot analyses below a level of about 15% . It ap-
pears that resolution of the situation will have to

await high-statistics K„Dalitz-plot analyses and
future muon-polarization experiments.

X. CONCLUSIONS

TABLE XV. Determination of the ratio of E&3 to E~3
branching ratios (I'p3/+e3).

Experiment Ref. ZO /Zo

Adair et al. (1964)
Luers et al. (1964)
Astbury et al. (1965)
de Bouard et al. (1967)
Hawkins et al. (1967)
Hopkins et al. (1967)
Kulyukina et al. (1968)
Budagov et al. (1968)
Beilliere et al. (1969)
Basile et al. (1970)
Evans et al. (1973)
Brandenburg et al . (1973)

74
37
75
76
77
78
79
80
81
55
82
50

0.81
0.73
0.85
0.82
0.70
0.81
0.63
0.71
0.70
0.62
0.662
0.741

*0.19
+ 0.15
+ 0.25
+ 0.10
+ 0.20
+ 0.08
+ 0.16
+ 0.05
+ 0.04
+ 0.05
+ 0.030
~p p44

Average

=9.3 for 11 degrees of freedom.

0.695+ 0.017

We have presented a detailed discussion of a
high-statistics measurement of the Dalitz plot
in K~0 - mdiv decay. Several parametrizations of
the t dependence of the vector form factor f, and
the scalar form factor f, have been studied. A
thorough examination of possible systematic biases



MEASUREMENT OF THE FORM FACTQRS IN THE DECAY KI, g p v. 2995

I ~/I'e~ from KL DECAY

0.695 + 0.0 17

X =93/ii

Brandenburg 73
Evans 73
Basile 70
Beilliere 69
Budagov 68
Kulyukina 68
Hopkins 67
Hawkins 67
De Bouard 67
Astbur y 65
Luers 64
Adair 64

I

0.4
I

0.5 0.6 0.7 0.8 0.9 1.0 1.2 1.3 1.4

FIG. 34. Determination of I'&3/I, s.

has been made, allowing an estimate of their
contribution to the uncertainties in the slopes of
the form factors. Our analysis shows that both
the vector and scalar form factors are well de-
scribed by a linear t dependence in the physical
region, with slopes

A., =0.030 +0.003,

A.o
= 0.019 +0.004,

(36}

where the uncertainties quoted are the sum of
statistical and systematic errors. This value
of &, is consistent with K~(890) dominance of the
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TABLE XVI. Determination of /{0) in K&& and X&0& muon polarization analyses.

Experiment Ref. h {0)
Number

of events Experiment Ref. h(0)
Number

of events

Borreani et al. (1965)
Callahan et al. (1966)
Cutts ef al. (1968)
X2 collaboration (1971)

84
51
52
26

1 2'-i:s
-0.7 + 0.9
-0.95*0.30
—1.00+ 0.30

2100
3347
3133
6000

Auerbach et al . (1966) 85
Abrams et al. {1968) 86
Longo d al. (1969) 87
Sandweiss ef al. (1973) 83

-1.2 + 0.5
-1.6 *0.5
-1.81*0.50
-0.57 + 0.11

2600
665

2.2x 106

Average

=1.2 for 3 degrees of freedom.

-0.94+ 0.21 Average

=10.6 for 3 degrees of freedom.

-0.69 + 0.19

A,+ =0.03.

vector form factor, and with current world aver-
ages for ~, as determined in studies of the K„
Dalitz plot, in accord with p. -e universality. An
extrapolation of f, using A., =0.019 yields a value
of 1.22 +0.04 at t =m~' —m„', in excellent agree-
ment with the Callan- Treiman-Mathur-Okubo-
Pandit current algebra prediction (presented in
its original derivation at t =mr ). The extrapolated
slope of f, also confirms the prediction of Dashen
and Weinstein. Our experimental results thus
support the hypothesis that chiral SU(3) 8 SU(3)
and SU(2)ceSU(2) are good symmetries of the
strong interactions, and that symmetry-breaking
effects are small.
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We have carried out a study of the decay distributions of q'(958) mesons produced in the reaction

K p Aq' at 1.75 GeV/c, utilizing both the gm+m and w+m y decay modes of the g'. A
Dalitz-plot analysis of the gm+m decay channel rules out all spin-parity assignments except 0 and

2, but is unable to distinguish between them. We find no evidence for the existence of anisotropies in

the g' decay angular distributions, and thus our data do not support the recent conjecture, based on

the observation of such anisotropies, that the g' has spin 2.

I. INTRODUCTION

The q'(958) meson was discovered about 10 years
ago, ' and many subsequent investigations have
sought to determine its spin-parity assignment. '
Dalitz-plot analyses of the g' decays have ruled
out all assignments except J =0 ' and 2 +, with
the 0 ' assignment being favored. Since a spin-
zero particle must decay isotropically in its cen-
ter of mass, various attempts have been made to
find evidence for a spin different from zero by
searching for anisotropies in the g' decay dis-
tributions. Until recently, all such attempts
proved fruitless, thus lending strong Support to
the 0 spin-parity assignment of the g'. A Brook-
haven-Michigan collaboration, ' however, has re-
cently studied the decay angular distributions of
g& mesons produced in the extreme forward direc-
tion in the reaction K p-Aq' at 2.18 GeV/c. They
have found evidence that these forward-produced
g' mesons have anisotropic decay distributions
with respect to the incident beam, suggesting the
possibility that the g' has J~ = 2 . The confirma-
tion of this spin-parity assignment would, of
course, force us to revise the current SU(3) par-
ticle-classification scheme, which has the g' be-
longing to the pseudoscalar-meson nonet along
with the m, K, and g mesons.

We have carried out a study of the decay dis-
tributions of the g' meson utilizing the reaction
K p-Ag' at an incident K momentum of 1.75
GeV/c. We have performed an analysis of the g'
Dalitz plot and find the distribution of events to be

consistent with only the 0 + and 2 ' J assign-
ments for the q'. We have also searched for aniso-
tropies in the decay angular distributions of for-
ward-produced g' mesons. Unlike the Brookhaven-
Michigan analysis, we do not find any evidence
for the existence of such anisotropies, and thus
our data do not lend additional support to the hy-
pothesis of a spin-2 g' suggested by their analysis.

II. EXPERIMENTAL PROCEDURE

The data used in the present analysis are derived
from an exposure of the Brookhaven National
Laboratory 31-in. hydrogen bubble chamber to a
beam of 1.75-GeV/c K mesons. The particular
sample discussed here represents approximately
60% of the total exposure of 860 000 pictures and

corresponds to -23 events/pb. All two-pronged
events with an associated neutral decay were mea-
sured on the Columbia HPD (Hough-Powell de-
vice), ' and subsequently passed through the recon-
struction and kinematic fitting programs. It is
from these events that we have obtained our data
sample corresponding to the reaction

K p-Ag' .
Since only two-pronged events with associated
neutral decays have been analyzed, we will be dis-
cussing only the following two subsets of reaction
(1):

K-P -Aq',

W 7T
(2)

g~ - neutrals


