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An optical-model analysis of two important experiments measuring p photoproduction on
complex nuclei is presented. In an effort to determine o&, the p -nucleon total cross section,
and D

p
the ratio of the real to the imaginary part of the p -nucleon forward elastic scattering

amplitude, the best normalization of the theory to the experimental data is deter~ed for
~~~y pairs of values of these parameters. It is concluded that uncertainties in the theory
make it impossible to determine o& and u& uniquely, but that if one is taken as known, the
other can be determined well; and the two experiments give approximately the same rela-
tionship between o'p and Q po If Gp is taken to be = -0.2, o& = 27 mb is obtained, consistent
with older analyses. Some attention is also focused on ) f0P, the forward differential cross
section for p photoproduction on one nucleon, and the closely related parameter pp /4''.
These quantities are somewhat uncertain, however, because of theoretical ~~biguities
in determining the normalization of the experimental cross sections. Various uncertainties
in the optical model are discussed, and it is concluded that they may make small numerical
changes in the results but do not affect the qualitative picture.

I. INTRODUCTION

It is well known that vector mesons play an im-
portant part in mediating the hadronic interactions
of the photon. ' Of particular importance are the
values of the photon-vector-meson coupling,
e/f „(=-e/2 y«), and the vector-meson-nucleon
scattering amplitude, f«(e). The first gives the
amplitude for a real photon to contain a given vec-
tor-meson component, and the second is an im-
portant ingredient in the theory of the total photon
cross section, Compton scattering, and diffractive
photoproduction of the vector meson. It is in these
diffractive processes that vector-meson dominance
(VMD) has been most successful.

Two groups at DESY' and Cornell' have mea-
sured these quantities for the p' by photoproducing
p"s on complex nuclei. ' The great advantage of
this method, as first noted by Drell and Trefil'
and Ross and Stodolsky, ' is that f„„(0)can be de-
termined from the dependence of the photoproduc-
tion cross section on A. , the number of nucleons
in the nucleus, without making use of a particular
model, e.g. , VMD, to relate f«(0) to f„„(0)(the
photoproduction forward amplitude on one nucleon).
As we shall see later, f„«(0) (=f,) enters only t-he

over-all normalization and does not affect the A
dependence.

Those readers familiar with the history of these
experiments may recall that several years ago the
experimental results from the two groups appeared
to be in sharp disagreement. Since that time a
more comprehensive DESY-MIT experiment has
been carried out and both experiments have been
reanalyzed with more realistic models. As shown

in Gottfried's review article, ' the results of these
analyses are now not in disagreement with each
other or with other determinations of these param-
eters. However, the theoretical models em-
ployed were not precisely the same. The major
purpose of the present work is to treat both sets
of data in the same manner, insofar as it is pos-
sible to do so. We do not believe that the model
used here is necessarily better than the models
used by the two experimental groups. However,
a secondary purpose of the present work was to
gain some knowledge of the sensitivity of the re-
sults to various features of the model. This was
done in a somewhat cursory fashion, in contrast
to the much more thorough work of the DESY group
for certain features, such as the nuclear radius.
However, the result is that certain combinations
of parameters are determined in a way which is
rather insensitive to details of the model. Since
it is undesirable to compare two experiments only
after a lengthy and somewhat complex analysis,
we have tried also to compare the data at as primi-
tive a level as possible (it is not possible to com-
pare results at the raw-data level). When this is
done, we shall see that these two major experi-
ments appear to agree in the 8=0 region. How-
ever, since there are no Cornell data for finite
t, the final values of the parameters are a bit
different.

The paper is organized as follows: Section II
contains a concise description of the theoretical
model. In Sec. III we present the p'-photoproduc-
tion cross sections (dg/df) which have been ex-
tracted from the measured mw mass spectra and
describe briefly some of the theoretical and prac-
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tical uncertainties involved in this step. These un-
certainties are discussed in more detail in an ac-
companying paper. ' Section IV contains the de-
tailed comparison of theory and experiment, while
Sec. V discusses the sensitivity of the results to
the theoretical model. In Sec. VI we summarize
our conclusions.

II. THE THEORETICAL MODEL

The theoretical model used is Glauber's' optical
model of high-energy collisions, suitably general-
ized to the case of particle production. ""0 In
this model, the nucleus is pictured as a eolleetion
of physical nucleons which are treated as frozen
in position during the collision. Nucleons are as-
sumed not to overlap in space, and the incident
particle interacts with each nucleon in turn as it
passes through the nucleus. These tmo-body in-
teractions are described by profile functions,
mhich are related by Fourier transformation to
production or elastic scattering amplitudes. In
the case of photoproduction of the p, some spe-
cial features must be noted. One of these is the
minimum momentum transfer, q~~, which intxo-
duees an additional phase factor that combines
with the phase produced by the refractive part of
f«(i.e., Ref«) to produce a drastic effect on the
ovex -all production amplitude. This effect, which
enhances the sensitivity of the cross section to
Ref«and is extremely important in the energy
range of these experiments (5-10 GeV), was first
pointed out by Swartz and Talman", of the Cornell
group.

Another special feature is the instability of the
po. Since thex e is no reliable way of using an opti-
cal model to predict the mm mass spectrum, we
attempted to extract from the data the cross sec-
tion for photoproduction of po, as if the pc were
stable. (See Sec. 111 and Ref. 7 for further dis-
cussion of this point. ) The optical model was then
used to calculate the cross section for stable
po's. Throughout our calculations, the value m
= VVO MeV mas adopted as the standard value until
a better value ean be obtained from experiment.
(Reasons for this choice are discussed in Ref. 7
and briefly in Sec. III.)

The distribution of nuclear matter is txeated in
the independent-particle approximation corrected
for two-body correlations. We took as our input
the nuclear-charge distributions. (In principle
these are determined by electron scattering. How-
ever, we did not make use of the detailed results
of electron scattering on each individual nucleus.
See Sec. IIC below. ) From there, two steps are
necessary to determine the "optical" density. One
is to unfold the charge density of the protons so as

A. Coherent photoproduction

The well-known optical-model expression is"
4x coherent

( ~ c~) [~ (t) [R(f (I
t

where

(2.1)

iq„, (t)= d'h ds exp(ifi~ b+iq~ ~)n(b, &)

f oo

xexp-2O 1 i(x I 8 b s'd&' ~

The physical interpretation of N,„is easily read
off from this expression. A photon converts to a
p meson at (b, s) where b is the impact parameter
and s is the distance along the incident photon di-
rection. The conversion amplitude per nucleon is
f, (averaged over neutrons and protons), "so that

—„,(yN- p'N)
8=0

(2.2)

g is the optical density, assumed to be the same
for production and subsequent propagation of the
p through the nucleus. The transverse momentum
transfer is f1~ and the longitudinal is

qc= h-(h'-m ')'t'=m '/2h
p p

(2.3)

where h is the photon energy (however, h is not
high enough in these experiments to justify this
last approximation; use of the approximation can
cause errors in heavy nuclei of several percent).
In terms of these, t=-((I~' q„'+). The forward p

to obtain the nucleon-number density, under the
assumption that neutrons and protons have the
same distribution. The second step is to take into
account the finite range of the projectile-nucleon
interaction by folding it into the nucleon-number
density. In contrast, the two experimental groups
assumed an optical density directly. The DESY-
MIT group adjusted the radius to fit their t depen-
dence, "and the Cornell group made tmo choices
of radius based on other experiments. In retro-
spect, we do not believe our procedure is signifi-
cantly moxe realistic. However, it does show that
nuclear radii as determined by electron scattering
and by strong interactions are not in disagreement.

The derivation of the optical-model appx oxima-
tion from the multiple-scattering formalism has
been presented in several places. " Among other
things, it involves neglecting terms which appear
to be of relative order A. '. We shall argue in
Sec. V that this errox" is not as important as it
might seem in light nuclei, and is in any case in-
timately tied up with the treatment of correlations.
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scattering amplitude is

ikf =—o (1 i-a )pp 4g p p
(2.4)

(the important parameter n, is the ratio of the
real to the imaginary part of the amplitude). The
last exponential corresponds to the absorption and
refraction of the p wave after production.

It is assumed that n is known for various nuclei,
and that

~
fo~', o, and o. are the experimental

parameters to be determined by studying the A. de-
pendence and normalization. with

(yA- p'A)=N, ff i (pN p N),

(2.5)

B. Incoherent p photoproduction

Equation (2.1) is for coherent p' photoproduction
which naturally dominates at the small t values of
the experimental points [-tc 0.009 (GeV/c)'j.
There is always, however, contamination from in-
coherent production. The optical-model result for
incoherent p photoproduction is'

Nff = d bdzn™ b z exp -o n b z' dz'

g 2
x 1- dz" n(b, z") ,'o,(1—in)-e"~~' exp ,'o~—(1—ia-) n(b, z"'}dz"'

gl I

where in obtaining (2.5) VMD was used to write
f„=(e/f )f,. Formula (2.5) was used in a very
crude way to estimate the effect of incoherent con-
tamination on our analysis —see Sec. IV. It is
clearly incorrect at small t since it fails to take
into account the Pauli principle, which suppresses
the cross section somewhat in that region.

corresponding to a slope parameter b (in do/di
~ e") of 8 GeV ' in the two-body scattering. This
is a'reasonable number for the type of reactions
we are considering here. It might appear that the
two smearings would exactly compensate. How-
ever, this is not the case since the charge folding
is three-dimensional and the strong folding is two-

n,.„=no(1+e ' 'i 'r) ' (2.6}

C. Specification of the optical density

As mentioned before, the charge density n,„ is
used as an input. However, we did not make a
strenuous effort to use realistic charge densities
as determined by electron scattering. Instead,
for heavy nuclei (A& 16), we used a Fermi shape

TABLE I. Values of rp= c/A for our model and
from electron scattering. We selected ro(Pb) =1.12 by
matching a Fermi density to the skin region of the very
accurate charge-density determination of J. Heisenberg
et al ., '4 which includes both electron and muon scatter-
ing data. Incidentally, the corresponding root-mean-
square radius, 5.49 F, agrees excellently with the mea-
sured root-mean-square radius of Heisenberg et al .

z~ was kept fixed at 0.545 F for all nuclei and c
was chosen to be 6.62V5 F for Pb (=1.12A~'~'}.
For all other nuclei, c was adjusted to give the
same central density, as suggested by electron-
scattering experiments. Thus r, =—c/A'~' varies
somewhat with A, as shown in Table 1 (see Ref.
14) and in reasonable agreement with electron-
scattering determinations as seen there.

The proton charge size was then allowed for
(approximately) to obtain a nucleon-number den-
sity. This is referred to as unfolding the electro-
magnetic smearing; the smearing parameter

Element

U
Pb
Au
W
Ta
In
Cd
Ag
Cu
Ti
Al

A

238.1
207.2
.197.0
183.9
181.0
114.7
112.4
107.9
63.5
47.9
27.0

Our ro

1.122
1.12
1.119
1.118
1.118
1.108
1.108
1.107
1.091
1.080
1.048

Electron
scattering ro ~

1.09
1,10

1.13
1.08

0 ~ ~

1.03 ~

1.02

~)&~&= 0.8 F

is the approximate value from e-P elastic scat-
tering experiments. Next the strong interaction
size was folded in to give an optical density. Here
we used an interaction radius of

(r *)~~z=0.8 F,

' These values of A were taken from Ref. 2 in order
to help minimize the difference between our model and
that of DESY-MIT.

The quantity given is c/A
Taken from R. Hofstadter and H. R. Collard, in

Landolt-Bernstein (Springer, Berlin, 1967), Group 1,
Vol. 2.

Interpolated between Ti and Ti in the reference
of note c.
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dimensional (transverse to the incident momen-

tum). The resulting density is called n(b, z), nor-
malized so that fn(b, z)d'b dz=A.

The correlations between nucleons have been in-
cluded by introducing an effective correlation
length of 0.3 7 (Ref. 15) at the center of the nu-
cleus. This agrees with Moniz and Nixon, "but is
a factor of 2 smaller than the value suggested by
von Bochmann, Margolis, and Tang (BMT}"and

used in the DESY-NIT analysis. We cannot account
fox this difference since BNT do not give the corre-
lation function from which their value was derived.
For want of a better theory, this correlation
length is allowed to vary like n '~' throughout the
nucleus; this is the variation which would come
from the exclusion principle alone. Thus n was
everywhere replaced by

n (r= 0)-"'
n 1+~l,o u

It seems to us that the treatment of correlations
is one of the most deficient aspects of the model.
However, the effect of correlations is small; so
even an error comparable to the effect is not too
serious. This is one of the intangible sources of
theoretical error in the model.

For 3 & 16, we used a shell-model charge density
oi the form

P=P0 I+& 2
0

where 5 was not restricted to the shell-model
value [&(A-4)] but was taken from electron scat-
tering. The values of the parameters actually
used are given in Table II. The smeaxing and cor-
relations were treated as with the heavy nuclei,
with E, normalized to 0.3 F at the central density
of the heavy nuclei. We mill return to discuss the
effect of small changes in these assumptions in
Sec. V.

III. PRELIMINARY ANALYSIS OF THE DATA

TO DETERMINE do/dt

The experimental data consist of values of
dg/dt dm, „averaged over some experimental
aperture. There exists no good theory for this
double differential cross section although there is
a good qualitative understanding of the main fea-
tures of the m„dependence. The optical model
of Sec. II treats the p as stable, so we have the
choice of either adapting the data to that model or
generalizing the model to the production of a mass
spectrum. Some of the difficulties of the latter ap-
proach are discussed in the accompanying paper. '
The main complication is the nonresonant pion-
pair (Drell) amplitude, which interferes with the

TABLE II. Light-element nuclear parameters taken
from electron scattering.

Element

C 8

Beb
12

9
1.649
1.71

1.25
0.833

~ Taken from I. Sick and J. S. McCarthy, Nucl. Phys.
A150, 631 t1970).

Taken from reference of note c, Table I.

diffractive p amplitude. In addition, there are
specifically nuclear effects, as treated by Gott-
fried and Julius" and Bauer. " It is our opinion
that the theory is too unreliable to attempt a de-
tailed explanation of the mass spectrum.

Instead, we try to find from the experimental
data the cross section a stable p0 would have. By
this we mean the cross section which would re-
sult if the interaction producing the decay were
turned off, but with the p otherwise interacting
strongly. This is necessarily an approximate
concept, but we feel that it is physically the most
reasonable approach. Since the production am-
plitude for the decaying p varies in an unknown

way as a function of the pair mass, we define the
cross section in terms of the production amplitude
at the p mass. There are arguments that the in-
tex fering Drell amplitude is precisely canceled
at the p mass. "'" It is also our opinion that it is
not possible to make a unique background, subtrac-
tion for nonresonant noninterfering pion pairs. In
fitting the mass distributions, we do not find it
necessary to introduce such a background, but
there could certainly be a contamination of this
sort in the data. We choose simply to ignore the
presence of such a background, therefore possibly
overestimating the cross section slightly. With
these assumptions, the differential cross section
is defined by

dg 'FI p
do'

(S.l)
dt 2 dt dm~„

This definition is to be contrasted with the
"area" method in which one integrates de/dt de�„
with respect to m, . The area method suffers
from the defect that it is difficult (i.e., impossible}
to tell how much of the area is to be attributed to
the p meson. That is, it depends on the unknown
dependence of the production amplitude with mass.

Unfortunately, even if (3.1) is accepted as a
good definition, there remain some practical dif-
ficulties. The parameters I' and m& are not pre-
cisely known; in fact, F is quite poorly known.
The difficulty in detexmining the parameters from
photoproduction experiments is discussed in the
accompanying paper', it is of course related to the
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inadequate theory of the mass distribution. There-
fore we have arbitrarily chosen standard values
of these parameters, pending a better determina-
tion from some other type of experiment. The
standard values used in the data analysis are

m, &= 770 MeV, I', "=127 MeV. (3.2)

This choice has no particular significance; it just
represents some of our former prejudices. This
standard definition has two advantages:

(1) It makes comparison easy between almost
all types of experiments and, more importantly,

(2) the cross sections so obtained are nearly
exactly proportional to the assumed value of I, .

Because of (2) above, o, and o., can be deduced
from the 4 dependence of the cross sections in-
dependently of the assumed value of I', . In addi-
tion, the values of y '/4w and

~ f,'~ can be trivially
corrected for different assumed widths. As the
reader wi11 discover in Ref. 7, the values of m

and I' obtained from fitting the high-resolution
p-w interference data of the DESY-MIT group~
depend greatly on the particular mass distribution
being fitted and we can see no way at present of
determining these numbers convincingly.

To apply (3.1) to the data, we now fit a theoreti-
cal curve todo/dt d'm„andread off the value atm .

However, it is immediately clear that there ex-
ists the danger that imposing (3.2) directly could
lead to a serious error. For example, if the ex-
perimental mass determination is systematically
wrong by 1/c, the right-hand side of (3.1) will be
evaluated at the wrong point (777 or 763 MeV) on
a curve falling rapidly with increasing m„„.
Therefore the best value of m, was determined
for each experiment by a fit to the entire data ma-
trix of that experiment. Thus each experiment
was allowed to "choose" its own p' mass. The
mass so chosen was thereafter held fixed in the
fits made to the individual mass spectra.

The Cornell experimental data were already
treated by essentially the method described above,
so our analysis starts with the values of der/dt

provided by them but adjusted in two ways: (i)
Their cross sections were interpolated between
their assumed nuclear radii to the radii used by
us. (Since their data came from a finite aperture,
it was necessary for them to assume a I; depen-
dence in order to determine the 8=0 cross section.
They used an optical model with two different as-
sumptions for the nuclear radius to calculate this
t dependence. ) (ii) Their cross sections were ad-
justed by the factor 127/124 to take into account
the differences in assumed widths. We note that
the best value of m, for their data is 775 MeV. Our
version of their cross sections is given in Table III.

The DESY-MIT group provides complete tables

oI (I/A)do/d& dm„ for 13 values of A, 3 values
of k, 5 values of t, and 18 values of m, „. In ex-
tracting the cross sections given in Table IV, we
used only the nine central data points from each
spectrum (675 to 565 MeV in steps of 30 MeV) to
minimize the effects of the extremes of the mass
spectra where both theory and experiment are
most uncertain. In each individual fit the mass
was kept fixed at 770 MeV, in accordance with an
over-all fit made to the entire data matrix. The
width was fixed at 127 MeV and the cross section
determined by (3.2).

The cross sections given in the tables include
both coherent and incoherent p photoproduction.
The experiments cannot distinguish between these
two processes. The effect of the incoherent pro-
duction will be taken into account, albeit rather
crudely, in Sec. IV.

TABLE III. Our version of the Cornell forward cross
sections (mb/GeV2). The numbers of Ref. 3 have been
raised by a factor PP&, and radius interpolations have
been made. See the text for details.

—(q~- po~~
da
dt '8=0

Element k 6.1 GeV 6.5 GeV 8.8 GeV

D
Be
C

Mg
Cu

Ag
In
Au
Pb

0.413+ 0.017
5.87 + 0.17
9.91+0.28
31.1+0.9
135+4
279+ 9

549+16
584+ 18

0.449 + 0.018

9.00 + 0.28
32.3+ 1.2
125+4
270+ 9

638 + 26

0.371+ 0.011
5.62+ 0.13
9.15 + 0.15
32.6 + 0.8
136+3
303+ 7
348+ 9
707+ 17
789+ 22

IV. COMPARISON OF THEORY
AND EXPERIMENT

We turn now to the comparison of the cross sec-
tions given in Tables III and IV of Sec. III with the
theoretical model of Sec. II. Our main concern is
o and o, As a byproduct of the analysis we also
obtain values of y~'/4s and

~ f, ~', but these are
less significant since they depend on the choice of

F, . When a better theory dispels the mist sur-
rounding I', however, our results can be trivially
adjusted for the correct width as noted in Sec. III.

Figure 1 illustrates our analysis procedure sche-,
matically. We have already described the extraction
of experimental values of do /dt(yA -p A) ln Sec. III
and now proceed to discuss the other steps in detail.

For each experimental measurement of do/
dt (yA -p'A) optical-model calculations were
made for p = 21, 22, . . . , 37 mb and -0. of 0, 0.05,
0.1, . . . , 0.45 (except that for o,„&30 mb, the high-
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TABLE IV. Results of our mass fits to DESY-MIT data of Ref. 2. The prescription of Sec. III is applied to obtain
do/dt (mb/GeV2).

-t k
(GeV ) (GeV)

—(yA ~poA)
do'

dt

6.2 6.6
-t k

(GeV') (GeV)

—(yA poA)
do.

dt

5.8 6.2 6.6

U 38 0.001
0.003
0.005
0.007
0.009

412+ 14.7
184+ 16.4

83.7 + 13.9
50.2 + 12.3
30.0~ 9.6

475 + 13.5
209 + 13.3
91.3+ 11.4
25.1+7.0
9.3+4.5

496+ 13.3
223 + 13.1

78,6 + 10.9
26.0+ 7.4
9.4+ 2.8

Al27 0.001
0.003
0.005
0.007
0.009

30.1+l.g

23.2 + 1.8
25.0 + 2.1
16.4 +2.4
17.5+2.5

31.1 t-0.96
25.3 - 1.3
21.3 ~1.5
19.0 ~1.5
15.3 ~1.5

29.9+ 1.0
22.8 + 1.3
18.3 + 1.6
17.8 ~ 1.7
14.6 a 1.6

pb207

Au"'

Ta'"

0.001
Q.003
0.005
0.007
0.009

0.001
0.003
0.005
0.007
0.009

0.001
0.003
0.005
0.007
0.009

0.001
0.003
0.005
0.007
0.009

388+ 15.3
159+17.6

63.3 + 14.6
40.7 + 14.6
29.5 ~ 12.3

358+ 17.8
164+ 20.1
102+ 19.2

36.6+ 15.8
23.2+ 12.6

337~ 15.9
156+ 18.7

79.8+ 17.5
41.0+ 16.0
29.2 + 12.4

328 + 12.3
171+ 14.1

88.6+ 12.7
41.5+ 12.8
14.1+ 7.1

438 + 13.3
202 + 13.9

72.5 + 12.2
30.8 + 8.6

7.2 + 5.1

412 + 14.6
210+ 16.4

86.5 + 14.3
49.6+ 10.9
11.1+ 6.3

374 ~ 13.2
193+ 15.4

78.3 + 13.4
46.7 + 10.9
10.6+ 7.6

350~11.5
164+ 11.1

92.4 + 10.8
31.4 + 7.3
18.4+ 5.2

438 + 12.7
215+ 13.3

78.9 + 11.2
27.8+ 9.1
12.3 ~ 4.2

416+ 13.8
191+13.9

82.0+ 12.7
37.9+ 11.0
15.2+ 5.6

391+ 13.8
224 + 15.0
114+ 13.9

13.8 + 11.6
22.7~ 6.6

393+ 11.4
201 + 12.0
102 + 10.8

36.1+8.04
13.3 ~ 4.4

0.001
0.003
0.005
0.007
0.009

pe9 0.001
0.003
0.005
0.007
0.009

Ag' 0 001
0.003
0.005
0.007
0.009

Cu64 0.001
0.003
0.005
0.007
0.009

8.54 + 0.33
7.53 ~ 0.51
6.62+ 0.60
5.01 + 0.72
4.84 6 0.71

5.08+ 0.22
4.23 + 0.33
3.18 + 0.36
3.46+ 0.47
3.39+0.52

192 ~ 7.0
110+ 8.6

67.6 + 8.2
34.0 ~ 8.3
17.0+ 6.8

109+ 4.3
65.5 ~ 5.7
61.1 + 6.5
32.7 + 6.5
16.8 + 6.0

8.85 + 0.27
7.80+ 0.38
6.77+ 0.47
5.78 + 0.48
5.68+ 0.45

5.48 + 0.18
5.28 + 0.27
3.97 ~ 0.31
3.96+ 0.34
3.80 ~ 0.33

203+ 6.0
129+6.9

86.5 + 7.1
41.2+ 5.5
32.0+ 4.9

5.48 ~ 0.18
5.28+ 0.27
3.97 ~ 0.31
3.96 + 0.34
3.80+ 0.33

8.28 + 0.28
7.65 + 0.39
6,48 + 0.47
5.78 ~ 0.50
5.34 + 0.48

5.35 + 0.20
4.77 + 0.27
4.47 + 0.33
3.59+ 0.33
3.26+ 0.34

207 + 5.8
137+ 6.8

70.1 + 6.6
46.4 + 5.9
23.5 ~ 4.4

108 ~ 3.5
77.0+4.2
53.8 ~ 4.6
39.5+ 4.5
35.4 ~4.4

In~~~ 0.001
0.003
0.005
0.007
0.009

Q QQ1

0.003
0.005
0.007
0.009

217~ 8.5
121a 10.3

89.8 + 11.Q
37.1 + 9.8
28.4 + 8.9

204 + 9.0
119+ 10.7

72.8 + 11.0
34.5 + 10.3
16.5+ 8.7

234 ~ 7.1
139+ 8.5

83.7 + 8.7
49.9+ 6.9
14.2 ~4.8

227+ 7.4
136+ 8.8

81.0 + 9.1
45.9+ 7.7
26.1 + 6.2

235 + 7.4
157 + 8.4

72.7 + 7.7
39.2 ~ 7.0
28.7+ 5.8

235 ~ 7.3
132 + 8.1

78.9 R 8.5
37.0+ 7.6
32.7 + 6.2

Ti48 0.001
0.003
0.005
0.007
0.009

71.8 + 3.2
50.3 ~ 4.3
43.5+ 4.9
26.1 + 5.2
14.1+4.6

8.85 + 0.27
7.80+ 0.38
6.77 + 0.47
5.78 + 0.48
5.68+ 0.45

75.7 + 2.7

58.3+3.4
39.1+3.7
30.7+ 3.9
22.2 + 3.3

est value of -n, was 0.25 or 0.3). In all these cal-
culations m was kept at 770 MeV, and the nuclear
models were as described in Sec. II. This pro-
duced a large matrix of cross sections dependent
on A, energy, t, Q

p
and N p

For each energy,
g~, and n„ the over-all normalization of the the-
ory (i.e., [f ~') to the experimental data was
varied to minimize X', the data from the two dif-
ferent experiments were treated separately. This
determination then gave a value of g' for each o,
and n, at each energy as well as values of y~'/4v
and

~ f,~'. g' maps from these tables are shown
in Figs. 2 and 3.

All the results have a few outstanding common

features: y' is extremely flat along a "valley" in
these maps, indicating that acceptable fits to the
data can be achieved for any reasonable value of
a by appropriate choice of n . High values of
o (32 to 34 mb) go with o. =0 while small values
of c, (- 22 mb) go with large real parts.

Before going on to specific details, the question
of absolute minima in the X' valleys at once arises.
How should these be interpretedV It is our opin-
ion that the position of these minima cannot be
taken seriously. The precise positions are highly
sensitive to small variations in the A dependence
of the optical model. Such variations can arise
from uncertainties in the theoretical model or in
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FIG. 1. Schematic outline of the analysis procedure.

the mass of the p, as will be discussed in Sec. V.
We also note that in the case of the Cornell'-de-
pendence fits (Table V), taking the minima posi-
tions literally would force one to accept an unrea-
sonably rapid energy variation of op and Qp.

In addition, there is the contribution of incoher-
ent p photoproduction which we have not attempted
to calculate precisely. Although a more sophisti-
cated treatment of that problem has been given by
Trefil, " for our purposes it was deemed suffici-
ent to use our general incoherent-processes pro-
gram to get a rough estimate of the effect. Since
this program ignores the Pauli principle which

suppresses the incoherent cross section at small
t, it gives an overestimate of the correction
needed. (We call the incoherent cross section
thus calculated "full-strength" incoherent. } Fig-
ure 2 shows X' maps for the 6.6-GeV DESY-MIT
data for various "incoherent corrections" to the
experimental data. As can be seen, the position
of the minimum changes with the strength of the
correction and, generally speaking, the valley is
displaced parallel to itself toward lower values of

n~ as the strength is increased. Half-strength
gives a significant lowering of X' indicating the
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FIG. 2. g -contour maps for the DESY-MIT 6.6-GeV

data using various assumptions for incoherent contamina-
tion explained in the text. The number of degrees of
freedom, hereafter denoted by |',gm), is 62.

FIG. 3. r maps for the Cornell 6.6-GeV data with the
deuteron omitted/included. iP = 3 with the deuteron,
2 without.
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presence of some incoherent p. For simplicity,
however, the rest of our discussion will refer to
4-dependence fits made with no "incoherent cor-
rections. " (See Sec. V for further discussion of
this point. )

Taking these model uncertainties into account,
it is best to regard the data as providing a func-
tional relationship between a and o, . We may
then take either of these as the independent vari-
able and use the data to determine the best value
of the other.

Choosing to keep o fixed, we proceed as indi-
cated in the lower part of Fig. 1. The best value
of a for fixed o (at a given energy) was found by
fitting a quadratic function to the 0 column of the
appropriate g' table. Some of the results o. (c„k)
are shown in Figs. 4 and 5 and are given in Tables
V and VI. Those tables also give the X' for the
best fit as well as values of

~ f,~'(a„k) and

(y '/4w)(o„k}, which were determined by inter-
polation. The fitting errors of these latter two
quantities are quite small, and are unimportant
compared to their uncertainty due to 1,. Typical
fitting errors for y '/4w (~f, ~') are 2 to 4$ for
Cornell and 2 to 3% for DESY-MIT.

The DESY-MIT group measured the gm mass
spectrum at 5 different values of -t (0.001, 0.003,
0.005, 0.007, 0.009 GeV') while the Cornell group
measured only forward photoproduction (using an
optical model similar to our own for a final extrap-
olation to 8=0). The DESY-MIT group, therefore,
had much better statistics and if one were to take
the positions of y'-map minima seriously, the
DESY-MIT experiment would give smaller errors.
One might also hope that the unreasonably rapid
energy variation of the Cornell minima (see Table
V) would be removed by more data. Furthermore,
our fits to the Cornell 8.8-GeV data have a rather
large g' (15 for 6 degrees of freedom) and there
is a possibility that more data would improve
some suspicious points that are giving us trouble.
However, there is no reason to suspect this is
other than a bad statistical fluctuation.

Nevertheless, for reasons mentioned above, the
precise positions of X'-map minima must be
largely disregarded. Also, what the Cornell group
lost in statistics, it largely made up through its
measurements on the deuteron —a target not used
by DESY. The cross section for D is given ap-
proximately by do/dt ]~ 0(yD-p D)=4~ fo~ . The
Glauber correction to this process is only about
7% and it is only in the Glauber correction that
(Tp and Q

p
enter. Hence the deuteron is much more

sensitive to the normalization than to 0 and o.
and its presence serves to tie down the normaliza-
tion in the A-dependence fitting. The presence of
the deuteron thus results in a sharpening of the

X'-map valleys as well as a better determination
of

~ f0('. In fact, a glance at the y' maps of Figs.
2 and 3 reveals that the Cornell maps are much
sharper than would be expected from the ratio of
the number of degrees of freedom: DESY-MIT
(6.6}/ Cornell (6.5)=~3. As Fig. 3 (a) shows,
removal of the deuteron enormously broadens
the valley. (Without deuterium the g' map is
essentially flat at y'= 3.5 to 4.5 from 0 „=27 mb
on out, but with deuterium the minimum of the
Cornell data is o, „=31mb+ 3 mb. ) We also note
that with the deuteron the Cornell values of

~ f,~'

vary from 115 to 126 pb/GeV' while without the
deuteron the range is 109 to 126 (here c „goes
from 23 to 33 mb). In the same range of o „the
DESY-MIT data yield

~ f, ~' from 103 to 122 pb/
GeV'. Similar results hold for a comparison of
the two groups at 6.1 and 6.2 GeV as can be seen
from Tables V and VI.

Figure 6 shows the possible effect of a measure-
ment of deuteron p -photoproduction on the DESY-
MIT 6.6-GeV A-dependence fit. For this purpose
hypothetical deuterium data were constructed
using a given fraction of the Cornell value at 6.5
GeV for the normalization and a t dependence
based on deuteron form factors supplied to us by
Schumacher. " Plotted in the figure are the min-
ima positions and error ellipses ()I'~+I contours)
as a function of the normalization assumed. As
can be seen, the size of the error ellipse is con-
siderably reduced when the deuteron is included.
Furthermore, it would appear that Cornell's
6.5-GeV deuteron-photoproduction cross section
is quite consistent with the DESY 6.6-GeV data.

Figure 7 shows the effect of fitting only t
= -0.001 GeV' DESY-MIT data. As can be seen,
the position of the DESY minima is largely unaf-
fected but the g' valley is now enormously broad
and flat as one would expect. In fact the valley
now has the same general character as the Cornell
y
' maps for the no-deuterium case. Note that

even with -', of its data omitted, the DESY-MIT
group still has 10 degrees of freedom compared
to only 3 for Cornell. Yet the Cornell y' map [Fig.
3(b)] is much sharper than the map of Fig. 7. It
is therefore clear that a great deal is gained by
the Cornell group from their deuteron measure-
ments.

The (M
p

vs Op curves shown in Figs. 4 and 5 re-
quire some comment. These are nearly linear
(for fixed k) with slopes of roughly 0.05/mb; the
absolute value of this slope decreases very slowly
as o is increased. The Cornell curves have a
somewhat sharper slope than the DESY-MIT curves
and there is an apparent disagreement at the
smaller values of o . This may seem rather sur-
prising in view of the fact that the comparisons of
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TABLE V. Cornell A-dependence fits at fixed Qp.

Op (mb)

P

X

if i (pb/Gev)
yp /4m

P
X2

I f012 (pb/Gev )
yp2/47(.

P
X2

I fol (pb/Gev')

~,2/4~

op (mb)

23

0.51+ 0.05
4.3
118
0.52

0.57 + 0.08
11.4
115
0.56

0.44+ 0.04
14.7
103
0.57

29

24

0.45+ 0.04
5.5
119
0.54

0.51+0.08
9.6
117
0.58

0.36+ 0.04
15.0
104
0.58

30

25

k =6.1 GeV

0.39+ 0.04
6.8
120
0.56

k =6.5 GeV

0.42 + 0.07
8.6
117
0.59

k =8.8 GeV

0.29+ 0.04
16.0
105
0.60

31

26

0.34+ 0.04
8.1
122
0.58

0.36+ 0.07
7.4
118
0.61

0.21R 0.05
17.2
106
0.62

27

0.29+ 0.04
9.6
123
0.60

0.31~0.07
6.3
119
0.62

0.14+ Q.Q5

18,8
107
0.65

33

28

0.24 + 0.04
11.3
124
0.62

0.25+ Q.Q7

5.4
120
0.65

0.066+ 0.05
20.5
108
0.68

P

X

If01 (pb/Gev )

y 2/4~

0.20+ 0.04
13.2
125
0.65

k =6.1 GeV

p.15+ p.p4 0.11~0.05
15.0 17.3
127 128
0.68 0.71

k =6.5 GeV

0.061 + 0.05
19.4
129
0.74

0.018+ 0.05
21.7
130
0.78

P

X

if i' (pb/GeV')
/4~

P

X

i f i

2 (pb/Gevi)
yp2/4n.

0.20+ 0.07
4.8
121
0.67

-0.003+ 0.05
23.0
110
0.71

0.15~ 0.07
4.2
123
0.70

-0.1+0.05
24.9
112
0.76

0.097+ 0.07
3.8
124
Q.73

k =8.8 GeV

0.043+ 0.08
3.5
125
Q.77

-0.005 + 0.07
3.4
126
0.81

the 8=0 data at Cornell (DESY-MIT) 6.5 (6.6) and

6.1 (6.2) GeV show that except for the case of Al

(DESY-MIT) and Mg (Cornell), there is excellent
agreement between the two experiments (see Fig.
8). It must be borne in mind, however, that the
curves of Figs. 4 and 5 include the DESY-MIT t
dependence and the Cornell deuterium measure-
ments. If one compares DESY-MIT (t = -0.001)-
only curves with Cornell no-deuterium curves, the
agreement between the two groups expected from
the 8=0 data comparison is realized. In any event
this disagreement disappears for era 28 mb. The
values of y '/4v obtained from the fits are in ex-
cellent agreement between the two groups.

Tables V and VI give results for fixed values of
v . Since the analyses of the two groups them-
selves were done with o., fixed, we have also done
an analysis with fixed a, and give some of our re-
sults for this method in Tables VII and VIII. We

agree well with the older analyses.
We summarize our conclusions:
(a) The theory is not sufficiently well under

stood to enable one to extract e and a, from these
experiments. If, however, one takes -n =0.2 as
suggested by Compton scattering" and/or observa-
tions of electron-pair decays of p 's photoproduced
on light nuclei, ~ Tables VII and VIII give 0 = 27.1
+ 0.3 mb, which is consistent with Anderson
et al." Acceptable fits to the data of these ex-
periments can be obtained for any reasonable
choice of op OF 0. by suitable choice of th8 oth8F.

(b) y '/4w is determined well if the pe width and

g are given and DESY-MIT and Cornell agree
here.

(c) The deuteron is important to constrain the
normalization and helps to sharpen up the X' maps.
If one had complete confidence in the theory, a
deuteron measurement combined with the massive
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TABLE VI. Fixed-o& A-dependence fits for DESY-MIT.

p
(mb) 24

k =5.8 GeV

25 26 27 28

X2

If01' yb/«&')
q '/4~

0.36+ 0.04
72.3
105
0.53

0.32 ~ 0.04
71.5
107
0.55

0.28+ 0.04
70.6
109
0.58

0.24 + 0.04
70.2
111
0.60

0.20 + 0.04
69.7
112
0.63

0.17*0.04
69.4
114
0.66

k =6.2 GeV

P

X

[f [ (pb/GeV)
y, '/47r

0.39+ 0.03
62.4
110
0.52

0.35 + 0.03
60.5
112
0.54

0.31+0.03
59.2
114
0.56

0.27+ 0.03
58.2
116
0.58

0.23 + 0.03
57.5
118
0.61

0.19+ 0.03
57.2
119
0.64

k =6.6 GeV

~QI
P

X

(f (' (pb/Ge~')

yp /47r

0& (mb)

0.34 ~ 0.03
60.5
103
0.54

29

0.29 + 0.03
58.7
105
0.56

30

0.25 + 0.03
57.3
107
0.58

31

0.21+0.03
56.3
108
0.61

32

0.17+ 0.03
55.8
110
0.64

33

0.13+0.03
55.5
112
0.66

k =5.8 GeV

P

X

[f (' ~) b/GeV')

yp /47r

0.04+ 0.04
69.3
116
0.69

0.10~ 0.04
69.3
117
0.72

0.072 + 0.04
69.3
119
0.76

0.038 + 0.04
69.4
120
0.79

0.009 ~ 0.04
69.6
123
0.83

k =6.2 GeV

P
X2

(f0 [ tabb/QeV )

yp2/4m

0.16+0.03
57.2
121
0.66

0.12 + 0.03
57.6
123
0.69

0.091+0.03
58.0
125
0.72

0.058+ 0.03
58.9
127
0.75

0.026 + 0.03
60.0
129
0.79

k =6.6 GeV

P

X

If01' (ub«e~')
yp2/47r

0.10+ 0.03
55.6
114
0.70

0.06+ 0.03
56.1
116
0.73

0.025 + 0.03
57.0
118
0.76

-0.006 + 0.03
58.4
120
0.80

-0.03 ~ 0.03
60.5
122
0.83

DESY-NIT data matrix would yield very-well-de-
termined values of o, and e, as illustrated in Fig.
6.

V. MODEL DEPENDENCE OF THE RESULTS

In order to visualize the effect of small changes
in the model, and also to compare results of dif-
ferent experiments, we have adopted the idea of
normalizing to a standard reference cross sec-
tion. That is, we divide the experimental or the-
oretical cross section by the reference cross sec-
tion and plot the result vs A. This takes out the
gross dependence on A and permits us to see sys-
tematic trends in the data. Experimentalists have
used a similar procedure in presenting their data
when they divide their cross sections by A' '. The
factor A' ' has no theoretical significance; it was

simply found to give roughly the over-ali hange
in magnitude in the cross section between small
and large A. We want, of course, to use a refer-
ence cross section which is reasonably close to the
actual data. We will concentrate for the present
on the Cornell data at 6.5 GeV and the DESY-MIT
data at 6.6 GeV. The parameters for the refer-
ence cross section, which were selected before
the data analysis was actually complete, are

g =27.5 mb,

e =-0.2,

~ f,~'= 117 pb/GeV' or y, '/4m= 0.63.

These do give forward cross sections reasonably
close to the data, as can be seen from Fig. 8.
This figure also shows that the two sets of experi-
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mental data are in reasonable agreement with

each other. Incidentally, the use of a reference
cross section permits us to make a fairer com-
parison of the data since it "takes out" a variation
of order (0.5-1.7)% (from small A to large A) as-
sociated with the slightly different energies of the
experiments. We see that the two sets of data
differ more in normalization than in A dependence.

As described in Sec. IV, we were most inter-
ested in analyzing the data to obtain the values of
o~, n~, and

~ fe)', rather than the nuclear param-
eters. We also studied (not very exhaustively)
the claims of the DESY-MIT group that the t de-
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pendence of their data could be used to determine
an accurate value of the nuclear radius. The pres-
ent section will be concerned mainly with the ef-
fects of varying the different parameters by small
amounts.
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TABLE VIII. Fixed-np A-dependence fits for DESY-
MIT. The same comment applies as in Table VII.

I

(dcr/dt) th

l lp th (dcr/dt)sfd

I

~ =25m;a ~(-0.2)

np =0

k =5.8 GeV

np =-0,2 np =—0.3
l.05-

27.5 mb;a =(-P.l)

ap (mb)

X

~f, (' Qb«eV')
~ 2/4~

o.
p

|'mb)

X2

If I' Ob«ev')
yp2/4n

33.0 + 1.2
69.7

122 + 4%
0.83 ~ 4%

A =6.2 GeV

33.3 + 0.9
60.7

128+ 3%
0.80 + 3%

0 =6.6 GeV

27.3 + 1
69.6

113+3%
0.64+ 4%

27.9+ 0.7
57.3

119~2%
0.63 ~ 3%

24.8 + 0.9
70.9

109+ 3%
0.57+4%

25.4 + 0.6
58.8

115~ 2%
0.57 ~ 3%

l.po

.95-

.90

I.IO—

I.05—

I.oo

I

(der/4 t)
fh

(dcr/d t )sf 4
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op. Figure 9 shows the effect of changing o

while holding all the other parameters fixed.
Since o yields the absorption of the p meson on

P
the way out of the nucleus, it is not surprising
that increasing o decreases the cross section by
an amount which is relatively more important for
heavy nuclei. Since the gross normalization effect
due to increasing o, could be compensated by a
change in

~
fo~', it is important to look primarily

at the systematic A dependence in studying these
curves, (Note: If we were holding y, '/4v fixed,

~ f, ~' would increase with vz in such a way that

y '/4v would have to be increased to restore over-
p

all normalization. )
Q

p
As first pointed out by Swart z and Tal man, "

changes in o can be compensated for (aside from
over-all normalization) by appropriate changes in

n, . This can be understood from a study of Fig. 9.
To the extent that changes in the cross section
are roughly linear in An and Ao, we w'ould ex-
pect that an increase in o

p
of about 2 mb would be

compensated for by an increase in n of about 0.1,
if at the same time

~j,~' were increased by about

3% (this corresponds to increasing y '/4v if VMD
is assumed). It is now clear that by taking an ap-
propriate combination of changes in op and np
one can obtain an A dependence which is nearly
the same as that of the reference cross section.
It is for this reason that the X' map tends to have
long valleys in which X' changes only slowly along
the valley. It should be emphasized that the pre-
vious discussion applies to nuclei excluding the
deuteron. The cross section for deuterium de-
pends more on

~ f,)' than the other parameters,
and it can therefore help in limiting the fit to the

.95—
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Neglect Smearing

I l I

50 lpp I 50

Neglect k

I
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FIG. 9. Effect of changing various p and nuclear
parameters on the A dependence of the optical model.

data, as was explained in Sec. IV.
m . Changing the p' mass of the optical model

changes the longitudinal momentum transfer, and
the phase factor this introduces is only important
in heavy nuclei. If the mass is changed by 10
MeV, the cross section changes by 3% in Pb, so
this is a very small effect.

Nuclear Parameters. Figure 9 shows the effect
of varying the nuclear radius, surface thickness,
and omitting any one of the smearing effects or
correlation effects. Whatever A dependence each
of these effects gives could result in a change in
the parameters of interest o and n, as can be
estimated by comparison with Fig. 9." It should
be remarked that we are displaying here the de-
pendence of the forward cross section on these
parameters. The analysis of the DESY-MIT data
involves fitting the t dependence over a significant
range, so this display could be somewhat mis-
leading. We try to allow for this by comparing
our approach with the DESY-MIT approach to fit-
ting the nuclear radii.

Corrections of order A ~. The optical mode1 is
derived from multiple-scattering theory under
the assumption that A»1. This permits the ex-
ponentiation of products of factors (1-P) where
p «1. The error made in replacing a product of
factors by an exponential is called a "I/4 cor-
rection. '"' This correction is most apparent in
the independent-particle approximation. However,
it can be shown that the correction is partially
compensated in the treatment of two-body corre-
lations. " A more general discussion can be given
with the conclusion, barring important collective
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effects, that the corrections should be extremely
small for any of the nuclei considered here. Ac-
cordingly, we feel that it is quite well justified to
use the exponentiated form of the optical model.

We have made a not-very-exhaustive study of the
use of the DESY-NIT data to determine the nu-
clear radii. In their analysis, the effects of
smearing and correlation were neglected, and the
surface thickness was held fixed (z~= 0.545 F),
while the nuclear radius c was varied. The Fermi
shape was used for all nuclei, including the light
ones. We do not criticize their neglect of smear-
ing and correlations. They are determining, in
effect, an optical density directly, while we are
basing our analysis on some assumed properties
of nuclei.

In this sort of an analysis, there are many pos-
sible variants of the same basic model, and an ex-
ploration of their detailed idiosyncrasies would be
neither interesting nor productive. Therefore we
restrict ourselves to two models, with fixed
a, (= 27.5 mb) and n, (= -0.2). These are the mod-
el used by the DESY-MIT group and the model used
in this paper. We use the "stable" p' cross sec-
tions. That is, we first analyze the mass depen-
dence at fixed k and t to determine the p cross
section, as has been discussed in another section.
In contrast, the DESY-MIT group have made a
radius fit to each mass bin at fixed k. Since we
do not feel secure in our understanding of the p
mass shape, we prefer our approach; but the final
agreement of our results with theirs (within
errors) is an indication that the precise details
are not too important. In carrying out the fit to
the t dependence, the normalization (~ f,~') was
left free for each nucleus at each energy. Any
systematic variation of

~ f,~' with A is then to be

attributed to Qp or Ap ~ Variation of z~ withe. can
be compensated by the A. dependence of c. In their
more exhaustive study, the DESY-MIT group con-
clude that the most important parameter in the
analysis is (r'), rather than c and zr separately.

The results are shown in Table IX for those nu-
clei which are assumed to have a Fermi shape
(A&16). Generally we confirm that for a specific
nuclear model, the DESY-MIT data can be used to
obtain a very good value for the radius. Our re-
sults, using their nuclear model, agree quite well
with theirs. In some cases, our errors are larger
than theirs because we used too few points in the
t distribution. In the model with smearing and
correlation effects included, the radii are slightly
smaller, and do not disagree unreasonably with
the values used in our analysis of the data.

In summary, we agree with the conclusion of the
DESY-MIT group that their data can be used to
obtain quite accurate values of the nuclear radius
providing other features of the model (smearing,
correlations, o, n, z~, etc.) are held fixed. The
dependence on these other parameters is actually
rather small, and the changes in c due to varia-
tions in z~, r, , and r, correspond mostly to
keeping (r') fixed.

Corrections from incoherent production. We
have all but ignored the effects of incoherent pro-
duction of p' mesons. Our principal justifications
are that this correction is expected to be rather
small in any case and further that the existing the-
oretical treatments are probably not sufficiently
precise to be quantitatively reliable in the very-
small-t region. Thus it seemed best to indicate
that there are uncertainties from this cause rather
than to imply that they have been properly taken
into account. In the Born approximation, the near-

TABLE IX. A comparison of the best-fit radii of DESY-MIT with our best-fit radii obtained
by two methods: using our best approximation to the DESY-MIT nuclear model and using our
own nuclear model.

Our fit, our model~ Our fit, "DESY-MIT model' b DESY-MIT best fit'

U
Pb
Au
W
Ta
In
Cd
Cu

1.09+ 0.02
1.15+0.03
1.11+ 0.03
1.07 + 0.03
1.08+ 0.03
1.11+ 0.03
1.15~ 0.03
1.05 + 0.05

1.10+ 0.02
1.16+ 0.03
1.12 + 0.03
1.08 ~ 0.03
1.09 + 0.03
1.12 + 0.03
1.16~ 0.03
1.07 R 0.05

1.11a 0.02
1.15~ 0.03
1.11+ 0.05
1.11+ 0.02
1.15+0.03
1.15+0.05
1.12 + 0.03
1.14~ 0.03

~ Our nuclear model (see Sec. II) includes two-body correlations and "smearing" to take into
account the finite range of the two-body interactions. But no incoherent background is sub-
tracted from the data.

Same model without correlations or smearing. This is our best approximation to the DESY
model without making a background subtraction.

6.54-GeV best-value radii taken from Table I of Ref. 12. The number shown is c/A
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FIG. 10. Effect on the A dependence of adding "half-
strength" incoherent corrections to the coherent optical-
model calculations. Curves for three different values
of t are shown.

forward incoherent production would be rather
small because of the small momentum transfer.
However, when multiple scattering is taken into
account, refraction and absorption can give an
over-all coherent momentum transfer which can
supply the momentum transfer necessary to ex-
cite a single nucleon. Our treatment entirely
ignores the possible suppression in the cross sec-
tion from the orthogonality of the excited states
to the ground state; therefore, we expect it to be
an overestimate, which is particularly bad for
light nuclei where multiple-scattering effects are
less important.

Estimates of incoherent production using the in-
dependent-particle model have been made by Tre-
fil." They do show such a strong suppression for
light nuclei, but only a small one for heavy nuclei.
Unfortunately, the independent particle model
does not properly take into account exclusion prin-
ciple effects, which would be expected to further
reduce the incoherent contribution. An indication
of this appears in a calculation by Czyz et al. ,

"
who evaluated incoherent proton scattering from
O" on various assumptions. Reading from their
curve, the independent-particle model results in
a reduction by a factor of about 2, while the use
of antisymmetric wave functions gives a factor of
about 3. We know of no similar results for heavy
nuclei.

The theory of near-forward incoherent produc-
tion (-t s0.01) is very subtle because it requires
a precise knowledge of the two-particle correla-
tion function. Around each particle is a "hole" in
which one particle is missing from the total num-
ber of particles in the nucleus. It is the inter-
ference term between production amplitudes from
the particle and the hole which tends to reduce the
cross section. In the independent particle model,
this hole is spread over the whole nucleus, and
the interference is consequently rather small com-
pared to the direct term. In a more realistic mod-
el including the exclusion principle, the hole would

be much more localized and the compensation
would be more complete (in the limit where the
hole is a 5 function, the two amplitudes cancel ex-
actly). Because most of the incoherent production
comes from large impact parameters where corre-
lations are poorly understood, a believable analy-
sis of the effect has yet to be made.

Figure 10 illustrates the possible effect of in-
coherent production on the interpretation of the
experiment. Since we believe the suppression is
likely to be at least a factor of 2, "half incoherent"
is used as a realistic estimate of the upper limit
of the incoherent background. For small t, the
effect is greater in the light nuclei; of course,
this may be misleading since the incoherent cross
section is probably suppressed more for lighter
nuclei. Since the coherent production decreases
with increasing ltd, the incoherent production be-
comes relatively more important at larger ltd and
it ultimately dominates the cross section. For
obvious reasons, this happens at smaller ltd for
larger nuclei. From this figure, it seems clear
that while incoherent production might cause a
small quantitative change in the fit, it should not
change the qualitative picture. This is borne out
by the analysis of Sec. IV; see Fig. 2.

VI. SUMMARY AND CONCLUSIONS

Although the theory is not sufficiently well under-
stood to enable us to determine v, and n p

com-
pletely from these experiments, our analysis
shows that if one is known, the other is well de-
termined. For these experiments the relationships
between ap and Qp is roughly independent of energy
and can be very crudely given as o~(n, )= 32+ a, /
0.05 mb. The model dependence of these conclu-
sions was described extensively in Sec. V. (Here
we note only that different model assumptions do
not change the. conclusions qualitatively, and make
rather small quantitative changes. )

Directing the reader's attention to Tables VII,
VIII, and X, we note that our results are in ex-
cellent agreement with the older analyses of Hefs.
2 and 3. In this connection we note some impor-
tant points:

(1) The DESY-MIT analysis was done with o,
fixed at -0.2. Cornell used different values of ap
at each energy (see Ref. 3).

(3}The nuclear radii used by the two groups
differ from our radii of Tables I and II. For a dis-
cussion of this effect, see Sec. V.

(3}Our errors on lfol and y /4w in Tables VII
and VOI are considerably smaller than in the older
analyses. This may be due to our arbitrary
choice, I', = 127 MeV, which we take to be an ex-
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TABLE X. Results of the fixed-a,
&

analyses made by
the Cornell and DESY-MT groups themselves. Taken
from Refs. 2 and 3.

k Nuclear
(GeV) parameters

Cornell

yp'/4'
0'p

(mb)
lfpl'

(pb/GeV2)

8.8

6.5

6.1

Best fit
E-S

Best fit
E-S

Best fit
E-S

-0.24 0.68+ 0.04 26.8 ~ 1.2 105+11
-0.24 0.63+0.04 25.9+1.0 106+11

-0.27 0.74 ~ 0.04 30.1+1.5 124+ 15
-0,27 0,65 + 0,05 27 ~ 9+ 1.3 120+ 15

-0.27 0.58 + 0.03 26.1+0.9 117+ 10
-0.27 0.62+ 0.04 27.5 + 1.1 122 + 13

DESY-MIT b

actly given number. (Our results for
~ f,(' and

4w/y~' are proportional to this choice. ) In any
event, since we cannot determine az or a unique-
ly, there is little point in giving errors for

~ f0~'

or y, '/4w, quantities which depend strongly on o,
and e . The errors given in Tables VII and VIII
are for fixed e, and are misleading in their
smallness. They are included only to facilitate
comparison with the older analyses.

(4) Our agreement with the DESY-MIT value of
y~'/4w may appear to be a little better than it actu-
ally is because of compensating differences in the
models used. Our standard width of 127 MeV
shouM have led to a smaller experimental cross
section (hence larger y '/4w) than their analysis,
which was based on a width of 140 MeV. On the
other hand, we did not make any background sub-
traction since we felt the theory of the p' shape
was too unreliable. It is our position that only the
noncoherent pion-pair background should be sub-
tracted. Coherent, but nonresonant, pion pairs
should be considered a part of the Drell amplitude,
and their effect should be canceled out at the p
mass, as pointed out by Bauer" and Pumplin" and
discussed in the accompanying article. ' Neverthe-
less, this serves to emphasize that there is con-
siderable uncertainty in the overall normalization
of the data which is very hard to assess. There is
no reason to suppose, however, that this gives a
significant A -dependent effect.

(5) We have not made a detailed comparison with
the original analysis the Cornell group made of
their data, in which they did not introduce a real

ty& =26.7+2 mb, a& =-0.2
lfp[ =118+6 pb/GeV2, y& /4ff =0.57+0.1

a Cornell presents results for bvo different sets of nuclear parame-
ters. The "best fit" parameters come from optical-model analyses of
proton-nucleus and neutron-nucleus total cross sections. The "E-S"
parameters come from electron scattering experiments. See Ref. 3
and references cited therein for fur ther details. In general, our nu-
clear radii are closer to the E-S radii, although ere keep zz fixed at
0.545 F throughout.

b DESY-MIT presents results for several different assumed forms
for the 7fm mass distributions. Here we give the sample result chosen
by them in Ref. 2.

part. We agree qualitatively in that this gives
large values of o~ and y~'/4w, but have not tried
to repx'oduee their model px ecisely.

Both experiments yield approximately the same
relationship between g~ and e~ but their results
are slightly different (see Sec. IV). In particular,
Cornell's deuterium measurement tied down their
value of

~
fo~' so that it varied much less with o

(or cf, ) than the
~ f,P for DESY-MIT. Equally im-

portant is the DESY-NIT t dependence which gave
them much better statistics than Cornell and kept
the X2 minimum from fluctuating very much from
energy to energy, as it does in the Cornell case.
When these special features are removed, i.e.,
the Cornel1. deuterium measurement and the DESY-
MIT t dependence, the two experiments agree
completely —although very little information then
remains in the resulting flat X' valleys (see Sec.
IV). In effect, because of our lack of confidence
in the precise positions of X' minima, the two ex-
periments yieM comparable information. If one
had complete confidence in the theory, however,
a deuterium measurement by DESY-NIT would
have made a rather good determination of o and

a~ possible (see Sec. IV). Nevertheless, we
mould not encourage furthex p' photoproduction ex-
periments until significant theoretical advances
are made, particularly in the area of incoherent
background subtractions.

As a final note, we point out that our value of
~ f,~' from the fixed-n~ fits to the Cornell 8.8-GeV
data, I08 p, b/Gev'+ 2$, is in excellent agreement
with a later Cornell experiment on p' photopro-
duction at 8.5 GeV from hydrogen. ~ In that ex-
periment the recoil proton was detected to elimi-
nate the inelastic background. Hydrogen data have
also been presented in Refs. 2 and 3 and again our
fixed-o. , fits are in reasonable agreement with the
hydrogen values of

~
fo~' as given there. Although

those experiments did not correct for inelastic
background, the general agreement between the
hydrogen and complex nuclei values of )f, [2 may
indicate that the inelastic background is not too
important.
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The distributions of 71+ and x produced in the current fragmentation region are analysed
in the framework of the quark-parton model. Motivated by experimental results on deep-
inelastic neutrino scattering, we have neglected antiquark {and strange quark) contributions
whenever the Bjorken scaling variable x is not close to zero. This approximation enables us to
extract the quark fragmentation functions D~'@) and D~~+@). The m+/m asymmetry is then
calculated as a function of Q . This tests the factorization properties of the quark-parton
model as a whole range of x values is involved. Agreement with existing data is found.
Predictions for future experiments are also presented.

I. INTRODUCTION

The quark-parton model together with the as-
sumption of short-range correlations in rapidity
space give a specific description for the distribu-
tions of hadrons produced either in current-hadron
collisions or in electron-positron annihilation' ~.

VFe want to analyze present data on m distributions
in the current fragmentation region in e —p colli-
sions. This provides a first test of the model and
gives predictions for future experiments. The
test relies heavily on the assumption that in the
current fragmentation region the hadron distribu-
tion function factorizes into a part which depends
only on the target particle and a second part which
depends only on the emitted particle. %e will first
extract the quark-parton density functions from
deep-inelastic lepton-hadron collisions. ' As a
second step we extract the parton fragmentation
functions from data on e +P-e +@+anything at
a fixed value of ~ (=1/&o).' Gombining these two
pieces of information we can calculate the w'/v

ratio for increasing Q' and compare with experi-
mental data from SLAC.' Predictions for future
experiments are also given. The next section is
devoted to notations.

II. NOTATIONS

%'e will study the hadron distributions as a func-
tion of the Feynman sealing variable z =p,/p

The Lorentz-invariant inclusive cross section

1 E do 1

&tot Pmax &ZdPz™

has been parametrized in Ref. 6 as

(2)

[We neglect the difference between the variable
z and the variable x' introduced in Ref. 6. The
dependence on v and Q' has, for simplicity, not
been indicated in (2) and (8)]. 8 might be a func-
tion of v and Q'. The relation between N and I" is

E(s, o) ~

which in the parton fragmentation region (fast
particles in the current fragmentation region) is

where P, is the z component of the momentum of
the final-state hadron in the current-proton center-
of-mass frame, and p is the maximal momentum
a hadron in the final state can have. In the current
fragmentation region z is positive.

Following Feynman, ' we introduce the distribu-
tions N„(x, z) defined as


