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Measurements of x'p, K p, pp, andgp elastic scattering are presented for incident momenta
of 3, 3.65, 5, and 6 GeV/c and momentum transfers typically 0.03 to 1.8 GeV2. The angLe

and momentum of the scattered particle were measured with the Argonne Effective Mass
Spectrometer for 300 000 events, yielding 930 cross-section values with an uncertainty in
absolute normalization of +4%. Only the K+ and proton data show any signiQcant change in
slope of the forward dif'fraction peak with incident momentum. The particle-antiparticle
crossover positions are consistent with no energy dependence, average values being 0.14
+0.03, 0.190+0.006, and 0.162+0.004 GeV2 for m's, K's, and protons, respectively; these
errors reflect both statistics and the +1.5% uncertainty in particle-antiparticle relative
normalization. Differences between particle and antiparticle cross sections isolate interfer-
ence terms between amplitudes of opposite C parity in the t channel; these differences indicate
that the imaginary part of the odd-C nonQip-helicity amplitude has a J&(r(-tp t) structure for
-t &0.8 GeV2, as predicted by strong absorption models. The cross-section differences for
K and proton-antiproton are in qualitative agreement with the predictions of ~ universality,
the agreement improving with increasing energy. The corxesponding quark-model predictions
relating the x' and K' differences failed by more than a factor of 2. %'e have combined our

cross sections with other data to better determine the 7rN amplitudes in a model-inde-
pendentIway; results of this analysis are presented.

I. INTRODUCTION

Elastic scattering of elementary particles is a
most fundamental process. At high energies such
scattering is dominated by diffraction and is re-
lated to the inelastic processes through unitarity;
in ]-channel language this is usually described as
Pomeron exchange. At intermediate energies,
quantum-number-exchange amplitudes are also
present and q,re often parameterimed in terms of
Regge-pole exchange.

Some of these latter amplitudes can be obtained
by a careful comparison of similar reactions re-
lated by simple, mell-defined symmetries. For
example, the difference between particle and anti-
particle elastic scattering from protons results
from a sign change in the interference between

even and odd C-parity exchanges in the g channel.
Near the forward direction the dominant even-C
amplitude is the imaginary helicity-nonflip ampli-
tude, and the interference between it and the odd-C
amplitude can be used to study the imaginary non-
flip part of the odd-{ exchange amplitude. This
amplitude is often taken to be p exchange in the
case of gp scattering and {d exchange for gp and

pp scattering.
The experimental particle-antiparticle differ-

ences can be compared with the expectations of
various models. Such a comparison was made by
Davier and Harari' for A'p scattering at 5 GeV/c;
they found the amplitude to be consistent with the
J,(r( t)"') structure pr'edi-cted by the dual absorp-
tion model. In the case of g'p scattering, detailed
amplitude analyses have been made' '; the pion
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cross-section difference is important not only for
the imaginary nonf lip I=1 exchange amplitude, but
is also involved in the calculation of other small
amplitudes.

To understand the details of elastic scattering,
one needs a systematic study of as many reactions
as possible, as a function of both energy and mo-
mentum transfer. Until now, no such study has
been made in our energy region, 3 to 6 GeV/c
incident momentum. The results of many experi-
ments have been reported in this energy range
(see, for example, Refs. 6-21), but most of these
have been studies of one reaction at one or two
energies. Uncertainties in relative normalization
made it difficult to reliably determine the particle-
antiparticle diff erences. "

In the experiment reported here a total of 300000
events was used to determine elastic scattering
cross sections for g'p, p p, g'p, g p, pp, and

pp at four incident momenta, 3, 3.65, 5, and 6

GeV/c. The t range varied slightly with energy
and particle type, but wa, s typically 0.03 to 1.8
GeV'. The angle and momentum of the scattered
particle were measured with the Argonne Effective
Mass Spectrometer using magnetostrictive readout
spark chambers. " Although the over-all uncer-
tainty in absolute normalization is +4%, special
attention was given to the particle-antiparticle
relative normalization and an uncertainty of +1.5%
was achieved. A summary of some of the more
interesting results has been reported previously. '4

The experimental method is outlined in Sec. II,
and the data reduction and systematic uncertain-
ties are discussed in Sec. III. The results and
comparisons with previous experiments and mod-
els are presented in Sec. IV. A gg amplitude an-
alysis is described in Sec. V, and conclusions are
summarized in Sec. VI.

II. EXPERIMENTAL METHOD

A. Beam

The experiment was performed at the Zero Gra-
dient Synchrotron (ZGS) with the Argonne Effective
Mass Spectrometer. " The unseparated incident
beam had a maximum momentum of 6 GeV/c and
a momentum spread of +1.5%. A six-counter hodo-
scope at the first focus tagged the individual par-
ticle momenta to +0.2%). The beam spot at the
20-in. -long, 2-in. -diameter liquid hydrogen target
was typically 0.75 in. in diameter, achromatic
in position and angle. Variable horizontal and
vertical collimators near the copper production
target were used to adjust the beam flux by reduc-
ing the beam solid angle from its maximum of
+7 mrad horizontally by +17 mrad vertically. The

TABLE I. Percentage contamination of the pion beam
by fast muons and electrons. Within errors, p /n.
=@+/~+ and e /n =2e'/m'.

p
(GeV/c) e+/n+

3
3.65
5
6

1.8
1.7
1.2
0.9

1.6
1.1
0.6
0.2

beam had a maximum divergence at the hydrogen
target of +8 mrad horizontally and vertically, but
the trajectories of incident particles for events of
interest were measured to better than +1 mrad by
spark chambers upstream of the hydrogen target.

Four ethylene-gas threshold Cerenkov counters
provided tagging information to label incident beam
particles as pions, kaons, or protons. Ambigu-
ities in identification were minimized by separat-
ing with a 16' bend the two counters which were
set to detect only pions, and by similarly separat-
ing the two counters which were set above kaon
threshold. These last two counters detected both
pions and kaons. The counter efficiencies were all
greater than 99.9%. Six beam-defining anticoinci-
dence counters along the beam line considerably
reduced both the beam halo and nonsense Ceren-
kov-counter signatures. Beam composition varied
with momentum, but typical v/K/p ratios were
99/1/0. 1 for negatives and 32/1. 5/66 for positives.
Misidentification of particles labeled as kaons or
antiprotons was less than 0.2% for both beam po-
larities.

The beam Cerenkov counters could not distin-
guish p's from p, 's and e's, and the incident pion
flux had to be corrected for the p, -e contamination.
This contamination was measured by taking pres-
sure curves with a sensitive threshold Cerenkov
counter located downstream of the spectrometer.
The IL(, -e fractions, corrected for pion decays in
the spectrometer, are given in Table I.

In order to ensure equality of accidental coinci-
dences and other rate effects, the total incident
particle flux was kept constant at about 2x 10' per
0.7-sec ZGS pulse for both beam polarities. This
was accomplished by defocusing the incident proton
beam at the production target when running with
a positive secondary beam, and by making small
adjustments of the beam-defining collimators.

B. Spectrometer

Figure 1 shows a plan view of the spectrometer,
the basic component of which was a large dipole
magnet, with an aperture 84 in. wide by 26 in.
high. The magnet had a central field of 11.4 kQ,
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ethanol was circulated through the chambers and
through a purifier at about 30 ft' per hour. The
ethanol concentration was maintained by bubbling
the gas through liquid alcohol at -5'C and 2 psig
and monitored with a gas chromatograph which
was also sensitive to air contamination of a few
ppm. With this mixture and an 80-V dc clearing
field, the chambers had a sensitive time of about
1 p, sec. High-voltage pulses of 7 kV amplitude and
60 nsec full width at half maximum were applied
by thyratrons, which discharged storage capacitors
across the chambers about 400 nsec after an event
of interest occurred. The chambers were resis-
tively terminated to improve their multiple-track
efficiency. The high-voltage pulse was followed
by a pulsed clearing field of 200 V and 6-msec
duration. The resulting recovery time was less
than 10 msec. The chamber operating parameters
were optimized in the laboratory" to achieve
three-track efficiencies of 92-96%, yielding sin-
gle-track efficiencies of about 98% for this exper-
iment.

C. Trigger scheme

The spectrometer was triggered by a beam par-
ticle in coincidence with one of two proton recoil
scintillation counters and with one or more counts
in the appropriate half of the 40-counter hodoscope
at the spectrometer magnet exit. The hodoscope
counters were made of 0.125-in. thick scintillator.
Inelastic events were suppressed by two 28-in. -
wide by 30-in. -long veto counters, which covered
the central part of the magnet pole faces. Trig-
gers from noninteracting beam particles were re-
duced by a 3-in. -square beam veto counter at the
magnet exit. The two recoil counters, 23 in. long
by 12 in. high, were placed in vertical planes 10.4
in. from the hydrogen-target center line. They
subtended a 60' azimuth for recoil protons and were
separated from the liquid hydrogen by only an air
path and 20 mils of Mylar.

In order to extend the measurements to -t ~ 0.04
GeV' and to monitor the efficiency of the recoil
counters, a single "low-t" counter downstream
from the spectrometer was used to trigger on
small-angle scatters from 30 to 110 mrad. This
counter was followed by a threshold Cerenkov
counter which was used in the kaon trigger to veto
"low-t" candidates produced by E„,decays of beam
kaons. For each incident particle type, data from
all three types of triggers were recorded simul-
taneously:

(1) beam ~ left recoil ~ right hodoscope ~ vetoes,
(2) beam ~ right recoil ~ left hodoscope ~ vetoes,
(3) beam ~ low t vetoes.

Furthermore, data were accumulated simulta-

neously for incident pions, kaons, and protons (or
antiprotons) for each beam polarity, with triggers
from pions and protons electronically suppressed
relative to those from kaons and antiprotons. In
order to make the spectrometer look the same to
incident particles and antiparticles, the polarity
of the spectrometer magnet was reversed several
times. To further reduce the effects of possible
time-dependent systematic errors which might
affect the particle-antiparticle cross-section dif-
ferences, reversals of the magnet were alternated
with reversals of beam polarity.

D. Data collection and on-line analysis

The spectrometer was on line to an EMR-6050
computer whose primary function was to collect
the data from up to 45 triggers per ZGS pulse and
to store the results on magnetic tape during the
3.5 seconds between beam bursts. The raw data
were supplied to the computer through a Science
Accessories Corporation MIDAS electronics sys-
tern. The data consisted of (1) the contents of
four scalers for each of the 40 spark-chamber
readouts, with a least count of 10 mile; (2) tag
bits. indicating which scintillation counters had
fired for each event, including the 40 trigger hodo-
scope counters, the momentum hodoscope, veto
counters in the magnet, the two recoil counters,
and the "low-f" counter; (3) the type of the trigger
coincidence responsible for each event; (4) pulse
heights from the beam Cerenkov counters; (5) con-
tents of the fast logic scalers which accumulated
normalization information; (6) the reading of a
digital voltmeter which cycled through the second-
ary beam magnet shunt voltages; and (7) a bit
indicating the passage of an extra beam track
through the apparatus in the time between the in-
teraction and the spark-chamber firing.

The computer had 32 000 words of 24-bit memory,
1.9 p.sec cycle time, floating-point hardware,
priority interrupts, an oscilloscope display, two
fast tape drives, and other peripherals. In the
time between beam pulses, it completely analyzed
30% of the events, monitored spark-chamber ef-
ficiencies and scintillation-counter rates, checked
magnet currents, provided an oscilloscope display
of the geometrical reconstruction of events and
histograms of results, and warned the experimen-
ters of possible spark-chamber malfunctions. The
powerful diagnostic tool provided by the on-line
computer system" allowed the experiment to be
tuned and debugged quickly, helped to maintain a
consistently high level of hardware performance
during the data taking, and made feasible the on-
line study of possible systematic effects.



SYSTEMATIC STUDY OF m'P, K'P, PP, AND PP. . . 1183

III. DATA REDUCTION

A. Event selection and inelastic background

Although the recoil proton was. part of the trig-
gering scheme, the recoil direction and momentum
were not measured. To separate elastic events
from the inelastic background, the scattered par-
ticle was assumed to have the same mass as the
beam particle, and the missing mass squared,
M,', was calculated. Typical distributions are
shown in Fig. 2. The peak at M~' corresponding
to elastic scattering has very little background.
The rms widths of the peaks (Table II) were found
to range from 0.05 GeV' at 3 GeV/c to 0.13 GeV'
at 6 GeV/c. This is to be compared with the 0.27-
GeV' separation between M~' and the beginning of
pion-nucleon phase space. Cuts were made on
M,' centered at 0.78 GeV' with half-widths of 0.37,
0.40, 0.50, and 0.56 GeV' for beam momenta of 3,
3.65, and 6 GeV/c, respectively. These cuts were
offset from the nominal recoil mass to minimize
the amount of background from pion-producing
reactions at larger M„'.

A small correction was applied to the cross sec-
tions to account for inelastic contamination. We
assumed that the inelastic background is predom-
inantly due to single-pion production, which pop-
ulated the high side of the missing-mass distribu-
tion starting at M„'= 1.16 GeV'. We fitted the
region with M„'& 1.16 GeV' to a phase-space dis-
tribution taking into account the spectrometer
resolution and extrapolated this fit beneath the
elastic peak. The resulting correction was less
than 2% in all cases, with an uncertainty a+0.5/~.

The 3-GeV/c w' and K' missing-mass spectra
showed a tail at the 1% level for small M,' not
present in the g and K spectra. We attributed
this tail to events with a fast forward proton (u-
channel processes) and assumed that this back-
ground gave rise to a flat distribution in M„' under
the forward elastic peak. An empirical correction
of 0.1 mb/GeV', independent of t, was made to
the 3-GeV/c v' data, and a 2% correction was ap-
plied to the 3-GeV/c K' data. This effect was
negligible at higher incident momenta.

B. Geometric acceptance and fiducial cuts

Each recoil counter subtended an azimuth of 60
with an uncertainty of +I'. The uncertainty is due

to the alignment accuracy and possible edge ef-
fects. The recoil-proton azimuthal distribution,
as calculated from the fast forward particle di-
rection, contained both the desired signal (azimuth
within +30 of the horizontal) and a random -2%
background. The background events were primar-
ily due to elastic scatters accompanied by a 5 ray
which triggered the recoil counters, and it was
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FIG. 2. Missing-mass spectra for x'p 7I X for
recoil triggers; the spectra are dominated by the elastic
scattering signal at M&2.

necessary to reject events in which the proton
missed the recoi1 counters. A cut of +34' was
chosen to allow for multiple scattering and mea-
surement errors.

An additional requirement was that events in the
final data sample have a production vertex within
the central 15.33 in. of the 20-in. -long liquid hy-
drogen target. The vertex resolution was suffi-
cient at all momentum transfers to ensure that a
correction of no more than a 1% was needed to
account for losses caused by measurement errors.
This vertex cut was required because (1) the up-
stream 2 in. of the target was occluded by a —,'-in. -
thick steel frame which supported the target vacu-
um window, (2) protons from the downstream 2 in.
of the target with recoil angles less than 70'
missed the counters altogether, and (3) practically
all of the nonhydrogen background came from the
target flask windows and was eliminated by this
cut.

Cross sections for -«0.04 GeV' were obtained
from the "low-t" trigger events, with the same
vertex cut as described above. The physical out-
line of the "low-t" counter could be measured di-
rectly from the data, but since the counter sub-
tended an opening angle of only +28 mrad in the
vertical, it was necessary to fold the observed
divergence of the incident beam (a6 mrad) into the
acceptance calculation. In practice, weights were
assigned to the "low-t" events after choosing a
minimum cutoff in t which ensured that the weights
would vary by less than 10% over the data sample.

Within statistics, the cross sections for recoil
and for "low-t" triggers agreed in the overlap
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'region (0.04& -«0.15). Furthermore, the recoil
cross sections were independent of magnet polarity
and were the same for left and right recoil count-
ers separately. Both the vertex and the azimuthal
distributions were quite flat, and making tighter
cuts on these quantities did not change the results
within statistics. The acceptance corrections have
an uncertainty of +2% from possible geometrical
biases and non-Gaussian losses from the fiducial
cuts.

The efficiency of the recoil trigger was moni-
tored as a function of t by looking at events having
a "low-t" trigger and a proton trajectory calculated
to hit a recoil counter. As expected, this efficien-
cy depended only on I, and not on the beam energy
or on the nature of the incident particle. Recoil
protons with momenta less than 200 MeV/c tended
to stop inside the target and for this reason we
did not use the recoil cross section for -t& 0.04
GeV'. The average efficiency was 84% for -t
between 0.04 and 0.05 GeV', 9 I% for tbetwee-n
0.05 and 0.06 GeV', and 99% for tgreater -than
0.1 GeV'.

C. Miscellaneous corrections

About 20% of the raw triggers were rejected
immediately for one of the following reasons: (1)
The beam momentum hodoscope pattern was am-
biguous; (2) the passage of a beam particle was
detected after the event that triggered the spark
chambers had occurred; (3) no beam tracks were
found in the beam chambers within a 15-mrad
angular cut; or (4} more than one beam track was
reconstructed. The measured incident flux for
each reaction was corrected for these random
losses.

Periodically the spectrometer was triggered on
beam tracks with the target empty, allowing us to
reconstruct the momentum and angular distribution
of the incident beam. In particular, this informa-
tion was used to check that criterion (3) above
was unbiased, by comparing the distribution of
incident angles for beam triggers with those for
elastic scatters; the 15-mrad cut corresponded
to the same fraction of events lost in both samples
(0.5%). The other beam criteria were also checked
for possible biases and none were found.

Using the beam-track triggers we could also
estimate losses due to interactions in the spec-
trometer and due to program inefficiency (i.e.,
anything which prevented the beam particles from
reconstructing with the correct momentum). In
particular, because of interactions and decays in
the beam line, 0.8% of the incident protons and
2.3% of the pions had too low a momentum. The
extra 1.5% contamination in the pion spectrum was

TABLE III. Typical values of the double-scattering
correction in percent. The raw cross sections are cor-
rected downward.

-t
(GeV2)

0 ~ 15
0.45
0.75

0.5
1.6
2.9

0.5 0.3 0.4 1.2
1.6 0.7 1.4 4.2
2.9 1.2 2.6 7.4

2.5
12.4
9.0

attributed to slow muons coming from pion decays
upstream of the target. This fraction was nearly
independent of incident momentum, presumably
because at higher energies, although there were
fewer decays, the decay muons were more col-
limated in the forward direction and had a better
chance of getting through the beam anticounters.
K'decays upstream of the target were calculated
to reduce the effective K beam by 2.4% (1.5%) at
3 (6) GeV/c.

A small fraction of the beam-track events failed
to reconstruct because of interactions in the spec-
trometer (2-4%) and spark-chamber inefficiency
(-2%). The total material in the spectrometer
was 1.4 g/cm' equivalent of carbon, and the cor-
responding interaction losses were checked em-
pirically by looking at failing beam tracks on the
computer display scope. Typical corrections
were 2% for incident v'.

At small angles the correction for interaction
losses in the liquid hydrogen with the target full
was 0.21%xo„, (mb). In fact, this correction in-
cluded double elastic scatters in the hydrogen,
some of which were indistinguishable from single
scatters and contributed to the measured cross
section. The fraction of double scatters which
satisfied our fiducial cuts was calculated for each
reaction as a function of momentum transfer, and
some typical values are shown in Table III. The
biggest correction required was 13% (p at f=0.5-
GeV'}, and in general the effect was significant
only at large momentum transfers, where the
statistical uncertainties were also large.

Corrections using the Monte Carlo technique
were made for decays in flight of the scattered
pions and kaons, and these corrections were
checked against the number of pion and kaon beam
tracks that failed to reconstruct with the correct
momentum. Because of their small decay angles
in the laboratory, pions which decayed between
the last two spark-chamber sets satisfied the re-
construction criteria. On the other hand, only
3% of the kaons which decayed could reconstruct
as elastic scatters. Typical corrections were
0.9% for pions and 9% for kaons at 5 GeV/c. In
addition, 2-4% of the scattered kaons decayed
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after the spectrometer and vetoed themselves in
the downstream Cerenkov counter. This correc-
tion was measured by running with the Cerenkov
counter out of hardware veto but with such events
tagged for computer analysis.

The absolute normalization depends on the densi-
ty of the liquid hydrogen in our target. This was
determined to be 0.0708 + 0.0005 g/cm' using the
measured pressure of the liquid in the refrigerator
reservoir. " The +0.7% uncertainty is mostly due
to the +2-psia variation in the pressure during
the course of the run, with corrections for bubbles
and for the normal-hydrogen to equilibrium-hydro-
gen conversion being much smaller.

The total effective pathlength of the incident beam
in hydrogen was reduced by 0.3% because some
beam particles could escape through the target
walls. In principle, if the incident particles never
scattered upstream of the target, we could have
determined this correction from the measured
distribution of the beam tracks. In practice, the
most sensitive way to measure this effect was
to isolate elastic scatters in the walls of the hy-
drogen target using target-empty data. The back-
ground from wall interactions corresponded to
0.05% of the hydrogen cross sections, and knowing
the thickness of the walls, we obtained the escape
correction. This 0.05% background was the only
target-empty correction required. The rest of
the target-empty cross section was consistent with
interactions in the residual gas once the vertex
fiducial cuts were made. Occasionally an event
was lost when a fast 5 ray from the target struck
one of the veto counters lining the magnet pole
faces. This effect was measured in special runs
with these counters out of hardware veto, having

the veto counters tagged for each event. The effect
was found to be 3.8%, 2.8%, and 0.8% for pion,
kaon, and proton events, respectively, independent
of momentum.

Because the positive and negative beams had
equal intensities, rate effects such as accidental
vetoes did not affect the particle-antiparticle com-
parison, but only the over-all normalizations. Al-
though individual effects were as high as 3%, as
indicated by continuously monitoring delayed co-
incidences, beam accidentals and accidental vetoes
tended to cancel. This then resulted in a 1.3%
over-all normalization correction. Wide varia-
tions were made in the incident beam intensity,
and it was found that the over-all reconstruction
efficiency did not change by more than 2%, up to
intensities of 300 000 particles/pulse.

Radiative corrections were not applied to the
final cross sections. Sogard" has calculated these
corrections for p' p cross sections, assuming an
experimental missing-mass cut M„'& 1.16 GeV';
since our cutoffs were generally higher (1.15 to
1.34 GeV', depending on momentum), these cal-
culations provide an upper limit for the corrections
to our data. The calculations indicate that at 3
GeV/c our uncorrected cross sections are too
small by 1.5% at t=0.1 and -4% at -f =1 GeV~.
The difference between z' and p corrections is
considerably smaller.

In summary, significant corrections for such
effects as electron contamination and veto biases
were measured experimentally. Calculable cor-
rections due to decays in flight and interactions
were checked against the percentage of beam trig-
gers that failed to reconstruct with the correct
momentum. Based on this comparison, an addi-

TABLE IV. Estimates of the major uncertainties in both absolute and relative particle-anti-
particle normalizations.

For absolute
normalization

For relative
normalization

Geometry

Event reconstruction efficiency

Background under M~2 peak
(3-GeV/c 71.+,K+)

Nuclear absorption
(p;p/~)

K decays at 3 and 6 GeV/c

p, e contamination (7i's only)

Rate effects

6-ray vetoes

Liquid hydrogen density

+2%

+2%

+0.5%
(+1%)

+1%
(+2%)

+2.6%, +1.3%

+1.5%

+1.5%

~0.7%

+0.7%

+0.3%
(+1%)

+0.4%
(+1%)

+0.5%

~0.3%



1186 I AMBATS et al
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where the values used for o.„the real-to-imagi-
nary ratio for forward Qp elastic scattering, are
shown in Table V."" The Coulomb amplitude is
given by

(2)

where p is the laboratory velocity of the incident
beam. Ignoring the t dependence of the denomina-
tor and taking G(t) to be the dipole form factor for
both x' and proton, we see that

0 01613/p gag

(1+ gati/0. 71)' (3)

Following Nest and Yennie, ~ the small phase of
the Coulomb amplitude was calculated to be

6 = —(lnB'
~
t

~

+0.577)/137p, (4)

where B' is related to the slope B of the elastic
scattering diffraction peak by

B' = —'B+4 GeV (5)

The imaginary part of the nuclear amplitude was

tional correction for reconstruction inefficiency
of (2a 1)% was applied to all reactions studied. A
summary of the more important uncertainties is
shown in Table IV. The over-all absolute normal-
ization uncertainty is about +4%, while the, parti-
cle-antiparticle relative normalization is ~1.5%.

D. Coulomb interference corrections

At small t the interference between the single
Coulomb scattering amplitude and the nuclear am-
plitude is important. To correct for this effect
we used the formula"

parameterized as

f = es'~ (mb/GeV2)I 442 (6)

with the a„,'s listed in Table VI, and B calculated
directly from the data. Small-t corrections are
shown in Table VII for the 3-GeV/c case; the cor-
rections were largest for positive-particle scat-
tering, the worst case being the K' correction of
-11% at -t =0.025 GeV~.

B. Exponential fits

Least-squares fits to the form

da—=Ae
dt (7)

were made to the g' and g' data over the interval
0.05& -t& 0.44 QeV'. The lower limit was chosen
to avoid possible systematic effects such as those
arising from the Coulomb corrections. The upper

IV. RESULTS

A. Cross sections

The differential cross sections for all six reac-
tions are shown in Fig. 3 for incident laboratory
momenta of 3, 3.65, 5, and 6 GeV/c. All correc-
tions discussed in Sec. III have been applied except
for the radiative corrections. The data points
indicated by squares at g =0 in this and in subse-
quent figures were derived via the optical theorem
from the real-to-imaginary ratios and total cross
sections shown in Tables V and VI. The data shown
in Fig. 3 are also tabulated in Table VIG; the same
data are presented in Table IX for larger bins.
The errors principally represent the statistical
uncertainties and, at small t, the uncertainty in
the Coulomb interference correction; the +4' un-
certainty in over-all normalization is not shown.

TABLE V. Values of 0. , the real-to-imagninarff ratio at t = 0, used to calculate the expected
forward cross sections (from the optical theorem) as well as the corrections for interference
with single Coulomb scattering. The pion values were taken from the tables of Hohler and
Strauss (Ref. 31), and the K+ values from the dispersion calculations of Lusignoli et al. (Ref.
32). The e's taken for K scattering were a compromise between 0. = 0 of most dispersion
calculations and the measured 4.2 GeV/c value of 0.20+ 0.07 (Ref. 33). The proton and anU. —

proton values were taken from the tables of Giacomelli (Ref. 34), in agreement with the dis-
persion calculation of Soding (Ref. 35). The errors represent our somewhat generous esti-
mate of the uncertainties.

P
(GeV/c)

3
3.65
5
6

-0.33+0.06
-0.31+0.06
-0.29 + 0.06,
-0.27+ 0.06

—0.16+ 0.04
-0.17+ 0.04
-0.15 ~ 0.04
-0.14 + 0.04

-0.45 + 0.15
-0.39+0.15
—0.30+ 0.15
-0.28 + 0.15

0.08 + 0.10
0.08 + 0.10
0.08+ 0.10
0.08 + 0.10

-0.29+ 0.06 0.05 + 0.10
-0.32 + 0.06 0.01+0.10
-0.33+ 0.06 -0.03+ 0.10
-0.32+ 0.06 -0.04 + 0.10



SYSTEMATIC STUDY OF m'P, K'P, PP, AND PP ~ ~ ~ 1187

TABLE VI. Values of 0&,~ (mb) used to calculate the expected elastic scattering cross sec-
tion at t =0 (from the compilation of Qiacomelli, Ref. 34).

P
(GeV/c)

3
3.65
5
6

28.8+ 0.3
28.0~ 0.3
26.5 ~ 0.3
25.8 + 0.3

32.2 + 0.3
31.0*0.3
29.1 ~ 0.3
28.2+ 0.3

17.2 + 0.1
17.1 + 0.2
17.1 + 0.2
17.1 + 0.2

27.4 + 0.2
26.2+ 0.3
24.9+ 0.3
24.2 + 0.3

44.45 ~ 0.05
42.82 + 0.05
41.20 + 0.05
40.75 + 0.10

76.70 ~ 0.05
70.6 ~ 0.5
63.1~1.0
60.1+1.0

cutoff of 0.44 GeV' was also chosen conservatively
to avoid bias. The pion and kaon data generally
appear consistent with the extrapolation of these
fits out to -t =0.6 GeV', as shown in Fig. 3. To
obtain reasonable exponential fits to the wider
interval 0.05& -t& 1.0 GeV' one must use a cubic
term for z' and a quadratic term for K; linear
fits to the K' data are good over the entire interval.

The pp and pp data are not well fitted by Eq. (7),
but appear to have curvature everywhere. They
were fitted to

C. Comparison with optical point

The values obtained for the parameter A (the
t =0 cross section) from the exponential fits gen-
erally agree with those expected from the optical
theorem. Figure 4 shows

de

~ ~

where the optical-theorem cross section is calcu-
lated from the total cross sections shown in Table
VI using

+geB t+ C tda
dt (8)

dt o T 19.58 (10)

This form reproduces the pp data out to about 0.5
GeV' (0.05 to 0.44 QeV' was used in the fits), be-
yond which there is a sharp break followed by a
shallow secondary peak near -t =0.8 GeV'. The
pp data follow the quadratic form out to about 1.5
GeV' (0.05 to 1.0 GeV' was used in the fits).

The results of the fits are shown in Fig. 3 and
summarized in Table X. The X"s indicate that
the data are in general well fitted by these simple
forms. Adding together the results from all four
moments, yields y' probabilities of 53%, 1.4%,
14%, 37%, 73%, and 43% for v', v, K K, p,
and p, respectively. The worst fits are for the
5- and 6-GeV/c v data, each with a y' probability
of about 3%; in both cases the large X' can be at-
tributed to a single point (-t=0.35 and 0.095. QeV'
for the respective momenta) about 3.7 standard
deviations low.

(units of mb and GeV'). Various dispersion-re-
lation predictions for 1+~' are also shown in Fig.
4. The pion extrapolations agree well with expec-
tations (with the possible exception of the 3-GeV
/c m' point) and there appears to be no need for a
break in these distributions at small t."' Our
values of ~' for K' are somewhat lower than most
dispersion-relation predictions (for example those
of Martin and Poole"), but are in agreement with
calculations such as those of Lusignoli et al. '~

The K extrapolations at 5 and 6 GeV/c seem about
100k low. A similar effect found by Henzi et al. '0

in high-energy ()7 GeV/c) K p data was ascribed
to an upward curvature at small t.

D. Comparison with previous experiments

The 5-GeV/c data of this experiment are com-
pared in Fig. 5 with previous experiments. The

TABLE VII. Corrections (percent) applied to the small-t 3-GeV/c data to eliminate Coulomb
interference effects.

-t
(GeV')

0.025
0.035
0.045
0.055
0.065

-5.7 + 0.7
-3.9+ 0.5
-3.0 ~ 0.4
—2.4+ 0.3
—1.9+ 0.3

2.1+0.7
1.6+ 0.5
1.3 + 0.3
1.0+ 0.3
0.9+ 0.2

-11.2 + 1.9
-7.6+ 1.4
-5.7 ~ 1.1
-4.5+ 0.9
-3.6 + 0.8

-2.4 + 1.9
-1.5+ 1.3
-1.1 + 1.0
-0.9+ 0.8
-0.7+ 0.7

-3.5+ 0.5
-2.4 ~0.4
-1.8 + 0.3
-1.5 + 0.2
-1.2 + 0.2

-0.5 + 0.8
-0.3 + 0.6
—0.3 + 0.4
-0.2 + 0.4
—0.2+ 0.3
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FIG. 3. Differential cross sections for the elastic scattering of six different particles from protons. The square
points at t= 0 were derived via the optical theorem from previous measurements. The parameters for the fitted curves
are given in Table X. The incident beam momenta are (a) 3 GeV/c, (b) 3.65 GeV/c. (c) 5 GeV/c, and (d) 6 GeV/c.

bubble-chamber experiments of MacNaughton
et al. , ' De Baere et al. ,

"Mott et al. , '~ and
B5ckmann et al."are generally in agreement with
this experiment, although their statistical errors
are somewhat large. The E bubble-chamber ex-
periment of Aguilar-Benitez" is about 40% higher

The counter experiments of Coffin et al. ,
' Rust

et al. , ' and Akerlof et al. ~ agree well with this
experiment. The high-statistics proton data of
Clyde" are in fair agreement (10%%u~ or 20% high in
some t regions), and the K data of Owen et al."
seem 40% low. The final results of Chabaud et al. ,

'
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TABLE VIII. Differential cross sections for elastic scattering from protons (mb/GeV ) as a
function of t (GeV2). The errors shown include statistical errors and the uncertainty in the
single Coulomb interference correction, but not the +4% uncertainty of over-all normalization.
Radiative corrections have not been made (Ref. 29). The t =0 values were derived from the
real-to-imaginary ratios and cross sections listed in Tables V and VI.

(a) 3 GeV/c

0.000
0.025
0.035
0.045
0.055

47.1 + 1.9
41.8~ 2.4
39.2 + 2.6
35.8~ 1.6
32.8+ 1.4

54.5 ~1.2
48.1*2.3
42.1 ~ 2.3
38.2 ~ 1.4
36.5 ~ 1.3

18.4+ 2.1
16.2 + 1.3
15.6~1.4

13.19+0.81
14.73~ 0.80

38.8 ~ 0.9
29.5 ~ 1.8
25.5 + 1.8
24.3 + 1.1
23.8 + 1.0

109.6+ 3.5
98.9+ 3.9
93.2 ~ 4.2
81.9~ 2.5
77.7 + 2.3

303.2 ~ 4.3
213.9+ 11.S
20S.5 + 12.6
154.0+ 7.0
147.8 ~ 6.4

0.065
0.075
0.085
0.095
0.110

0.13
0.15
0.17
0.19
0.21

0.23
0.25
0,27
0.29
0.31

35.1 ~

31.0~
29.7 +
27.0~

23.39+

21.69~
19.31~
15.85+
14.55 ~
11.00 ~

10.38+
8.70~
7.61+
7.18+
5.97 ~

1.5
1.4
1.3
1.3
0.84

0.81
0.76
0.69
0.66
0.58

0,56
0.51
0.48
0.47
0.43

37.3 + 1.3
29.1 + 1.1
29.6+ 1.1
24.S + 1.0

24.37 ~ 0.73

20.96 + 0.68
17.04 + 0.61
15.51 + 0.58
13.20 + 0.54
11.25+ 0.50

9.77 + 0.46
8.15 ~ 0.42
7.50 ~ 0.40
6.28 + 0.37
4,62 + 0.32

13.02 +
15.56 ~
12.13+
11.59~
11.26 +

11.46 ~
10.02 +
9.79*
8.97~
7.97~

7.23+
6.47 ~

6.17~
5.87+
5.83 +

0.75-
0.82

0.72
0.70
0.49

0.49
0.46
0.46
0.44
0.41

0.39
0.37
0.36
0.35
0.35

25.5 ~ 1.0
21.21 + 0.95
19.47 + 0.90
18.04 + 0.86
16.13+ 0.58 .

14.05 + 0.54
11.51 ~ 0.48
9.71 ~ 0.44
8.08 ~ 0.40
7.05+ 0.38

6.13~ 0.35
5.05+ 0.32
5.05 ~ 0.32
4.02 + 0.28
3.25 + 0.26

71.5+ 2.2
67.5 + 2.1
58.3 + 1.9
58.1~ 1.9
49.5 ~ 1.3
45.1~ 1.2
39.8R 1.1
34.5*1.1

28.52 + 0.96
23.89+ 0.88

21.91+0.84
20.67+ 0.82
17.73+ 0.76
15.16~ 0.70
13.68 + 0.67

131.7 ~ 5.9
114.0 + 5.5
104.8 + 5.3

92.8 +4.9
68.9~ 3.0

53.2 + 2.6
43.4 + 2.4
33.4 ~ 2.1
26.0+ 1.8
19.5 + 1.6
10.9+ 1.2
8.5+ 1.1

6.02+ 0.89
3.74 ~ 0.70
4.31+ 0.77

0.33
0.35
0.37
0.39
0.42

5.46 +
4.87 ~
3.66 ~

3.20 ~

2.67*

0.41
0.39
0.34
0.32
0.21

4.75 + 0.32
3.85 + 0.29
3.24+ 0.27
3.08+ 0.26
2.27 + 0.16

5.64+
4.62 ~
4.90 ~
4.25 ~
3.90 +

0.35
0.31
0.33
0.30
0.21

2.76 + 0.24
2.53 ~ 0.23
2.03 + 0.20
1.94 + 0.20
1.29 + 0.12

11.76 + 0.63
9.73 + 0.57
9.61 ~ 0.57
7.87 + 0.52
7.15~ 0.36

3.29~ 0.67
1.30 ~ 0.41
1.19+ 0.39
2.16+ 0.54
0.53 ~ 0.19

0.46
0.50
0.54
0.58
0.65

1.76 ~
1.49~
1.24 ~
0.98 +

0.614+

0.17
0.16
0.15
0.14
0.077

1.60 + 0.14
1.24+ 0.12
0.93 ~ 0.11
0.78 E 0.10

0.489 + 0.054

2.94 ~

2.51 +

2.27 +

2.21*
1.532+

0.18
0.17
0.17
0.17
0.095

1.01+0.11
1.01 + 0.11

0.521 + 0.077
0.371+ 0.067
0.367+ 0.045

5.58 ~ 0.32
4.93+ 0.30
3.70+ 0.27
2.99~ 0.25
2.34 ~ 0.15

0.60 + 0.21
0.80 + 0.24
0.57 + 0.21
1.15*0.31
1.31+ 0.22

0.75
0.85
0.95
1.05
1.15

0.460~
0.494 ~
0.211+

0.260 +
0.382 ~

0.072
0.080
0.062
0.083
0.118

0.329+ 0.047
0.290 + 0.047
0.147+ 0.036
0.247 + 0.059
0.391+ 0.091

1.130+
0.742 +
0.374 ~

0.313~

0.351+

0.086
0.075
0.058
0.065
0.087

0.121+ 0.027
0.119+ 0.029
0.083 + 0.026
0.089+ 0.032
0.143 ~ 0.052

1.52 + 0.13
0.99+ 0.11
0.77 ~ 0.11
0.64 + 0.12
0.82 + 0.17

1.24 + 0.23
0.62 + 0.17
0.73 ~ 0.19
0.52+ 0.20
0.12 + 0.09

1.25
1.35
1.45

0.313+0.114
0.022+ 0.063
0.111~0.126

0.138+0.054
0.118+ 0.055
0.077 + 0.056

0.234 + 0.072
0.124+ 0.056

0.109+0.046
0.087+ 0.045
0.134 + 0.080

0.38 + 0.12
0.42+ 0.13
0.50 + 0.21

0.41 ~ 0.22
0.30 ~ 0.19

(b) 3.65 GeV/c

0.000
0.035

- 0.045
0.055
0.065

0.075
0.085
0.095
0.11
0.13

43.8 6 1.7
35.5~ 2.1
33.7+ 1.5
32.0 ~ 1.3
27.7+ 1.2
26.7 + 1.2
23.4 ~ 1.1
24.1+ 1.1

22.87 ~ 0.79
19.07+ 0.72

50.3 ~ 1.1
37.8 + 2.2
32.9+ 1.4
34.3+ 1.4
29.7 + 1.2
30.4+ 1.3
26.2 + 1.2
23.6 + 1.1

23.39~ 0.79
19.06+ 0.71

17.4 + 1.8
12.7 + 1.1

13.12 + 0.85
12.97 + 0.78
12.98 ~ 0.77

14.49 + 0.82
11.81+ 0.73
10.93 +0.70
11.49 + 0.51
9.44 + 0.46

35.6 + 1.0
25.0 + 1.6
23.4 ~ 1.1
23.6 + 1.0

20.30+ 0.94

18.40+ 0.89
18.55+ 0.90
17.42 + 0.86
14.59+ 0.55
12.85 + 0.52

103.4 ~ 3.6
80.9 + 3.8
71.9 + 2.6
70.4 ~ 2.3
63.0 + 2.2

59.6 + 2.2
55.0+ 2.0
51.4+ 1.9
45.1*1.3
40.7 + 1.2

256.2+ 4.4
160.1 + 10.9
143.0 + 7.4
137.4 6 6.8
112.0 + 6.0

98.4+5.6
89.0+ 5.4
77.4 + 5.0
66.7+ 3.2
51.5+ 2.8
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TABLE VIII (Continued)

(b) 3.65 GeV/c

0.15
0.17
0.19
0.21
0.23

0.25
0.27
0.29
0.31
0.33

0.35
0.37
0.39
0.42
0.46

0.50
0.54
0.58
0.65
0.75

0.85
0.95
1.05
1.15
1.25

1.35
1.45
1.55
1.65
1.75

15.65+ 0.65
14.19+0.62
11.49 R 0.56
10.78 + 0.54
9.07 ~ 0.49

8.56 + 0.48
8.09+ 0.47
5.94 ~ 0.40
5.36 ~ 0.38
4.75+ 0.36

4.44 ~ 0.35
3.37 ~ 0.30
3.39~ 0.30
2.71 + 0.19
2.06 + 0,17

1.46 + 0.14
1.14 + 0.13
0.75 + 0.10

0.642 + 0.063
0.370 ~ 0.050

0.311+ 0.048
0.353+ 0.054
0.158+ 0.038
0.271 + 0,052
0.203+ 0.047

0.085 + 0.031
0.110+ 0.040
0.204 ~ 0.070
0.062 + 0.037
0.169+ 0.072

16.20 + 0.66
14.01 + 0.61
12.60 + 0.58
10.86 ~ 0.54
8.56+ 0.48

7.57+ 0.45
6.98+ 0.43
5.45 ~ 0.38
4.75 ~ 0.35
4.24 + 0.33

3.13~ 0.29
2.91+ 0.28
2.58 a 0.26
2.36 + 0.18
1.41+ 0.14

1.16+ 0.12
0.88 4 0.11

0.503 + 0.086
0.439+ 0.052
0.221 + 0.038

0.186 x 0.036
0.164 + 0.036
0.213+ 0.043
0.283 ~ 0.053
0.218+ 0.048

0.165+ 0.044
0.138E 0.045
0.149+0.058

8.66+ 0.44
8.49 E 0.44
7.60+ 0.41
7.32 6 0.41
6.33 6 0.38

6.59 ~ 0.38
6.11+ 0.37
5.05 ~ 0.33
4.80 + 0.32
4.05 ~ 0.30

3.87+ 0.29
3.30 ~ 0.27
4.22 + 0.31
2.86 + 0.18
2,68 + 0.17

2.05 + 0.15
2.02 + 0.15
1.60 + 0.14

1.243 + 0.080
0.849 + 0.069

0.576 & 0.059
0.435 6 0.055
0.345+ 0.051
0.151+ 0.035
0.175+0.040

0.104 + 0.032
0.027 + 0.016
0.114+ 0.047
0.027 R 0.019
0.030 + 0.022

9.97 ~ 0.45
9.28 ~ 0.44
8.39~ 0.42
6.85 + 0.38
5.94*0.35

4.91 + 0.32
3.62 ~ 0.27
3.80+ 0.28
3.29 ~ 0.26
3.16~ 0.25

2.20 + 0.21
1.98 + 0.20
1.78 + 0.19
1.62 + 0.13
0.99+0.10

0.834 + 0.096
0.570 + 0.080
0.499 + 0.075
0.2 94 + 0.037
0.161+0.028

0.091 + 0.022
0.079 E 0.022
0.061 + 0.020
0.120+ 0.030
0.074+ 0.024

0.111+ 0.032
0.024 + 0.014
0.081 R 0.037
0.097 ~ 0.044
0.135~ 0.057

33.6+1.1
30.1+1.0

25.26+ 0.99
23.19+0.95
19.62 + 0.87

18.24 + 0.84
15.66 + 0.78
11.84+ 0.68
10.29+ 0.64
8.86 + 0.59

9.13 + 0.60
6.91 + 0.52
6.59 ~ 0.51
5.63 + 0.34
4.83 + 0.32

3.90+ 0.29
3.05 + 0.26
2.54 ~ 0.23
1.85 + 0.13
1.09 + 0.10

0.95 + 0.10
0.685 R 0,093
0.654 6 0.095
0.434 + 0.081
0.402 + 0.083

0.255 + 0.067
0.276 + 0.081
0.159~ 0.071
0.086 6 0.054
0.144 + 0.078

33.9*2.3
24.5*1.9
20.2+1.7
15.6 ~ 1.5
12.0 4 1.3

8.3 + 1.1
4.84 + 0.87
5.13~ 0.90
2.68 + 0.65
1.55 s 0.49

1.13 + 0.41
1.00+ 0.39
1.01 + 0.39
0.49+ 0.19
0.64 + 0.23

0.73 ~ 0.25
0.51 + 0.20
0.36 ~ 0.17
0.52 + 0.14
0.78 + 0.17

0.49+ 0.14
0.73 + 0.18
0.48 6 0.15
0.42+ 0.15
0.24 ~ 0.11

0.13 + 0.08
0.09+ 0.06

(c) 5 GeV/c

0.000
0.035
0.045
0.055
0.065

0.075
0.085
0.095
0,11
0,13

0,15
0.17
0.19
0.21
0.23

0.25
0.27
0.29
0.31
0.33
0.35

38.9+ 1,5
28.7 + 1,2

27.44+ 0.96
26.90+ 0.88
26.67 + 0.87

22.93 ~ 0.81
21.24+ 0.78
20.01+0.75
17.63+ 0.50
16.24 + 0.48

13.72+ 0.44
12.94+ 0.42
11,25 + 0.40
9.29~ 0.36
7.87*0.33

6.51+0.30
5.71+0.28
4.96 k 0.26
4.50 + 0.25
4.12+ 0.24
3.30+ 0.21

44.3 ~ 1.0
34.5~ 1.2

2S.77~ 0.90
29.12 ~ 0.84
26.13+ 0.79

26.02 + 0.78
23.94*0.75
20.99+ 0.70
18.24 + 0.46
1,6.00 + 0.43

14.27 + 0,40
11.69+ 0.36
10.26 9 0.34
8.72 ~ 0.31
7.86 ~ 0.30

6.74 + 0.27
5.58*0.25
4.53 6 0.22
3.95+ 0.21
3.33 ~ 0.19
2.39+ 0.16

16.5 + 1,4
12.49 + 0.80
12.22 + 0.64
13,08+ 0.61
11,22 + 0.56

11.75 *0.57
10,08 + 0.52
10,18+ 0.52
9.93 ~ 0.36
8.81 + 0.34

8.75 ~ 0.34
7.14+0.31
6.97~ 0.30
5.75 + 0.27
5.86 + 0.27

5.03 + 0.25
4.29 4 0.23
4.53 + 0.24
3.81 + 0.22
3.15+0.20
3.52+ 0.21

31.97 ~ 0.97
21.01 + 0.98
19.05+ 0.75
18.96+ 0.69
18.40 4 0.67

15.97 + 0.62
14.71 ~ 0.59
13.88 + 0.57
12.88 + 0.39
10.20 ~ 0.34

9.55+ 0.33
7.53 + 0.29
7.13+0.28
5.88+ 0.26
4.88 + 0.23

3.76 R 0.20
3.68 6 0.20
3.01 + 0.18
2.78 + 0.17
2.36 + 0.16
1.99+ 0.15

96.3 + 3.4
73.1 ~ 2.6
68.3+ 2.1
62.1 + 1.8
56.7+ 1.8
51.3 ~ 1.7
48.5 6 1.6
42.4 ~ 1.5
38.2+ 1.0

34.80+ 0.99

30.15+ 0.92
25.17~ 0.84
22.78 + 0.80
17.48+ 0.70
16.82 + 0.69

13.40 R 0.61
12.06 + 0.58
10.47 + 0.54
8.55 + 0.49
8.05 + 0.48
6.75 + 0.44

204.8+ 6.9
135.6 ~ 8.0
122.4+ 6.2
107.1+ 5.4
93.2+ 5.0

79.9 E 4.6
67.9~ 4.2
60.6 + 4.0
46.0 + 2.4
40.0~ 2.3

31.9~ 2.0
25.0 + 1.8
19..1+1.5
12.6+ 1.3
10.1+ 1.1
7,14% 0.98
6.51 R 0.93
5.52 ~ 0.85
3.53 + 0.69
2.46 ~ 0.57
1.29 + 0.41
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TABLE VIII (Continued)

(c) 5 GeV/c

0.37
0.39
0.42
0.46

0.50
0.54
0.58
0.65
0.75

0,85
0.95
1.05
1.15
1.25

1.35
1.45
1.55
1.65
1.75

1.85
1.95

3.18+ 0.21
2.45+ 0.18
2.34 ~ 0.13
1.54 + 0.10

1.188+0.094
0.993+0.087
0.655+ 0.071
0.490 + 0.039
0.328 + 0.033

0.214 + 0.027
0.168 + 0.024
0.146+ 0.023
0.124 + 0.021
0.106+0.020

0.066 + 0.016
0.063 4 0.016
0.059+ 0.016
0.049 ~ 0.015
0.005 ~ 0.004

0.040 ~ 0.015
0.037 + 0.014

2.80 + 0.18
2.58 + 0.17
1.81+ 0.10

1.341~ 0.089

0.934 ~ 0.075
0.923 ~ 0.075
0.444 + 0.052
0.353+ 0.030
0.239+ 0.025

0.159~0.021
0.138+ 0.020
0.123 + 0.019
0.082 + 0.016
0.059~ 0.013

0.079+ 0.016
0.044 + 0.012
0.055 + 0,014
0.047 + 0.014
0.038 + 0.012

0.019+ 0.009
0.035 R 0.013

2.78 + 0.19
2.72 + 0.19
2.32 ~ 0.12
1.69*0.10

1.67 + 0.10
1,313+ 0.096
1.133+0.090
0.940 + 0.052
0.508 6 0.039

0.365 + 0.034
0,204 + 0.026
0.196+ 0.026
0.119+0.020
0.085 + 0.017

0.045 + 0.013
0.024 E 0.009
0.018E 0.008
0.014+ 0.007
0.010+ 0.006

0.011+ 0.007
0,012 R 0.007

1.45 + 0.12
1.44 + 0.12

1.349+ 0.088
0.936 R 0.074

0.760 + 0.067
0.475 ~ 0.053
0.360 ~ 0.047
0.248 + 0.025
0.1576 0.020

0.097 + 0.016
0.043 + 0.011
0.072 ~ 0.014
0.063 + 0.014
0.048 + 0.012

0.038 + 0.011
0.0516 0.013
0.034 6 0.011
0.024 + 0.009
0.009~ 0.005

0.014 ~ 0.007
0.020 6 0.009

6.47 + 0.43
5.54+ 0.40
4.19+ 0.24
3.64 ~ 0.23

2.64 ~ 0.19
2.15 + 0.18
1.66 ~ 0.16

1.227 + 0.089
0.687 + 0.068

0.598 + 0.065
0.337+ 0.049
0.226 + 0.041
0.197+0.039
0.234 + 0.043

0.131~ 0.033
0.1254 0.033
0.052 + 0.021
0.055 + 0.023
0.059+ 0.025

0.043 ~ 0.021
0.046 6 0.022

0.82+ 0.32
0.94 + 0.34
0.40 + 0.16
0.87 + 0.24

0.35+ 0.15
0.17+0.10
0.30+ 0.14
0.47 + 0.12
0.44 ~ 0.11

0.39+ 0.10
0.203 + 0.076
0.213 + 0.080
0.310+ 0.099
0.032 + 0.024

(d) 6 GeV/c

0.000
0.045
0.055
0.065
0.075

0.085
0.095
0.11
0.13
0.15

0.17
0.19
0.21
0.23
0.25

0,27
0.29
0.31
0.33
0.35

0.37
0.39
0.42
0.46
0.50

0.54
0.58
0.65
0.75
0.85

36.6 ~ 1.4
27.86+ 0.95
25.03 + 0.84
23.94 + 0.81
21.98+ 0.78

19.59+ 0.73
18.43 + 0.71
17.71~ 0.49
14.53 ~ 0.44
12.26 + 0.41

11.37+ 0.39
9.92 + 0.36
8.48 + 0.34
7.28 + 0.31
6.29+ 0.29

5.42+ 0.27
4.56 6 0.25
4.59+ 0.25
3.41 ~ 0.21
2.98 + 0.20

2.48 + 0.18
2.49+ 0.18
1.91+ 0.11

1.401 + 0.099
1.104+ 0.089

0.837 + 0.078
0.734 ~ 0.073
0.480 + 0.038
0.265 + 0.029
0.155+ 0.022

41.57 + 0.99
27.96+ 0.79
28.08 + 0.73
24.49+ 0.67
22.31+0.64

21.36 + 0.62
17.31E 0.56
17.06+ 0.39
14.80+ 0.36
13.18+ 0.34

10.81+ 0.31
8.90 + 0.28
7.86 + 0.26
6.65+ 0.24
5.96+ 0.23

4.86 R 0.20
4.02 + 0.19
3.80+ 0,18
3.24 + 0.17
3.05 ~ 0.16

2.29+ 0.14
1.92+ 0.13

1.663+ 0.087
1.150+ 0.072
0.802+ 0.061

0.611+ 0.054
0.577 E 0.052
0.376 + 0.027
0.256 + 0.023
0.155R 0.018

16.3 ~ 1.3
11.42 + 0.64
12.36 + 0.61
10,93 + 0.57
10.86 + 0.56

10.59+ 0.55
10.52 6 0,54
9.11~ 0.36
8.10+ 0.34
7.45 ~ 0.32

6.65+ 0.30
6.20 + 0.29
5.76 + 0.28
5.24 + 0.27
4.94 + 0.26

4.05 ~ 0.23
3.87+ 0.23
3.00+ 0.20
3.43 + 0,21
2.82+ 0.19

2.58 + 0,18
2.39+ 0.18
2.02 + 0.11
1.71 + 0.11
1.42 + 0.10

1,244 + 0.095
0.881 + 0.080
0.749+ 0.048
0.465+ 0.038
0.426 + 0.037

30.25 ~ 0.93
18.81 + 0.90
18.84 ~ 0.84
15.99~ 0.76
14.59+ 0.72

13.93 + 0.70
13.96 ~ 0.70
11.58+ 0.45
9.75 ~ 0.41
8.64 + 0,38

7.27 + 0.35
6.50 ~ 0.33
6.27 ~ 0.33
4.57 + 0.28
3.74+ 0.25

3.67 + 0.25
3.136 0.23
2.64 + 0.21
2.29+ 0.19
1.77 ~ 0.17

1.73 + 0.17
1.18+0.14

1.102 + 0.098
0.770 + 0.082
0.643 + 0.075

0.594~ 0.073
0.425 + 0.062
0.252 + 0.031
0.122 + 0.022
0.096 + 0.019

93.6 ~ 3.3
62.8 + 1.9
61.4 ~ 1.7
52.7+ 1.6
46.2+ 1.5
42.3+ 1.4
38.9*1.4

35.57 ~ 0.95
31.56 ~ 0.89
27.25+ 0.83

21.74 + 0.74
20.11a 0.71
17.38 + 0.66
14.61+ 0.61
12.90 + 0,57

10.43 ~ 0.51
9.34 ~ 0.49
7.44 ~ 0.43
6.14 + 0.39
5.79+ 0'.38

5.09+ 0.36
4.91+0.35
4.05 ~ 0.23
2.70+ 0.19
2.37 ~ 0.17

1.77+ 0.15
1.35 + 0.13

0.982 + 0.076
0.579+ 0.059
0.321+ 0.045

185.9+ 6.6
99.6~ 8.7
96.1+ 7.9
84.0 + 7.4
74.06 6.9

71.7+ 6.8
75.1 + 6.9
40.5 + 3.6
38.0+3.5
30.1 + 3.1
22.9R 2.7
18.9+2.4
14.1 + 2.1
7.5 ~1.5
6.9+ 1.4

5.9+ 1,3
3.2 ~1.0

2.29+ 0.84
2.86~ 0.95
2.29 R 0.83

1.72 + 0.71
0.57 ~ 0.36
0.97 ~ 0.39
0.28 + 0.18
0.14 ~ 0.11

0.14 + 0.11
0.28 + 0.19
0.06 + 0.05
0.37 + 0.15
0.33 + 0.14
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TABLE VIII (Continued)

(d) 6 GeV/c

0.95
1.05
1.15
1.25
1.35

1.45
1.55
l.65
1.75
1.85

1.95
2.05

0.157+ 0.023
0.089 R 0.017
0.076 E 0.016
0.079+ 0.017
0.042+ 0.012

0.040 + 0.012
0.011x 0.006
0.027 + 0.010
0.008 + 0.005
0.004 + 0.003

0.027 + 0.011
0.005 ~ 0.004

0.086 + 0.014
0.083 + 0.013
0.073 + 0.013
0.073 6 0.013
0.055 + 0.011

0.028 + 0.008
0.027 + 0.008
0.015 + 0.006
0.024 + 0,008
0.008 + 0.004

0.015+ 0.006
0.006 + 0.004

0.160+ 0.023
0.126+ 0.021
0.074 + 0.016
0.053 ~ 0.014
0.037 ~ 0.011

0.011+ 0.006
0.008 E 0.005
0.008 + 0.005
0.009 + 0.005
0.009+ 0.005

0.059~ 0.015
0.077 + 0.018
0.060 + 0.016
0.048 6 0.014
0.031+0.011

0.023 + 0.010
0.014*0.007
0.010+ 0.006
0.015+ 0.008
0.016+ 0.008

0.262 + 0.041
0.134+ 0.029
0.146 + 0.031
0.065 2 0.021
0.074+ 0.022

0.064+ 0.021
0.058 + 0.020
0.048 + 0.019
0.035 + 0.016
0.022 + 0.012

0.07~ 0.05
0.28 + 0.13

TABLE IX. Data of Table VIII combined into larger bins. Ph& in GeV/c; t in GeV; differential cross sections in
mb/GeV2.

3.65

0.00
0.03
0.06
0.10
0.16

0.24
0.32
0.40
0.48
0.56

0.00
0.06
0.10
0.16
0.24

0.32
0.40
0.48
0.56

0.00
0.06
0.10
0.16
0.24

0.32
0.40
0.48
0.56

0.00
0.06
0.10
0.16
0.24

0.32
0.40
0.48
0.56

47.0+ 1.9
40.4+ 1.7

33.68 + 0.72
25.73 + 0.62
17.63 + 0.36

9.33~ 0.26
5.81 + 0.21
3.02 + 0.15
1.62 + 0.11
1.10~ 0.10

43.8 + 1.7
29.95 ~ 0.66
23.33 ~ 0.56
14.86 + 0.32
9.08 ~ 0.25

5.09~ 0.18
3.03 + 0.14
1.73 + Q.11

0.926 4 0.084

38.9+ 1.5
25.98 + 0.44
19.07 R 0.36
13.43 + 0.21
7.22+ 0.16

4.18+ 0.12
2.566 + 0.097
1.354 + 0.071
0.807 R 0.056

36.6+ 1.4
24.61 + 0.42
18.35 ~ 0.35
11.91+ 0.20
6.77 + 0.15

3.84 6 0.11
2.190E 0.088
1.244 a 0.067
0.784 + 0.053

54.5+1.2
44.9~ 1.6

35.25 + 0.64
25.74 ~ 0.53
16.45 ~ 0.30

9.05 + 0.22
4.82+ 0.16
2.68 + 0.12

1.409 + 0.092
0.853 + 0.074

50.3 + 1.2
31.90 + 0.68
24.17+ 0.57
15.28 + 0.32
8.39+0.23

4.32 ~ 0.17
2.54 ~ 0.13

1.285 ~ 0.096
0.667 6 0.071

44.3+ 1.0
27.50 + 0.41
20.22 + 0.34
12.87 + 0.19
7.13+ 0,14

3.47 ~ 0.10
2.215 + 0.081
1.119+ 0.058
0.640 + 0.046

41.57+ 0.99
25.65 ~ 0.35
18.15 + 0.28
11.72 + Q. 16
6.24 + 0.11

3.511+ 0.089
1.870 6 0.065
0.960 ~ 0.047
0.594 ~ 0.037

18.3 + 2.0
15.86+ 0.94
14.14 ~ 0.39
11.56 + 0.35
10.02 + 0.23

6.92 + 0.19
5.48 + 0.17
4.22 + 0.15
2.71 + 0.12
2.24 + 0.11

17.4 + 1.8
13.37 + 0.40
11.43 + 0.36
8.52 + 0.22
6.58+ 0.19
4.42 + 0.15
3.33+ 0.14
2.34+ 0.11
1.80 + 0.10

16.5 + 1.4
12.08 + 0.30
10.03 ~ 0.26

7.88 + 0.16
5.21 ~ 0.13

3.74+ 0.11
2.534 R 0.092
1.683 + 0.076
1.220 + 0.066

16.4+ 1.3
11.41+ 0.29

9.81 + 0.26
7.06+ 0.15
4.96+ 0.13

3.28 + 0.11
2.242 6 0.089
1.564 + 0.075
1.047 R 0.062

38.78 ~ 0.91
27.41 + 1.28
23.74 + 0.51
17.38 ~ 0.42
10.61 + 0.23

5.77 + 0.17
3.09 + 0.12

1.604 + 0.092
1.010*0.075
0.439 ~ 0.051

35,65 + 1.05
21.39+0.49
16.20 + 0.41
10.01 + 0.23
5.20 + 0.16

3.07+ 0.12
1.751 + 0.096
0.911+ 0.071
0.533 ~ 0.055

31.97 + 0.97
18.09+ 0.34
13.57 + 0.28
8.51 + 0.15
4.47 + 0.11

2.510~ 0.085
1.399+ 0.063
0.844 + 0.050
0.413 + 0.036

30.25+ 0.93
17.00 ~ 0.40
12.72 + 0.33
7.94+ 0.18
4.47+ 0.14

2.41+ 0.10
1.265+ 0.074
0.704+ 0.056
0.503+ 0.048

109.6 ~ 3.5
96.0+2.8
74.4 ~ 1.1

53.69+ 0.93
36.48+ 0.54

2 Q. 93 + 0.41
12.42 + 0.32
7.89 + 0.26
5.24 E 0.21
3.32 + 0.18

103.4+ 3.6
66.2+ 1.2

49.04+ 0.98
31.98 ~ 0.56
19.00 ~ 0.43

9.98 + 0.31
6.17+0.25
4.34 + 0.21
2.78 + 0.17

96.3+3.4
i9.31+ 0.94
$1.69+ 0.77
37.86 + 0.44
14.79 ~ 0.32

8.36 + 0.24
5.01 + 0.19
3,10+ 0.15
1.89+ 0.12

93.6 +3.3
55.53 + 0.86
38.00~ 0.69
24.78+ 0.40
13.60 + 0.29

7.06+ 0.21
4.51 + 0.17
2.53 + 0.13
1.55 + 0.10

303.2 ~ 4.2
211.1+8.6
136.1 ~ 3.0
82.5 + 2.3
37.6+ 1.1

10.24+ 0.60
3.11+ 0.34
1.12 + 0.21
0.69+ 0.15
0.80 + 0.18

256.2+ 4.4
121.6 + 3.2

74.4 + 2.4
30.5 + 1.1
9.45+ 0.64

2.22+ 0.31
Q.71 + 0.17
0.68 + 0.17
0.43 + 0.13

204.8 + 6.9
99.4+ 2.6
54.3 + 1.9

27.98 + 0.98
8.79+ 0.55

2.83 + 0.32
0.62 ~ 0.14
0.55 ~ 0.14

0.232 + 0.086

185.9+ 6.6
88.0+ 3.8
55.5+ 3.0
26.5 + 1.4
8.26+ 0.83

2.69+ 0.45
1.05 + 0.28
0.20 + 0.10
0.20 + 0.10
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TABLE X. Results of fitting the cross sections. Fits of the type A exp(Bt) were made to the n and E' cross sec-
tions for the range 0.05& -t ~ 0.44 GeV; the form A exp(Bt +Ct ) was used for p and for p data over the intervals
0.05 to 1.0 GeV and 0.05 to 0.44 GeV, respectively. The superscripts + refer to the charge of the incident particle.
Errors shown include statistical errors and uncertainty in the corrections for single Coulomb scattering.

p beam
A+

Beam (GeV/c) (mb/GeV2)

B+
(GeV-2)

C+

(GeV 4)

X per
degree of
freedom (mb/GeV )

B
(GeV )

X per
C degree of

(GeV ) freedom

3
3.65
5
6

52.7 + 1.2 7.03 + 0.12
44.8 + 1.0 6.75 + 0.12
39.4 ~ 0.7 6.94+ 0.09
37.1 + 0.7 7.08 + 0.10

17/19
20/19
24/19
14/19

55.6 ~ 1.1
51.5+ 1.2
44.1 + 0.7
40.2 + 0.6

7.61 + 0.11
7 ~ 60 + 0.12
7.66+ 0.09
7.70+ 0.08

24/19
14/19
32/19
33/19

3
3.65
5
6

3
3.65
5
6

17.5 + 0.4
17.1 ~ 0.5
16.2 + 0.4
15.7 + 0.4

117.0 + 2.3
110.1 + 2.4
97.3 + 2.0
91.2+ 1.9

3.64+ 0.11
4.12 + 0.12
4.62 + 0.10
4.87 + 0.11

7.80 ~ 0.15
8.29+ 0.16
8.46 + 0.16
8.63 + 0.16

2.66 + 0.20
3.06 + 0.22
2.66 + 0.22
2.50 + 0.23

24/19
2 9/19
23/19
12/19

19/26
23/26
22/26
31/26

38.7 + 0.9
33.9+ 0.8
28.9+ 0.6
27.0+ 0.7

299K 19
264+ 20
194+ 14
198+ 22

7.96 ~ 0.13
7.57 + 0.13
7.65 + 0.10
7.57+ 0.13

12.2+ 0.8
12.1 + 1.0
11.4+ 1.0
12.4+ 1.5

—5.7*2.4
—7.6 +3.0
-5.9+2.9
-2.5 +4.0

16/19
22/19
24/19
18/19

28/18
12/18
15/18
19/18

while in better agreement than their early results, '
still tend to be somewhat lower than this experi-
ment. However, this discrepancy depends on the
reaction and the momentum transfer region.

The spread in previous data emphasizes the
need for the systematic survey of the present ex-
periment. The general agreement of the data from
this and previous experiments is additional evi-
dence that there are no large systematic errors
in the data presented here.

been noted previously. "" Our values for the pp
quadratic coefficient are shown in Fig. 8; they
agree well with those found previously~' " ~' and
show little variation with momentum.

The energy dependence of the forward slopes
was determined by fits of the type

B=Bo+B'ln

E. Total elastic scattering cross sections

The total elastic scattering cross sections at
each of the four beam momenta are listed in Table
XI and compared with previous results4' in Fig. 6.
These values were obtained by integrating the fits
of Table X from -t =0 to 0.44 GeV', and then
numerically integrating the experimental values
of do/dt from 0.44 maximum t of this experiment,
about 2 GeV'. Corrections for the contribution at
larger ] were made using estimates derived from
previously published work. This correction ranged
from typically 2% at 3 GeV/c to 0.2% at 6 GeV/c.

F. Slope at t=0

0

bo

II

OJ

+

I I I I

3 4 5 6
HS

1.2—

1.2—

I.Q

1.2 —
~ g

1.0

1.0
— -' .-"S

4 5 T

1.2—
MP

LRVS 4 5 6
10

5 6

1.2—
J' ~s

I I

6 Q
~ I

o

The t =0 slopes of our cross sections (parameter
Q in Table X) are compared in Fig. 7 with previous
values (obtained from the compilation of Lasinski
et al. ). Generally, the results of this experiment
are in good agreement with previous results, al-
though the old values show considerable Quctuation,
especially for pp and pp, where linear fits have
often been made in the past. The results of Foley
et al. so 4' for w' at p»z 7 GeV/c do not join
smoothly onto the lower-energy results, as has

p (GeV/c)
lab

FIG. 4. The quantity 1+ u 2 = A/(do/dt)o y - plotted vs
laboratory momentum for the six particles indicated. o.
is the real-to-imaginary ratio, A is the t = 0 cross
section found from the fits of Table X, and (do/dt)op s
the optical-theorem cross section. The curves shown
are from calculations of Hohler and Strauss (HS) (Ref.
31), Martin and Poole (MP) (Ref. 39), Lusignoli et al. ,
(LRVS) (Ref. 32), and Soding (S) (Ref. 35).
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with results given in Table XII. The coefficient
B' is twice the slope of the effective Regge trajec-
tory. The energy dependence of the quadratic co-
efficient C is also shown for pp and pp scattering.
The fits are all quite reasonable, the worst X'
probability being 15%. The v' and p slopes are
constant to within one standard deviation; the g
data show marginal antishrinkage (1.7 standard
deviations), while the K' and proton data show a
very definite shrinking.

Leader and Pennington" suggested that a new
variable be used in place of t and that the use of
this variable would reduce the energy dependence
of the slope and hasten the approach to asymptopia,
especially for. &' and proton elastic scattering.
Their parameter reduces to

2 Plab
p,

2

where ~ is the proton mass, s is the center-of-
mass energy squared, and p~ is the transverse
momentum of the scattered particle. If one fits
the small-g data to the form es~ instead of e ',
then

B
(&Mphb/s)

(13)

Values of p have been calculated from the B's of
Table X and tested for energy dependence by taking
the difference between the values at 3 and 6 GeV/c.
The results are shown in Table XIII. For compar-
ison, differences of the parameter B are also
shown. While only K' and proton slopes, as rep-
resented by the parameter B, show significant
dependence, all p's show considerable variation
from 3 to 6 GeV/c. Thus the description of our
small-t data is simpler in terms of t than in terms
of the Leader-Pennington variable n'.

The slopes of our forward peaks agree qualita-
tively with a simple geometric model of Krisch. ~
In this model, two Lorentz-contracted Gaussian
distributions are folded together to predict the
forward slope for xp elastic scattering to be
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In this equation P„ is the center-of-mass velocity
of the interacting particle (pion, kaon, or proton)
and pp is the velocity of the target proton. The
symbol &x'~ (s} denotes the total xp cross section at
center-of-mass energy Ws. The A,' are the only
free parameters and are related to the effective
rms radius of a particle at high energy by

t(Gev )-
FIG. 5. Comparison with other experiments (Refs. 7-

17) at beam momentum 5 GeV/c (or as labeled). For
clarity the results of this experiment are shown as
solid lines corresponding to the fits of Table X in the t
interval used for the fits.

given by

(Z,'), „=-,'A, '. (15} O„tfXR ~ (16)

Variation of radii with energy is assumed to be The curves in Fig. 7 show the results of this model
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TABLE XI. Total elastic cross sections. The errors shown are dominated by the over-all
normalization uncertainty of +4%; the particle-antiparticle relative uncertainty (including
statistics) is about +2.3% for ~' and K~ and +3% for p and p.

p
(GeV/c)

o(n p)
(mb)

o (7I "P)
(mb)

a(K'p)
(mb)

o(K p)
(mb)

~(pp)
(mb)

~(Jp)
(mb)

3
3.65
5
6

7.84+ 0.33
6.88 + 0.29
5.79 ~ 0.24
5.33+ 0.22

7.57+ 0.31
6.97 + 0.29
5.85 + 0.24
5.30+0.22

4.81 + 0.20
4.26 + 0.18
3.53 ~ 0.15
3.26 ~ 0.14

5.06 + 0.21
4.60 + 0.19
3.84 E 0.16
3.62 ~ 0.15

17.2 + 0.7
15,2 + 0.6
12.7~0.5
11.5*0.5

23.7+ 1.0
20.6 + 0.9
16.0 a 0.7
15.6 + 0.8

for A'=6, 3, ahd 10.5 QeV ' for m, K, and proton,
respectively. These values, whose determination
is described below, correspond to rms radii of
0.59, 0.42, and 0.78 F. With only three parame-
ters the model of Krisch qualitatively describes
the slopes down to about 3 GeV/c.

The slopes at each of our four momenta were
used to separately calculate the A's of Krisch's
model. For protons and antiprotons the slope of
the quadratic fits at -t =0.10 GeV' was used, this
being a typical momentum transfer for the forward
peak. The A~"s obtained are shown in Fig. 9 and,
as expected, seem fairly independent of incident
momentum. The values found with the pp slopes
are somewhat higher, but this depends on the t
value at which the slope is evaluated. Taking Ap'
=10.5 QeV ', A, ' and A~

' were calculated. As
expected, A, +'-A, ' and there is little variation

with energy. While A~+' is also energy-indepen-
dent, A~-' varies considerably, going from 5.1
to 3.4 GeV ' from 3 to 6 GeV/c. Although the
agreement of A~-' with A~+' improves with in-
creasing energy, a difference of 1.1+0.3 QeV '
still rema. ins at 6 GeV/c.

G. Shape of the diffraction peak

The question of the exact shape of the forward
elastic scattering peak has received considerable
attention recently with the observation" at the
CERN ISR of a fairly sharp change of slope in pp
elastic scattering near -t =0.1 GeV'. Similar
effects had been noted previously for protons at
lower energies by Carrigan, "and it has been re-
cently suggested that they may also be present in

gp scattering at small f." In an effort to find de-
viations from the exponential fits of Table X, we
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FIG. 6. Comparison of the total elastic scattering cross sections of this experiment (solid points) with previous
results (Ref. 41); see Table XI for a discussion of the errors.
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FIG. 7. Comparison of the t = 0 slopes of the differential cross sections of this experiment (solid points) with previous
experimental results from the compilation of Lasinski et al. &Ref. 42). The curves are from the geometric model of
Erisch (Ref. 493.

have plotted in Fig. 10 the ratio of data values to
the fitted values, together with the statistical un-
certainty in the fitted function. Although it is pos-
sible to find deviations at any one energy, none
has high statistical significance nor is present at
other momenta.

To estimate the sensitivity of the results to the
form used, fits were also made using the sum of
two exponentials

8 = (a,b, + amb, )/(a, + am) .
For p' and g' these slopes are very close to those
of the linear fits. The t =0 proton slopes from the
two-exponential fits are definitely smaller, by
about 0.6 GeV ', an indication of the systematic
uncertainty involved in the determination of this
quantity.

over the interval 0 ~ -t& 1.5 GeV'. The results
are shown in Table XIV. The g' and g' fits were
only qualitatively successful, with the X' per de-
gree of freedom averaging 1.26. The p fits were
not at all good, as one might expect from a simple
inspection of Fig. 3.

The proton fits were excellent. , with a total X'
of 123 for' l32 degrees of freedom. The fitted func-
tion follows the quadratic fit of Eq. (6) and Table X
to within +3% from -t =0 to O. V GeV' (+10% to 1.3
GeV'), and there is little basis on which to choose
between the two forms. The two-exponential fits
at 3 and 3.65 GeV/c extrapolate somewhat better
to the values expected at t =0, while the 6-GeV/c
fit is a little worse.

The t =0 slope for the two-exponential fit is given
by

4P~ &-()
CL

I
I a

QUADRATIC COEFFICIENT FOR pp SCATTERING

o Ryan
x Alexander
& Horting
{ Foley
o This experiment

() ()()

O I

0.8 I.O
s I s I s I a I

4 5 8 IO

p (GeV/c)
lab

20

FIG. 8. Comparison of the quadratic coefficients from '

the pp fits of this experiment and that of previous
experiments (Refs. 43, 45-47).
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TABLE XII. Momentum dependence of the forward slopes B and quadratic coefficients C
of Table X. Fits were made to the form B =Bo+B ln(pI, b/4 GeV/c); the X goodness of fit
is shown for 2 degrees of freedom.

Particle
Bo

(GeV )

B'
(GeV 2)

C()

(GeV 4)

C'

(GeV 4) X

K
K

6.94+ 0.06
7.64 + 0.05

4.20+ 0.06
7.72+ 0.06

8.22+ 0.08
12.0 R 0.5

0.18+ 0.20
0.14+ 0.18.

1.76 + 0.20
-0.42 + 0.24

1.11+ 0.29
-0.6 + 2,0

4.1
0.1

0.9
3.0
1.7
0.4

2.74 + 0.11
—5.7 ~1.5.

—0.35 + 0.40
3+6

2.7
0.8

H. C=+1 exchange

The average of particle and antiparticle cross
sections

80' Go'
~ = l —(x-p) + —(x'p)~

d$ d$
(18)

is shown in Fig. 11 for 5 GeV/c. Here x' indicates
the beam particle. Interference between the am-
plitudes F' and F, corresponding to g-channel
exchange with charge conjugation P =+1 and -1, is
eliminated by this average:

~ = IF'I'+IF-I' (19)

& =
I
I'+f

1 ..~' (21)

A minimum amount of F is required by the
particle-antiparticle cross-section differences,

(the sum over nucleon spine has been omitted for
clarity). One usually assumes the dominance of
F', in which case

(20)

The Pomeron dominates the F' amplitude, but at
our energies Pomeron interference with f exchange
is also important"'3:

F I [do/dt(x P))'" —[do/dt(x'P)]"' I

F+
l [da/dt(x p)]"+[do/dt(x'p)]"'

The equal sign would hold if F and F' were in
phase and populated the same spin state. This
minimum value is shown in Fig. 12 for 5 GeV/c.
At intermediate momentum transfer IF /F'I must
be at least 10%%uc for kaons and 20%%uc for protons.

Exponential fits to Z were made over the range
0.05& -j& 0.44 GeV', with results shown in Table
XV. Although the linear form follows the pion
data out to -I,= 0.7 GeV', the kaon and proton fits
worsen considerably when the range is extended
from 0.44 to 0.70 GeV'. Fits to the sum of two

l2—

IO—

OJ
I

8—
C9

TABLE XIII. Differences of the forward 3- and 6-
Bn2GeV/c slopes for the forms e and e+, where n is

the Leader-Pennington variable (Ref. 48).

Particle
Bt; —B3
(GeV )

~6-~3
(GeV )

K+

K

0.05 + 0.16
0.09+ 0.14

1.23 + 0.16
-0.39+ 0.18

0.83 + 0.22
0.2+ 1.7

-1.20 + 0.20
-1.26 + 0.17

0.60 + 0.21
-2.45 + 0.25

-2.78 + 0.35
-5.8 + 2.6

I I

4 5
p (Gev/c}
lab

FIG. 9. The radius parameters A calculated from the
data of this experiment for the geometric model of
Krisch (Ref. 49).
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FIG. 10. Ratio of the experimental cross sections and the exponential fits of Table X. The square points at t = 0 were
derived from total cross section and real-to-imaginaxJJ ratio via the optical theorem. The curves show the statistical
uncertainty in the fitted function and are dashed beyond the t region used in the fits: (a) pion comparison, {b) kaon com-
parison, and (c) proton comparison.

exponentials were made over the interval 0 to
1.5 GeV~, with results shown in Table XVI. Good
fits were found for Z~, but several of the g and
K fits had rather large )I*. The 5-GeV/c fits to
two exponentials are compared with the data in
Fig. 11.

. I. The crossover point

The crossover point I;, is defined as that value
of momentum transfer for which particle and anti-
particle have equal cross sections. As has been
known for some time, all three particles have

crossovers in the neighborhood of 0.2 QeV~. To
determine the crossover from our data, we fit

in —(x-p) —(x'g) =a +bt
dg' dg +

dt dt
(23)

over the interval 0.05& -t,& 0.28 GeV' for g' and
For protons, the more restricted range 0.08-

0.22 GeV' was used to reduce the effect of curva-
ture and a correction of 0.002 QeV' was made to
compensate for this systematic effect. The cross-
over points, given by
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TABLE XIV. Results of fits to the differential cross sections over the range 0 ~ —t & 1.5 GeV using the sum of two
exponentials, dg/dt = a&e~~+ a2e ~~. A and B are the corresponding t =0 intercept and effective slope. Fits of this type
failed for the p data, and their results are not given here.

p
(GeV/c)

a&

(m.b/GeV )
b)

(GeV-2)
Q2

(mb/GeV2)
b2

(GeV 2)
A

(mb/GeV )

B
(GeV-2)

X per
degree of
freedom

3
3.65
5
6

3
3.65
5
6

3
3.65
5
6

3
3.65
5
6

3
3.65
5
6

51.8+ 0.9
45.6 ~ 0.8
39.4 ~ 0.6
37.5 ~ 0.6

56.0+ 0.9
51.4+ 0.9
44.3 + 0.6
40.7 ~ 0.5

18.1+2.0
15.8 + 2.2
15.1 + 2.0
14.0 ~ 3.0

37.6+ 0.7
34.2 + 0.7
28.7 6 0.5
27.5+ 0.6

107.3 + 1,9
99.9+ 1.7
90.5 ~ 1.4
83.1 + 1.9

7.17~ 0.14
7.04 ~ 0.14
7.14 ~ 0.10
7.33 + 0.13

7.80+ 0.11
7.73 ~ 0.10
7.88 + 0.10
8.03 a 0.11

3.64 + 0.23
4.10+ 0.26
4.77 + 0.34
5.09+ 0.48

7.88 + 0.11
7.76 ~ 0.13
7.69+ 0.10
7.83 ~ 0.16

7.64 + 0.23
7.76 + 0.20
8.04 + 0.18
8.55 ~ 0.27

0.27+ 0.20
0.28 + 0.16
0.25 + 0.10
0.37 6 0.18

0.21 + 0.11
0.06+ 0.03
0.23 ~ 0.09
0.42 ~ 0.14

—0.6 + 2.2
0.8 ~ 2.3
0.9+ 2.1
1.6 ~ 3.2

0.03+ 0.03
0.12 + 0.07
0.06 + 0.03
0.17~ 0.11

6.6 + 2.1
4.1~ 1.1
3.4 ~ 1.1
6.0 + 2.2

0.43 + 0.70
0.56 + 0.47
0.85 ~ 0.38
1.50 ~ 0.4

0.31+ 0.50
-0.81 + 0.43

0.98 + 0.34
1.64 + 0.32

2.2 + 2.0
2.7+2.0
2.7 ~ 1.5
3.1 ~ 1.8

—0.8 + 0.7
0.7 + 0.6
0.2 + 0.5
1.2 R 0.5

2.2+ 0.3
1.9+ 0.3
2.4 + 0.3
3.5 ~ 0.4

52.1 + 1.0
45.9+ 0.9
39.6 + 0.6
37.9*0.6
56.2 + 0.9
51.4+ 0.9
44.5+ 0.6
41.1 E 0.6

17.48+ 0.37
16.58 + 0.38
16.00+ 0.33
15.52 + 0.37

37.61 + 0.67
34.33 + 0.69
28.78 ~ 0.47
27.70 R 0.60

113.9+ 1.9
104.0+ 1.9
93.9+ 1.6
89.1+ 1.7

7.14+0.12
7.00+ 0.12
7.10+ 0.09
7.28 + 0.11

7.77 ~ 0.10
7.72 + 0.10
7.84 ~ 0.09
7.96 + 0.10

3.69+ 0.12
4.03 ~ 0.14
4.66+ 0.13
4.89 + 0.21

7.87+ 0.11
7.73 + 0.12
7.68 + 0.09
7.79 + 0.14

7.32 + 0.15
7.53 + 0.15
7.84 + 0.14
8.21 + 0.17

49/34
42/33
40/33
22/32

42/34
38/33
62/33
51/32

41/33
43/33
44/33
34/29

39/34
37/33
44/33
30/32

31/34
25/33
29/33
38/32

t, =a/b, - (24) IOO-

are listed in Table KVII and displayed in Fig. 13,
with statistical errors indicated. The systematic
errors in t, are +0.025, +0.004, and +0.002 QeV'
for pion, kaon, and proton, respectively, corre-
sponding to the 1.5% uncertainty in relative nor-
malization.

The crossover points are consistent with no
energy dependence, as seen in Fig. 13 and by fits
to

(25)

IO

IO

IOO

C9

E
IO

The most suggestive case (that for kaons) yields a
value for t' one standard deviation from zero,
implying a change in -t, of 0.010+0.010 QeV' for
the factor-of-2 change in beam momentum from 3
to 6 GeV/c. For the pion and proton cases the
corresponding change is -0.017+0.032 and -0.003
+0.008 GeV, respectively. Our pion crossover
points connect within errors to the finite-energy-
sum-rule result" t, =0.25 +0.10 G-eV' at 1.5 GeV/
c. Energy independence of the kaon crossover is
also suggested by the preliminary result of a re-
cent 13-GeV/c SLAC measurement, "0.22+0.03
QeV', within errors of our average value of 0.190
~ 0.006 QeV'.

2.5te'

O. I =

O.OI

0.4 0.8 I.2 I.6 2.0

-~ (Gev')

FIG. 11. Average of the particle-antiparticle cross
sections at 5 GeV/c. The curves show results of fits
over the range 0-1.5 GeV2 using the sum of two exponen-
tials (Table XVI).
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r =0.475/(-f, )'Ia F (26)

Equating the first zero of Jgr(-i)'") with the
crossover point, one can calculate the effective
radius for the source of the C =-1 amplitude:

0.8-
MINIMUM IF I/IF+I AT

G8-

0.4- 0.4- ~ ~ ~
----~ a & %a ~I~

0 0.4 0.8 I.2 0 0.4 0.8

5 GeV/c

0-8—
P

0.4-
e

1.2 0 0.4 0.8 1.2

for t, in GeV'. The average values of g, and the
corresponding radii are listed in Fig. 13; the er-
rors include systematic uncertainties. The kaon
crossover points are displaced 0.028y0. 007 GeV'
from the proton crossovers, giving an effective
radius of 1.09 F instead of 1.18 F. While compat-
ible with the proton, the radius for gp scattering
may be somewhat larger. The fact that -t, for
kaons is slightly larger than for pions has been
ascribed in part to a difference in absolute phase
for the nonf lip I, =0 amplitude and in part to the

pp high partial-wave contribution. "
Since t, is energy-independent, the effective

radii are also energy-independent, as expected in

simple geometric models. This disagrees with

the geometric model of Krisch, described above,
for which y' o-o„, . For pp and pp interactions such

a dependence would change r by factors of 0.96 and

0.88, respectively, when going from 3 to 6 GeV/c,
compared with the factor calculated from Eq. (26)
of 1.01+0.02. Apparently the sources for I' and

are independent, the diffractive radius changing
with energy and particle while the effective source
radius of the C =-1 amplitude remains fixed. This
result casts doubt on the strong-absorption idea
that the source of I' is the periphery of the strong-
ly absorbing region, in which case the radii for

and F' should scale together.
The energy independence of our results also

disagrees with the suggestion of Cline and Matos"
that the K crossover moves as -t, =0.35p„b

-t(GeV )

FIG. 12. Minimum value of the ratio (F (/(E+( of the
amplitudes for t-channel exchange with C= -1 and +1
at 5 GeV/c.

The quantity

J. C=- 1 exchange

g -0
[8(o- +g+)]'" (27)

is plotted in Fig. 14, where o'= do/dt(x'P). This
quantity should, to a good approximation, isolate
that part of the t."= -1 exchange amplitude with the
same phase and spin state as the Q =+1 amplitude,
expected to be mainly imaginary nonf lip." The
errors shown are mainly statistical, with the t =0

GeV', a change of -0.06 GeV' going from 3 to 6
GeV' compared with our +0.01 + 0.01 GeV'. A].-
though the errors are relatively large, the pion
crossover does not appear to move out with in-
creasing energy as suggested by Hartley and Kane. "
Our values for the crossovers are in disagreement
with the results of various calculations; for ex-
ample, Park et al."found a pion crossover of
0.26 GeV' at 6 GeV/c in a complex-Regge-pole
model, and Henzi et al. ' calculated a kkon cross-
over of 0.3 GeV' at 5 GeV/c in a Regge eikonal
model.

TABLE XV. Polynomial fits to in[2(do'/dt +do /dt)] over the interval 0.05 & —t & 0.44 GeV,
similar to the fits of Table X.

P
(GeV/c)

A
(mb/GeV2)

B
(GeV 2)

C
(GeV )

X per
degree of
freedom

3
3.65
5
6

3
3.65
5
6

.3
3.65
5
6

54.0+ 0.8
48.0+ 0.8
41.7 + 0.5
38.6 + 0.4

25.9+ 0.4
24.3 2 0.4
21.7~ 0.3
20.7 4 0.4

225+ 7
200+ 8
152+ 6
153~ 9

7.31~ 0.08
7.16R 0.08
7.30 ~ 0.06
7.39~ 0.06

5.65 + 0.08
5,80 + 0.09
6.09+ 0.07
6.20 + 0.09

12.5 + 0.4
12.4 ~ 0.4
11.3*0.4
12.2 + 0.6

6.6 + 0.9
5.5 + 1.0
3.4+1.0
5.2 +1,5

23/19
23/1 9
25/19
20/19

30/19
24/19
31/19
18/19

21/18
18/18
18/18
20/18
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TABLE XVI. Fits to Z =2[de/dt (x p) +do/dt (x+p)] over the range 0~ -t & 1,5 GeV using the sum of two exponentials,
a&e & +a2e 2'. A and B are the corresponding t =0 intercept and effective slope.

p a&

(GeV/c) (mb/GeV )
b)

(GeV 2)
Q2

(mb/GeV2)
b2

(GeV )

. A
(mb/Ge V2)

B
(GeV 2)

)( per
degree of
freedom

3
3.65
5
6

3
3.65
5
6

3
3.65
5
6

54.0+ 0.6
48.5 + 0.6
41.7+ 0.4
39.0+ 0.4

22.8 + 1.6
21.5 + 1.1
20.8 ~ 0.4
18.9 4 0.9

204 +3
182 ~3
148 ~3
136+4

7.4S+ 0.09
7.37 + 0.08
7.49+ 0.07
7.68 ~ 0.09

6.79 + 0.44
7.02+ 0.39
6.59 + 0.19
7.12 ~ 0.34

11.7 + 0.2
11.7 + 0.2
11.2 + 0.2
11.1 + 0.2

0.22+ 0.10
0.14 + 0.05
0.24+ 0.07
0.42 ~ 0.12

4.1 + 1.9
3.9+ 1.3
1.3+ 0.5
2.6 + 1,1

6.1+0.8
4.3 ~ 0.5
3,5 + 0.6
2.7 ~ 0.7

0.27 + 0.43
-0.13+ 0.31

0.88 + 0.26
1.60+ 0.26

2.9~ 0.5
3.0~ 0.3
2.5+ 0.3
3.3 R 0.4

2.2+ 0.2
2.1 + 0,2
2,5~ 0.2
2.8 6 0.3

54.2+ 0.7
48.6 + 0.7
42.0+ 0.4
39.5 ~ 0.4

26.9+ 0.5
25.4+ 0.5
22.0+ 0.3
21.5+ 0.4

210~4
187+4
151+3
139+4

7.45 + 0.08
7.35+ 0.08
7.46 ~ 0.07
7.62 + 0.08

6.19+ 0.19
6.40 ~ 0.19
6.35 + 0.12
6.66 + 0.17

11.41+ 0.16
11.44+ 0.17
11.04 ~ 0.17
10.92 + 0.22

62/34
56/33
57/33
31/32

40/33
33/ 33
53/33
39/32

37/33
30/33
33/32
26/31

errors enlarged to reflect the uncertainties in
relative normalizatiori. The values for h are con-
siderably smaller than for ~z and h~. The key
to this difference presumably lies in the fact that
G parity forbids & exchange in pion scattering and

that nonflip + exchange is considerably larger than
nonf lip p exchange.

The curves in Fig. 14 are fits to the form used
by Davier and Harari, '

~ = as "Z,(r(-t)'"),
over the interval 0 ~-g& 0.8 GeV'. This form is
appropriate if the imaginary nonf lip amplitude is
strongly absorbed. ' " The fit results are given
in Table XVIII. The X"s obtained at 3 GeV jc were
somewhat large, but otherwise the fits are gener-
ally good in this f interval. The values of a
=d, (t =0) from the pion fits are somewhat lower
than expected; although this discrepancy can be
explained by normalization uncertainties, it could
be indicative of an even faster rise in h„at small
I, than given by J',."

At larger t the fitted function recrosses the
abscissa, predicting a second crossover point at

TABLE XVII. Crossover points -t, (GeV ) obtained
from linear fits on the semilog plot, ln(cr /0') vs t.
The relative normalization uncertainty of +1.5% is not
included in the errors shown.

.25-

.20-

I I I I I I

CROSSOVER POINTS

.I5—)

.IO-
CP

l

.05-

I I

2.5

(-Ic)
7T .I4 2.05
K .I90g.006
p .162+.004
I I I

4 5 6

p~, h
(Gev/c)

l.27+.I3
I.09+.02
I.IS+.02

I I

7 8

t,' =5.3t,. Contrary to this, the data gradually ap-
proach zero, becoming rather small, possibly with
a second crossover at larger ], but certainly with
a much smaller overshoot than predicted. This
behavior is consistent with the gpss absorption mod-
el of Masuda. 4 Also, such discrepancies are not
unexpected since real parts and flip amplitudes
may be important at these large values of t.

The exponential coefficient 5 is related to the
width of the peak in impact-parameter space. '
The values found for & by the fits are small for
both pions and kaons, consistent with zero within
the large errors for pions, but with a systematic
energy dependence for the kaons. Some of the

P beam

(GeV/c)

3
3.65
5
6

0.094 + 0.040 0.186 + 0.006
0.166 + 0.023 0.189+ 0.006
0.158 + 0.022 0.189+ 0.007
0,125 + 0.016 0.202 + 0.010

0.1692 0.005
0.157 + 0.004
0.159+0.006
0.172 + 0.010

FIG. 13. Comparison of the crossover points t, for
pions, kaons, and protons. The effective radius r (in
fermis) was calculated by taking the position of the first
zero of Jo(r(-t)~~t) at t = (t, ). The errors on the plotted
points show only the statistical uncertainty, while those
for (-t, ) and r reflect both the statistical and the +1.5%
uncertainty in the relative particle-antiparticle normal-
ization.
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5 GeV/c
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FIG. 14. Fits to the quantity b, = (o -o+)/[8(o +o')) ' t with a paramstsrization of the formos~'J~(r( t) ~t) over t-hs

interval 0 ~-t &0.8 GeV2 as suggested by Davier and Harari (Ref. 1). These fits are summarized in Table XVIII.

pion and kaon fits give unphysical values of 5, less
than zero, but always consistent with zero. For
protons 5= 1 GeV ' and slowly decreases with mo-
mentum. The parameter y is mainly determined
by the crossover point and therefore has the en-
ergy independence discussed previously.

For their amplitude analysis, Halzen and
Michael estimated the elastic-scattering differen-

tial cross sections by interpolating the existing
data. ' Our data agree well with their estimate,
and a comparison of 4„is shown in Fig. 15.

Our 5-GeV/c 6» agrees fairly well with the final'
(but not the preliminary'} results of Chabaud et al.
Our' data extend to smaller t, while Ghabaud eI; al.
have better statistics at large g. Some small sys-
tematic differences can be seen in Fig. 16.

TABLE XVIII. Results of fitting 4 [Eq. (27)] over the —t range 0-0.8 QeV2 to the form
osltg (~( t )t/2)

Beam
Pbeam

(Gev/c) ~(mb/Gev2) ~~2~

b

(GeV 2) (GeV ')

per
degree of
freedom

3
3.65
5
6

3
3.65
5
6

0.19+0.06
0.19+ 0.05
0.16+ 0.04
0.10+0.04

0.88 + 0.04
0.81+0.04
0.65 + 0.04
0.60~ 0 ~ 04

3.34+ 0.09
2.95+ 0.10
2.24 + 0.10
1.97 + 0.12

0.16+0.92
-0.44 + 0.66
-0.20 + 0.66
-1.23 + 0.97

-0,18+ 0.11
0.15+0.12
0.24+ 0.13
0.40+ 0.15

1.28 ~ 0.09
1.16+0.11
1.00 + 0.13
0.89 ~ 0.16

6.39+0.34
5.76 + 0.28
6.91~0.26
6.31+ 0.20

6.46 + 0.05
5.31+ 0.07
5.40 + 0.07
5.28 + 0.08

6.13+ 0.05
6.10+ 0.05
6.10+ 0.06
5.88 + 0.09

13/9
3/8

12/8
5/8

62/28
43/27
34/27
21/26

44/28
18/27
16/27
28/26
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6 GeV/c

O HALZEN-MICHAEL

e THIS EXPERIMENT

O.I— 2t(G-ev )
0.2 Oe4 0.6 O.8 I.O

-0 I—

FIG. 15. Comparison of h, ~ from this experiment with
the compilation by Halzen and Michael (Ref. 2).

The energy dependence of b, has been studied
using the form

(29)

vnth separate fits at each I; to data from all four
energies. The parameter e is a constant and z
is the effective Begge trajectory. If & or p ex-
change is important, one expects

(30)

The fitted results for z are compared in Fig. 17
vrith the expected trajectory. The pion error bars
are too large for any conclusion to be drawn. The
kaon points lie along the expected line, although
with large fluctuations. The proton z is close to
zero for 0 ~-g& 0.4 GeV', after which it increases,
suggesting that other exchanges or cuts are impor-
tant, or that the dominant amplitude is no longer
imaginary Qonfllp

K. m and p universality

SU(3) symmetry with E-type c«p»ng, as given

by the quark-model predictions of Barger et al. ,
suggests"

(31)

(32)

I.O hi

2 0.4 0 6

I.O- Q~
K

02 $ y $08 .8

-e (Gev )

cr —cr~ a(t) - I
=OS

+8(o +cr )

FIG. 17. Comparison of the effective trajectory for the
4's found in this experiment with the expected p, cu

Regge trajectory„o. (t) = 0.5+ t. At each t the four
values of 6 were fitted to the form shown.

Figure 18 compares L~ and Sa~; the &-universality
prediction of Eg. (31) agrees with the data qua»ta-
tively, the agreement becoming better as the en-
ergy increases. Among other things, the differ-
ence in kaon and proton crossover points pre-
cludes quantitative agreement. Nucleon form fac-

u UNIVERSALITY TEST
--0—$Q K

h, p

g4

0.6—

OA

0.2E

&l
0

5 GeV/c

o CHABAUD

e THIS EXPERIMENT

-t (Gev')

Al 0
C4

(3
Xl
E 5 GeV/c

-t (GeV )
OA 0 6 08

6 GeV/c

-t (Gev')
0.4 0.6 0.8

t e t e I e I

FIG. 16. Comparison of 8 & from this experiment with
the final results of Chabaud et al. ganef. 7).

FIG. 18. Comparison of the results from this experi-
ment with the u-universality prediction, 4& = 3Az.
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tor information indicates that Eq. (32) may not be
reliable. Indeed, it is badly broken as shown in,

Fig. 19; at 6 GeV/c -',a, is typically a factor of
2 or 3 smaller than h~.

0.8—
i&

V. mN AMPLITUDE ANALYSIS

Model-independent determinations of gN scatter-
ing amplitudes have been carried out by Halzen
and Michael' and others' ' at 6 GeV/c. Since the
elastic-cross-section differences are a sensitive
ingredient in these calculations, we have done a
t-independent analysis using the cross sections
of this experiment and also taking into account
recent Argonne charge-exchange {CEX)polariza-
tion measurements. "

Numerically our results are consistent with pre-
vious determinations; as expected, the new cross-
section measurements reduce the uncertainties in
the I, =1 amplitudes. The general agreement is
not surprising since there is a large overlap of
the input data with that used in previous analyses.
Although Halzen and Michael' had to average and
interpolate the elastic-scattering data available
at the time, the comparison with the cross-section
differences of this experiment (Fig. 15) shows
agreement well within the error bars. The polar-
ization and spin rotation parameter data are the
same in all analyses, except that there is consid-
erable spread in the measurements of P', the CEX
polarization, affecting mainly the real nonflip
amplitude for I, =1. Depending on whether ~ is
small (20%%u~) (Ref. 65) or large (40%%ua) (Ref. 66),
this amplitude has a crossover zero at -t =0.25
QeV' or remains positive out to -t =0.5 QeV'.

The analyses do differ for -t&0.5 QeV', where
spin rotation data are not available. Attempts to
"determine" the amplitudes in this region, either
by extrapolating the g parameters or by extrapo-
lating the amplitudes (f-dependent analysis), may
or may not be correct. Clearly the structure of
the amplitudes beyond -t =0.6 QeV' deserves care-
ful investigation (R and A measurements) and can-
not be decided solely by extrapolation procedures.
The only model-independent analysis presently
possible for -ta 0.6 GeV must use the limit
8' &&-P'.

A. Definitions and data set

%e use the same notation as Halzen and Michael, '
namely, P', ~, (FI~ ) denotes the s-channel helicity-
nonflip (flip) amplitude having isospin I, =0 or 1
in the t channel. Since the over-all phase is ar-
bitrary, we measure phases relative to Eo„which
is empirically the dominant amplitude. (F), and
(F) denote amplitude components in the complex
plane along +o„and orthogonal to E„, respective-

0

-t(oeV')
0 4 0.6 0.8

I I I l a ~

-0«2-

FIG. 19. Comparison of the Iesults from this experi-
ment vrith the quark-model prediction for p universality,

ly. The isospin decomposition is given by

(33)

(34)

-P—=2tm(P F+ )
d{x

dt ++ +- (35)

=(IF I' —IF - I') cose

+2Re(F„E~ ) sines,

=(IF„I'—I&, I') sine„

—2Re{F„F~ ) cose„, (3V)

B. Ambiguities

In general, quadratic ambiguities arise from
the possibility of changing various signs or inter-
changing p„and F, . These ambiguities are
res~.ved at t=0, where F, =0 and where the
phases of E„and g'„are known from dispersion

where 8R denotes the laboratory angle of the re-
coil proton.

The data used in the present analysis are taken
from this experiment and Refs. 65 and 67-73.
Within each f bin. (of width 0.1 GeV~) values of
ln(do'/dt) and (-t)""'P' were interpolated linearly;
the CEX cross section was assumed to scale as
1/s and ln(dc'/df) was interpolated quadratically

.in f. The quantities (-f) "'P' (at 5 GeV/c) and
(-t) "ft' were fitted to third-order polynomials
over the entire interval 0 ~ -t& 0.6 GeVa. For
-t&0.6 QeV2 the possible range of solutions was
determined by setting R =0+ (1 —P')"'. The in-
terpolated data are listed in Table XIX.
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TABLE XIX. Input data used for ~N amplitude analysis at 6 GeV/c.

-t der /dt de'/dt
(GeV ) (mb/GeV ) (mb/GeV )

do'/dt
(mb/GeV2) go

0.0
0.05
0.15
0.25
0.35
0.45
0.55
0.65
0.80

41.57 + 1.00
27.61+ 0.29
12.64 + 0.15
5.723 + 0.100
2.789+ 0.072
1.261 + 0.062
0.631+ 0.034
0.376 + 0.027
0.199+ 0.015

36.67 + 1.40
26.09 + 0.38
12.90+ 0.19
6.262 + 0.133
3.119+ 0.094
1.515 + 0.084
0.834 + 0.048
0.480 + 0.038
0.202 + 0.018

0.362 + 0.070
0.423 + 0.030
0.266 ~ 0.019
0.110+ 0.012
0.038+ 0.004
0.013+ 0.002

0.0059~ 0.0011
0.0059+ 0.0011
0.0082 + 0.0009

0
-0.15 + 0.02

-0.137+ 0.005
-0.116+ 0.006
-0.071 + 0.008
—0.0166 0.011

0.038 + 0.019
0.010+ 0.023

—0.067 + 0.039

0
0.20 + 0.05

0.205 + 0.007
0.185 + 0.006
0.161+ 0.007
0.122 + 0.011
0.090 + 0.014
0.024 + 0.018
0.090 + 0.036

0
0.13 + 0.02
0.18+0.02
0.18+0.03
0.15 + 0.04
0.12 2 0.04
0.07 + 0.04
0.04 ~ 0.05

0+ 0.05

0
-0.02 + 0.21
—0.13 + 0.15
-0.22 + 0.08
—0.25 + 0.06
—0.23 + 0.09
-0.15 + 0.20

0+1
0~1

0
0.14 6 0.20
0.05 ~ 0.14

-0.06 + 0.06
—0.11+ 0.05
-0.07 + 0,07

0.03 ~ 0.18
0+1
0~1

relations and Coulomb interference measurements.
Also, the solutions are unique so far as the F'
amplitudes are concerned; (F'„), is so much

larger than any other amplitude in the t region of
interest that it is impossible to change smoothly
to another solution with, for example, (F'„), and

(F', ), interchanged.
To get a feeling for the possible ambiguities,

consider the case where (F'„), is dominant; then

(F'„),=[2(o +c')]"' (38)

The remaining amplitudes [except for (F,', )~] can
be found from their interference with (F'„), :

4(F'„),(F'„),= o -o', (39)

(R +cosa )o +(R'+coss )o'
F++ I F+- sln 8~

7

4(F„),(F-', ), =. (R o R'o')Isin-e, ,

-4(F'„),(F', ),=P o +P'o', --
-4(F'„),(F, ) =P v —P'o'.

(40)

(41)

(42)

(43)

2(F'„),(F', ), =-,'P'& '+2(F,', ), (F', ),.
(44)

(45)

The amplitudes (F'„), and (F', )~ appearing on the
right-hand side of Eqs. (44) and (45) are deter-
mined by the cross-section and polarization dif-
ferences [Eqs. (39) and (43)]. Note that in Eq. (45)
the product (F,', ), (F,' ), is often larger than

4P g', and the cross-section difference which

gives (F'„), is a major source of uncertainty in
the solution of Eqs. (44) and (45).

Given one solution for Eqs. (44) and (45), we

Unfortunately the R-parameter difference is not
accurate enough to determine much more than
the sign of (F, ), , and in practice (F', ), and

(F'.,), are fixed by the quadratic relations

(F'„),'+(F', ),
' = ~'- (F,', ),

* - (F', ),',

(F'„),~(F', ), o+(F', )I

(F'„),~(F', ), (F'„),~(F', ), ' (46)

The right-hand side is very small [due to the large
term (F'„), in the denominator] and the isospin
bound is saturated for (F', , )~= +(F', ), , the am-
biguity condition.

In the actual analysis, the approximations of
Eqs. (38)-(43) were not used, but rather exact
solutions to the basic Eqs. (34)-(37) were found,
ignoring the R' measurement (the procedure orig-
inally used by Halzen and Michael). Then each
solution was pulled to minimize the over-all y'
with the R' data included.

The error matrix proved to be nearly singular
at -t =0.05 GeV', where (F'„),= (F', ), . The
reason for this can be understood as follows: If
we "fitted" (F'„), and (F', )„alone using Eqs. (44)
and (45), the resulting error matrix would be ex-

can immediately generate three more solutions
by changing the signs of both (F'„), and (F', ), ,
or interchanging (F'„)~ and (F', ), , or both. At
f =0 the solution is unique [(F'„),& 0, (F', ), =0],
but away from t =0 continuity can determine the
correct solution only so long as two solutions do
not cross. Continuity thus fails when (F'„)
= z(F', ), ; experimentally this happens at both
-&=0.05 and at -t =0.4 QeV'. Between 0.05 and
0.5 QeV' the A-parameter differences are needed
to resolve the resulting ambiguity via Eq. (41).
The preferred solution has a large positive (F,' ),
and a small (F'„),. There are no R-parameter
measurements for large t, and the errors were
calculated with R =0~ (1 —P')'" for f~ 0.6 Ge-V'.

The ambiguity conditions (F'„),++(F', ), are
closely related to isospin bounds. '4 The isosyin
triangle becomes degenerate and the isospin
bounds saturate when the I, =o and I, =1 amplitudes
are parallel in the complex plane. A particularly
useful set of amplitudes in this regard is discussed
by H5hler et al. ': F'„+iF,' and F„+iI', . When
these vectors are parallel in the complex plane
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actly singular when (F'„),=(F', ), . To avoid
this difficulty, we estimated errors using Monte
Carlo techniques. Data sets were generated cor-
responding to Gaussian errors on the experimental
data; a data set was rejected if it did not satisfy
isospin bounds. The amplitude errors were then

defined to be the mean square spread in the Monte
.Carlo results. This procedure agreed with the
original error matrix determination in those re-
gions where the isospin bounds were not saturated.

C. Amplitude results

AJ 2—
C4

CLP

cD 0 il

C

0 {fthm) [I

{Ft ) i~ xl0

~ {F,' )~ xi0

The results of the amplitude analysis are listed
in Table XX. The E amplitudes, shown in Fig.
20, approximately conserve s-channel helicity,
although the deviation is typically 10%. It is note-
worthy that E', is nearly in phase with E++. Ex-
change of the f trajectory could be the source of
the helicity-flip amplitude, but this seems not to
be the case. In a Regge picture f-exchange ampli-
tudes should be rotated about 45' with respect to
Pomeron exchange, in which case we would expect
(F,' }~= -(F o }„contra.ry to the results in Fig. 20.
The observed energy dependence of R is also con-
sistent with E+ being mainly associated with
Pomeron exchange. '

The amplitude (F,', ), shown in Fig. 21(a) has the
expected crossover zero at -t=0.15 GeV'. The
amplitude (F„) has a zero at -t =0.25 GeV'.
However, if the CEX polarization of Ref. 66 is
used (P' =40% instead of 20%%uq), (F,', )~ is increased
by 0.07 (mb/GeV')'~' and remains positive every-
where.

The ambiguity condition (F,', )~ =-(F,' ), occurs
near -t=0.4 GeV . At larger t the two solutions
[with (F,', ), and -(F,' ), interchanged] are shown

in Fig. 21.
Since absorptive corrections should be relatively

small for helicity-flip amplitudes at small t, ~
is expected to exhibit Regge-pole behavior in

this region; this amplitude is shown in Fig. 21(b).
It has the remarkable property that (F,' ),/(F,' )~

=0.6 out to -t=0.4 GeV', with the phase differ-
ence between F,' and Fo, [Fig. 21(c)] approxi-

I

0.2
I

0.4

-t (GeV )
2

I

0.6

FIG. 20. S-channel helicity amplitudes for ~N scatter-
ing at 6 GeV/c with I, = 0. The amplitude (Fo++)~ is de-
fined to be zero.

mately constant:

=60' . (47}

Assuming pure p exchange, E,' rotates counter-
clockwise with increasing, t:

y,' (p) =-,'w[1 —n (t)] =40'+90t'{ti (48)

for t in GeV'. Equations (47) and (48) are consis-
tent at t = 0, where dispersion relations give g,',
=101'." If E,' does in fact rotate in this manner,
then the constant relative phase between the two
amplitudes implies that E,', must also rotate,

y'. =lol'+9o'
I &I ~ (49)

in which case the slope. of the Pomeron trajectory
would be similar to that of the p. This result
agrees. with forward derivative-dispersion calcula-
tions which indicate that E,', rotates counterclock-
wise at small t."

TABLE XX. n.N amplitudes at 6 GeV/c in (mb/GeV )" .

(GeV2) (F+-){{
(FO (F++){{ (F 1

) (F+ )j{ (F 1
)

0.0
0.05
0.15
0.25
0.35
0.45
0.55

6.24 + 0.080
5.14+ 0.060
3.54+ 0.023
2.43+ 0.014
1.71+ 0.014
1.16+ 0.022

0.834 + 0.023

0
—0.51 + 0.41
—0.34 + 0.14
—0.19+0.07
-0.15+ 0.03
—0.15+ 0.04
-0.16+ 0.05

0
0.02-+ 0.08

—0.061 + 0.009
-0.049+ 0.006
-0.044 ~ 0.005
-0.035+ 0.005
-0.030 + 0.005

0.20 + 0.06
0.085 + 0.028
0,005 + 0.024

-0.044 + 0.020
-0.041+ 0.018
-0.036 + 0.026
-0.036 + 0.021

0.38 + 0.08
0.196+0.077
0.071 + 0.048

-0.029+ 0.031
-0.044 ~ 0.034
-0.026 + 0.024
-0.015 ~ 0.025

0
0.22 + 0.11

0.190+ 0.029
0.123 + 0.026
0.065 + 0.031
0.048 + 0.016
0.03 + 0.02

0
0.345 + 0.062
0.303+ 0.011
0.189+0.007
0.106+ 0.006
0.046 + 0.007
0.015+ 0.007
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The amplitude (F,' ), can be calculated using Eq.
(43); this approximation compares well with our
amplitude analysis result at 6 GeV/c. Using polar-
ization and cross-section data from 2.8 to 14
GeV/c incident momentum, 4'" "we found the en-
ergy dependence of (F,' ), in terms of the effective
trajectory, as shown in Fig. 22. For -t&0.1
GeV', (F,' )~ falls faster than expected from the p
trajectory nz =0.55+ t, found from the CEX cross
section, "&x' = ~F,' ~'. Although it is possible that
(F,' )~ and (F,' ), have different energy depen-
dences, the Regge description of E,' could still be
valid if the anomalous energy dependence of (F„' ),
were ascribed to a substantial f-exchange contribu-
tion to Il,', . At fixed t, g,', would then rotate
clockwise as s increased and the f contribution
diminished relative to the Pomeron. (F,' )~ would
then be measured relative to a rotating axis and,
as s increased, the projection (F,' )~ would fall
faster than otherwise expected. " The explanations
of the behavior shown in Fig. 22 would require an
f-exchange contribution to F,', of about 30% and
would favor a smaller slope for the Pomeron tra-

jectory.
Thus, one consistent picture of the amplitudes

would be that while E+'+ suffers large absorptive
corrections, both I',', and E,' are approximately
Regge-behaved, with phases rotating counterclock-
wise with t; there would be a large f contribution to
F+, at low energies, but the helicity-nonconserving
amplitude Il 0 would be associated mainly with
Pome ron exchange.

VI. CONCLUSIONS

Approximately 300 000 elastic scattering events
have been used to measure differential cross sec-
tions for six different beam particles scattering
from protons. A total of 930 differential cross sec-
tions are tabulated in Table VIII for 0.02 &-t&2
GeV' and incident momenta 3, 3.65, 5, and 6
GeV/c.

Strong elastic scattering signals with little back-
ground were found in the missing-mass distribu-
tions (Fig. 2) calculated from the angle and mo-
mentum of the fast scattered particle. The over-
all uncertainty in absolute normalization is esti-
mated to be J4$, with an uncertainty in particle-
antiparticle relative normalization of J1.5% (Table
IV).

The n' and K' data fit well to straight lines out
to about 0.5 GeV' on the semilog plot of 1n(der/dt)
vs & (Fig. 3). Both the proton and antiproton data
show curvature on the semilog plot and were fitted
to quadratics in t. Extrapolated to t=0, the fits
generally agree well with the predictions of the
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FIG. 21. (a) S-channel helicity-nonflip amplitudes
found for I, = 1. (b) Helicity-flip amplitudes. At large
t the ambiguity between the two solutions with (E++)~
and -(E+ )II interchanged cannot be resolved without
spin rotation information. (c) Relative phase between
F++ and F+0 i

-0.5—

-1.0—
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FIG. 22. Energy dependence of (5'~+ )~ in terms of an
effective trajectory, u(t). The nominal p trajectory
0.&(t) = 0.55+ t is shown for comparison.
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optical theorem corrected for the real-to-imag-
inary ratio (Fig. 4). The results of this experi-
ment are in reasonable agreement with those of
previous experiments (Fig. 5), the spread in pre-
vious results precluding good agreement every-
where.

Only the proton and K' forward slopes show
shrinkage in our data (Fig. f), the w' and p slopes
being constant within one standard deviation and
the K data showing marginal antishrinkage (1.'I
standard deviations). The slopes found when plot-
ting the data vs the Leader-Pennington4' variable
n' all show substantial energy dependence. Al-
though our forward slopes agree qualitatively with
the geometric model of Krisch, the K radius ob-
tained in that model is energy-dependent and dif-
fers from the K' radius (Fig. 9).

The crossover points for all three particles are
independent of momentum from 3 to 6 GeV/c to
within one standard deviation (Fig. 13). The aver-
age values are 0.14+ 0.03 0.190+0.006, and 0.162
+0.004 GeV' for n, K, and proton, respectively.
Equating the first zero of J',(r(-t)~') with the
crossover point, these average values correspond
to interaction radii of 1.2'l + 0.13, 1.09+ 0.02, and
1.18+ 0.02 F. While the momentum independence
of crossover position is expected in simple geome-
tric models, it does disagree with several other
mode] s 49 57 60

To a good approximation, the quantity a [Eq.
(2'1)] should represent that part of the C = -1 am-
plitude in phase (both in the complex plane and in
spin space) with the dominant Pomeron-exchange
amplitude. The experimental values found for 6
in the region 0 & -t&0.8 GeV' gave reasonable fits
to the form ae"J,(r(-t)~') suggested by Davier and
Harari' on the basis of the dual absorption model
(Fig. 14). At larger t, however, b, approaches
zero gradually rather than passing through the sec-
ond crossover zero of the Bessel function.

The energy dependence of ~~ is roughly that ex-
pected from the ~ trajectory (Fig. 17). However,

the effective trajectory derived from the b~ ener-
gy dependence is close to zero for 0& -t&0.4
GeV', after which it increases, suggesting that at
these energies contributions other than + exchange
are important.

The &-universality predictionei ~~ 3~~ is in
qualitative agreement with the data (Fig. 18), the
agreement improving with increasing momentum.
Among other things, the difference in kaon and
proton crossover position precludes quantitative
agreement. The corresponding p-universality pre-
diction hr=-,'A, is badly violated (Fig. 19).

The results of a t-independent amplitude analysis
are shown in Figs. 20 and 21 for wN scattering at
6 GeV/c. For I, =0, the s-channel helicity-flip
a,mplitude is typically 10% of the nonf lip amplitude
and the two amplitudes are nearly in phase with
one another. The relative phase between the I, =0
nonf lip amplitude and the I, =1 flip amplitude re-
mains approximately constant at 60' and suggests
that the effective trajectories of the two ampli-
tudes (presumably dominated by Pomeron and p
exchange, respectively) have equal slopes.
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