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The present status of experimental studies of inelastic diffraction at the Large Hadron Collider is
analyzed. The impact of the current uncertainties concerning the diffraction rate on the predicted extensive
air shower development is investigated. A relation to studies of the primary composition of ultrahigh energy
cosmic rays is illustrated by comparing numerical simulation results to the data of the Telescope Array
experiment on the distributions of the shower maximum position.
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I. INTRODUCTION

Among the most outstanding problems in the high
energy cosmic ray (CR) field is the determination of the
composition of ultrahigh energy cosmic rays (UHECRs).
The corresponding experimental studies are based on the
so-called extensive air shower (EAS) technique [1]: the
properties of primary cosmic ray particles (protons and
nuclei) are reconstructed from measured characteristics of
nuclear-electromagnetic cascades induced by them in the
atmosphere. Respectively, the obtained results depend
strongly on the correctness of the Monte Carlo (MC)
procedures used for numerical simulations of air showers,
notably, on the models of hadronic interactions, employed
in such simulation programs. This brings an additional
source of uncertainty for the experimental results—as such
models are largely phenomenological ones and have to be
extrapolated from accelerator energies, where they are
calibrated, to the much higher UHECR energies [2].
In this respect, experimental data on proton-proton

interactions, obtained at the Large Hadron Collider
(LHC) at the highest collision energies thus far, prove
to be invaluable for improving EAS simulation proce-
dures, reducing thereby the above-discussed uncertainty
in CR studies. Importantly, a comparison of the predic-
tions of hadronic MC generators with LHC data revealed
that hadronic interaction models used in the CR field
provide adequate enough description of the main features
of proton-proton interactions [3]. Moreover, a number of
model updates emerged recently [4–6], which included
new fine-tunings of model parameters, based on LHC
data, as well as improvements in the underlying theoreti-
cal framework. Nevertheless, there remain considerable
differences between the model predictions for basic EAS
characteristics, which constitute a serious obstacle for
precise studies of the UHECR composition [7].
Presently, mass composition of high energy cosmic

rays is studied by two different techniques [1]: (i) via

measurements of lateral densities of all charged particles
and of muons only by ground-based detectors; (ii) via
studies of the longitudinal shower development with
fluorescence detectors. While both methods can generally
be powerful enough for determining the UHECR compo-
sition, the progress of the ground-based studies is presently
hampered by the strong contradiction between the data of
the Pierre Auger Observatory for EAS muon content at
primary CR energies E0 > 3 × 1018 eV and the respective
predictions of the shower simulation procedures [8].
The reported large (factor 1.3–1.6) discrepancy between
the Pierre Auger Observatory data and the simulation
results is especially surprising in view of the above-
mentioned calibration of hadronic interaction models to
LHC data. Moreover, no such contradiction has been
observed by the KASCADE-Grande experiment at slightly
lower energies (E0 < 1018 eV) [9]. In view of this con-
fusing situation, we shall restrict our analysis to the
observables related to the longitudinal EAS development,
namely, to the position of the shower maximum Xmax (the
depth in the atmosphere where a maximal number of
ionizing particles is observed) and its distribution.
Remarkably, the shower maximum position for proton-

induced EAS depends mostly on characteristics of the
interaction of the primary cosmic ray particle with air
nuclei, notably on the respective inelastic cross section
σinelp-air. Hence, recent precise measurements (with percent
level accuracy) of the total, elastic, and inelastic proton-
proton cross sections at

ffiffiffi

s
p ¼ 7 and 8 TeV by the TOTEM

experiment [10–14] provide extremely important con-
straints for the respective model predictions—as σinelp-air
can thus be calculated in the framework of the Glauber-
Gribov approach [15,16].
Unfortunately, additional uncertainties arise from the

treatment of inelastic diffraction in hadronic interaction
models, which impacts model predictions for Xmax in two
ways. First, inelastic diffraction is intimately related to the
inelastic screening effect for the calculated cross sections of
hadron-proton and hadron-nucleus interactions [16]: a higher*sergei@tf.phys.ntnu.no

PHYSICAL REVIEW D 89, 074009 (2014)

1550-7998=2014=89(7)=074009(9) 074009-1 © 2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevD.89.074009
http://dx.doi.org/10.1103/PhysRevD.89.074009
http://dx.doi.org/10.1103/PhysRevD.89.074009
http://dx.doi.org/10.1103/PhysRevD.89.074009


rate of diffraction dissociation is accompanied by stronger
screening effects which give rise to a smaller hadron-nucleus
cross section predicted (e.g., [17]). Secondly, the rate of
inelastic diffraction largely dominates model predictions for
the so-called inelasticity Kinel

p-air, the relative energy loss of
the leading (most energetic) secondary nucleon in p-air
collisions. For example, in the target diffraction process at
very high energies the leading proton loses only a tiny
fraction of its energy: ΔE=E0 ≃ expð−ΔyÞ ≪ 1, where Δy
is the size of the rapidity gap between the struck proton
and the most energetic secondary hadron produced in the
diffractive excitation of the target nucleus.1 Thus, enhanc-
ing target diffraction is equivalent to effectively reducing
the total inelastic cross section σinelp-air . As both above-
discussed effects work in the same direction, one has a
simple “rule of thumb”: higher diffraction rate corre-
sponds to a slower EAS development (deeper shower
maximum) and vice versa.
In the following, we are going to investigate the impact

of the present experimental uncertainties concerning the
rate of the inelastic diffraction in hadronic collisions on
model predictions for the longitudinal EAS development
and on the related studies of the UHECR composition. Our
analysis will be based on the QGSJET-II-04 model [4],
which is characterized by a microscopic treatment of
nonlinear interaction effects in hadronic collisions and
thus, has a much higher predictive power for various
interaction characteristics, notably for diffractive cross
sections, compared to other MC generators.
The paper is organized as follows. In Sec. II, we review

recent LHC results on inelastic diffraction and illustrate
certain tensions between the data of different experiments
by comparing them to predictions of the QGSJET-II-04
model. Additionally, we perform two additional tunes of
the model parameters, designed to fit better different sets
of measurements. The predictions of these two alternative
model versions for the average Xmax and its fluctuations
are compared in Sec. III and the respective differences
are regarded as the corresponding model uncertainty.
Further, we illustrate the potential impact of this uncer-
tainty on UHECR composition studies by applying the
alternative model versions to fitting Xmax distributions
measured by the Telescope Array experiment. We con-
clude in Sec. IV.

II. LHC RESULTS ON INELASTIC DIFFRACTION

Studies of the inelastic diffraction constitute an impor-
tant part of the experimental program at the Large Hadron
Collider, with important results obtained by the ALICE
[18], ATLAS [19], CMS [20], and TOTEM [12,21,22]
experiments. Unfortunately, at the present stage there exist
certain tensions between TOTEM measurements of dif-
fractive cross sections and the respective CMS and ATLAS
results, as already discussed in Refs. [23,24].
To get a deeper insight into the problem, we start by

comparing the results of the TOTEM and CMS experi-
ments for the cross section of single diffraction σSDpp, for
different ranges of mass MX of diffractive states produced,
with the predictions of the QGSJET-II-04 model: Tables I,
II, and Fig. 1 (left panel). It is easy to see that the MX
dependencies observed by the two experiments qualita-
tively agree with each other and with the model predictions.
However, the absolute rates of the inelastic diffraction
measured by TOTEM and CMS are noticeably different:
while the results of QGSJET-II-04 agree with TOTEM
values within the reported experimental uncertainties, the
model predictions appear to be in variance with the CMS
measurements, lacking some 30% of σSDpp observed
by CMS. The discussed contradiction is surprising con-
sidering the fact that the kinematic range studied by CMS
(12 < MX < 394 GeV) is fully covered by TOTEM
(3.4 < MX < 1100 GeV). In principle, as the CMS analy-
sis is based on the rapidity gap technique, its results depend
noticeably on model-dependent corrections. A relevant
example is the subtraction of the contribution of double
diffraction, when one of the diffractively excited states is
characterized by a small mass (MY < 3 GeV) and thus
remains unobserved by the experimental apparatus. Such a
contribution is potentially dangerous as the MC generators
used in the analysis lack any specific treatment for low
mass diffraction, notably for the diffractive production of
low mass resonance states (e.g., N�), as stressed previously
in [25]. As an illustration, we plot in Fig. 1 (left panel) the
results for the sum of σSDpp→Xp and σDDpp→XYðMY < 3 GeVÞ
for the MX range studied by CMS (blue dashed line).

TABLE II. σSDpp (mb) at
ffiffiffi

s
p ¼ 7 TeV for 12 < MX < 394 GeV.

[20] QGSJET-II-04 Option SDþ Option SD−

4.3� 0.6 3.0 3.7 3.1

TABLE I. σSDpp (mb) at
ffiffiffi

s
p ¼ 7 TeV for different ranges of mass MX of diffractive states produced.

MX range < 3.4 GeV 3.4–1100 GeV 3.4–7 GeV 7–350 GeV 350–1100 GeV

TOTEM [12,22] 2.62� 2.17 6.5� 1.3 ≃1.8 ≃3.3 ≃1.4
QGSJET-II-04 3.9 7.2 1.9 3.9 1.5
Option SDþ 3.2 8.2 1.8 4.7 1.7
Option SD− 2.6 7.2 1.6 3.9 1.7

1Typically, Δy ≳ ln
ffiffiffi

s
p

.
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However, even in that case one is unable to reach a

satisfactory agreement between the model results and the

CMS data.
Moreover, comparing in Fig. 2 the model predictions for

the cross section for forward rapidity gap production
dσpp=dΔηF, ΔηF being the forward rapidity gap size, with
respective ATLAS data [19], we see the same level of
disagreement (30%–40%) despite the fact that both single
and double diffraction processes contribute to the studied
cross sections. A potential way out of the contradiction is to
assume that QGSJET-II-04 seriously underestimates the
contribution of double diffraction and that the latter
dominates dσpp=dΔηF and also contaminates noticeably
σSDpp measured by CMS. Comparing the prediction of the
model for the cross section of high mass diffraction σDDpp→XY

(MX;MY > 10 GeV), with the rapidity gap between the
two diffractive states Δη > 3, with the CMS data in Fig. 3
and Table III, we find indeed a rather large (∼40%)
disagreement which is, however, insufficient to explain
the above-discussed discrepancies (cf. the contribution of
double diffraction to dσpp=dΔηF in Fig. 2). Moreover, the
model prediction for the rate of double diffraction proves to
be in good agreement with TOTEM measurements; see
Table IV.
Generally, the TOTEM experiment has a good potential

for reliable measurements of diffractive cross sections—
thanks to the roman pot technique employed. However, at
the present stage we have no choice but to regard the
differences between the preliminary TOTEM results and
the ones of the CMS and ATLAS experiments as the
experimental uncertainty for the diffraction rates. In the
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FIG. 1 (color online). Calculated ξX ≡M2
X=s dependence of σSDpp→Xp at

ffiffiffi

s
p ¼ 7 TeV (full histograms) compared to CMS data [20]

(points) for QGSJET-II-04 (left), option SDþ (middle), and option SD− (right). The same dependence for σSDpp→Xp þ σDDpp→XY
(MY < 3 GeV) is shown by dashed histograms.
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FIG. 2 (color online). Cross section for forward rapidity gap
production in pp collisions at

ffiffiffi

s
p ¼ 7 TeV, calculated with

QGSJET-II-04 (solid line), in comparison with ATLAS data [19]
(points). Separately shown are contributions from single diffrac-
tive (dashed), double diffractive (dot-dashed), and nondiffractive
(dotted) interactions.
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FIG. 3 (color online). Calculated σDDpp→XY (mb) at
ffiffiffi

s
p ¼ 7 TeV

as a function of the rapidity gap size Δη ¼ − logðM2
XM

2
Y=

ðs ·m2
pÞÞ (mp being the proton mass) for MX;MY > 10 GeV

compared to CMS data [20] (points) for QGSJET-II-04 (solid),
option SDþ (dashed), and option SD− (dot-dashed).
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next section, we are going to investigate the impact of this
uncertainty on the model predictions for Xmax and for
related studies of UHECR composition. To this end, we
create two additional versions of the model, with alternative
tunes of its parameters. In one case, referred to below as
“option SDþ,” we enhance the contribution of high mass
diffraction2 in order to reach a reasonable agreement with
ATLAS and CMS—see Figs. 1 (middle panel), 3, and 4,
and also Tables II and III. At the same time, we slightly
reduce the rate of low mass diffraction—in order to soften
the obtained disagreement with TOTEM (Tables I and IV).
Alternatively, we choose to fit more closely the TOTEM
result for the low mass diffraction cross section [12] by
seriously reducing the respective contribution (by as much
as 30%), while keeping more or less the same rate for high
mass diffraction (“option SD−”). The respective results are
compared to the TOTEM, CMS, and ATLAS data in
Tables I–IV and Figs. 1 (right panel), 3, and 4. In addition,
the option SDþ is characterized by a slightly slower energy
rise of the total and inelastic cross sections, while the
opposite is true for the option SD−, both within the
experimental uncertainties (Fig. 5). For both versions,
model parameters are tuned in such a way that particle
production in the central rapidity range remains similar to
the original QGSJET-II-04, as illustrated in Fig. 6.

III. IMPACT ON Xmax PREDICTIONS AND ON
UHECR COMPOSITION STUDIES

Now we apply both the original QGSJET-II-04 and the
two alternative model versions to air shower simulations,
using the CONEX program [30]. The obtained primary
energy dependencies of the predicted average Xmax and of
the corresponding shower maximum distribution width
RMSðXmaxÞ for the three models considered are presented

in Fig. 7. The plots demonstrate how the present exper-
imental uncertainties concerning the rate of inelastic
diffraction project themselves on the predicted EAS char-
acteristics. While the respective uncertainties for
RMSðXmaxÞ prove to be negligibly small (less than
3 g=cm2), those for the average shower maximum position
appear to be quite sizable: Xmax predictions for the two
alternative model versions (options SDþ and SD−) differ
from each other by some 10 g=cm2. While being already
smaller than typical experimental inaccuracies of Xmax
measurements (15–20 g=cm2), these model uncertainties
may noticeably degrade the accuracy of UHECR compo-
sition studies.

TABLE IV. σDDpp (μb) at
ffiffiffi

s
p ¼ 7 TeV for the minimum pseu-

dorapidity of produced hadrons 4.7 < jηminj < 6.5.

TOTEM [21] QGSJET-II-04 Option SDþ Option SD−

116� 25 134 152 102

TABLE III. σDDpp→XY (mb) at
ffiffiffi

s
p ¼ 7 TeV for MX;MY >

10 GeV and Δη > 3.

CMS [20] QGSJET-II-04 Option SDþ Option SD−

0.93� 0.01þ0.26
−0.22 0.57 0.85 0.54
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FIG. 4 (color online). Cross section for forward rapidity gap
production in pp collisions at

ffiffiffi

s
p ¼ 7 TeV, calculated with the

options SDþ (dashed) and SD− (dot-dashed), compared to
ATLAS data [19] (points).
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FIG. 5 (color online). Energy dependence of total, inelastic, and
elastic pp cross sections as calculated using the default QGSJET-
II-04 model (solid), option SDþ (dashed), and option SD− (dot-
dashed). Experimental data are from [13,14,27].

2Technically, a higher rate for high mass diffraction is obtained
by increasing the value of the triple-Pomeron coupling in the
model, which thus impacts both single and double diffraction
processes [4,26]. In turn, the rate of low mass diffraction is
governed by the structure of Good-Walker diffractive eigenstates,
notably, by their relative interaction strengths [17].
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To illustrate the latter point, we apply the above-
described model versions to a simplified analysis of the
cosmic ray composition in the very high energy range,
using the data of the Telescope Array (TA) experiment [31].
In principle, as demonstrated already in Ref. [32], the width
of Xmax distributions RMSðXmaxÞ could be a very conven-
ient tool for CR composition studies: the quantity is
practically independent of any other details of interaction
models used for EAS simulations, except the predicted total
inelastic cross section and the inelastic diffraction rate.
However, experimental determination of RMSðXmaxÞ is
somewhat challenging due to its sensitivity to data quality
cuts employed in a particular analysis and to other details of
experimental procedures. Therefore, correcting for such

effects, inherent for a particular experiment, is a nontrivial
problem. Hence, we apply here a more standard method,
trying to deduce the primary composition from fitting the
measured Xmax distributions by simulated ones, for differ-
ent mixtures of primary CR particles.
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FIG. 6 (color online). Pseudorapidity density of charged hadrons of transverse momentum pt > 0.5 GeV produced in pp collisions at
ffiffiffi

s
p ¼ 0.9, 2.36, and 7 TeV (as indicated in the plots) as calculated using the default QGSJET-II-04 model (solid), option SDþ (dashed),
and option SD− (dot-dashed) compared to experimental data from ATLAS [28] (squares) and CMS [29] (circles).
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FIG. 7 (color online). Average Xmax (left) and RMS(Xmax) (right) for the default QGSJET-II-04 model (solid), option SDþ (dashed),
and option SD− (dot-dashed).

TABLE V. Parameters for the composition fit [Eq. (1)] based on
Telescope Array Xmax data.

dpð1Þ dpð100Þ χ2=d.o.f.

QGSJET-II-04 0.79 0.77 35.6=33
Option SDþ 0.77 0.75 41.4=33
Option SD− 0.84 0.85 31.8=33
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As the measured Xmax distributions are influenced by
experimental measurement and reconstruction procedures,
the consistency requires the output of EAS simulation
procedures to be processed through the same analysis and
reconstruction chains as the respective experimental data.
In this work, we choose an alternative way: we mimic the
above-discussed effects by applying a systematic shift
ΔXmax and an additional Gaussian smearing Δσ to Xmax
distributions obtained from EAS simulations, as described
in more detail in the Appendix. Using this method, we fit
Xmax distributions measured by the Telescope Array experi-
ment in a number of primary energy intervals, using a two-
component mixture (p plus Fe) for the primary CR
composition and assuming the relative abundances di
(i ¼ p;Fe) to depend logarithmically on the energy of
the primary particle E0:

dpðE0Þ ¼ dpð1Þ þ ½dpð100Þ − dpð1Þ� lgðE0=1EeVÞ=2
dFeðE0Þ ¼ 1 − dpðE0Þ: (1)

Here dpð1Þ and dpð100Þ refer to proton abundances at 1
and 100 EeV, respectively.
The fitted primary abundances are presented in Table V,

while the corresponding Xmax distributions are shown in
Fig. 8 in comparison to the experimental data. We
attempted also to fit the data with a three-component
composition mixture, adding either helium or carbon nuclei
as the third primary group, but we have not obtained a
significant improvement of the quality of the fits.
It is easy to see that the obtained fraction of primary iron

nuclei is very sensitive to the uncertainties studied in this

work, amounting to a 10% difference between the options
SDþ and SD−. One may equally well fit the data with an
energy-independent composition mixture [dpðE0Þ ¼ dp ¼
const], as illustrated in Fig. 9. Here we see how the
uncertainties related to inelastic diffraction rate may influ-
ence the interpretation of experimental data: while for the
model option SD− the data are consistent with an almost pure
proton composition in the energy rangeE0 ¼ 1018–1020 eV,
this is no longer valid for the option SDþ, in which case a
substantial fraction of heavy nuclei is required. These
differences may have long-ranging consequences for astro-
physical interpretations of UHECR data, e.g., for discrimi-
nating between models for the transition from galactic to
extragalactic cosmic ray origin in the ultrahigh energy range
(see [33] for a recent review).
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FIG. 8 (color online). Xmax distributions measured by the Telescope Array experiment [31] compared to calculations with the default
QGSJET-II-04 model (solid), option SDþ (dashed), and option SD− (dot-dashed) for the fitted primary compositions from Table V.
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IV. SUMMARY

We discussed recent LHC results on inelastic diffraction in
pp collisions and demonstrated that there exists a substantial
uncertainty concerning the rate of diffractive collisions.
This latter projects itself on model-based calculations of
the development of CR-induced extensive air showers in the
atmosphere, resulting in some 10 g=cm2 uncertainty for the
predicted shower maximum position Xmax. Though being
already smaller than the typical experimental precision for
Xmax measurements, this uncertainty may noticeably degrade

the accuracy of UHECR composition studies and, as
demonstrated above, can even seriously bias astrophysical
interpretations of cosmic ray data. Thus, further progress in
experimental studies of inelastic diffraction at the Large
Hadron Collider is of utmost importance for the cosmic
ray field.
One may question if there exist other uncertainties which

impact model predictions for the longitudinal air shower
development. Unfortunately, this is indeed the case: pre-
dicted Xmax depends noticeably on the multiplicity of

TABLE VI. Applied Gaussian smearing width Δσ (in g=cm2) for different primary energy bins for p- and
Fe-induced EAS.

lgE0 18.2–18.4 18.4–18.6 18.6–18.8 18.8–19.0 19.0–19.2 19.2–19.4 19.4–19.6 19.6–19.8
Δσp 21 20 19 12 14 18 19 13
ΔσFe 28 19 18 17 19 18 17 18
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ro
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FIG. 10 (color online). Xmax distributions from TA analysis [31] with QGSJET-II-03 (full histograms) compared to simulation results
with Xmax-shift ΔXmax and Gaussian smearing Δσ applied (dashed histograms).
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secondary particles in proton-air interactions [34]. Present
LHC data appear to be insufficient to fully remove this
uncertainty due to a significant model dependence for
the generalization from pp to pA collisions. In particular, it
is the smaller multiplicity of proton-nitrogen collisions,
predicted by the EPOS-LHC model compared to QGSJET-
II-04, which is the reason for deeper Xmax predicted by that
model (by as much as 20 g=cm2) [7]. Thus, experimental
studies of collisions of protons with light nuclei (nitrogen
or oxygen) at LHC could be very useful for finally settling
the issue.
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APPENDIX

Measured distributions of the shower maximum position
Xmax are influenced by experimental quality cuts and by
reconstruction procedures employed in experimental analy-
sis. Therefore, to compare numerical simulation results to
the data and to perform an analysis of the cosmic rays’
composition, the output of EAS simulation procedures has to
be processed through the same analysis and reconstruction
chains as the respective experimental data.

In this work, we choose an alternative way: we mimic the
above-discussed effects by applying a systematic shift
ΔXmax and an additional Gaussian smearing Δσ to Xmax
distributions obtained from EAS simulations. In the case of
TA data, the values of ΔXmax and Δσ are defined via a least
squares minimization of the difference between the Xmax
distributions thus modified, which were obtained with the
QGSJET-II-03 model [35], and the respective simulation
results of the Telescope Array collaboration, based on the
same interaction model, which were obtained via processing
the model predictions through the complete experimental
analysis and reconstruction chain [31]. Subsequently, we
apply the shift and smearing parameters thus obtained to
Xmax distributions obtained both with the default QGSJET-
II-04 model and with the two alternative model tunings
described in the text in order to compare the model results to
experimental data. As all the above-discussed models have
more or less the same physics content and their predicted
Xmax distributions have similar shapes, we believe the
procedure is accurate enough for the purposes of the present
investigation.
In more detail, we applied uniform (energy-independent)

shifts ΔXp
max ¼ −25 g=cm2 and ΔXFe

max ¼ −21 g=cm2 in
case of p-induced and Fe-induced EAS, respectively, while
adjusting the Gaussian smearing width Δσ individually for
each primary energy bin; see Table VI. Xmax distributions
obtained this way (using QGSJET-II-03) are compared to
TA simulation results in Fig. 10.
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