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Since any string theory involves a path integration on the world-sheet metric, their partition functions are
volume forms on the moduli space of genus g Riemann surfaces M, or on its super analog. It is well known
that modular invariance fixes strong constraints that in some cases appear only at higher genus. Here we
classify all the Weyl and modular invariant partition functions given by the path integral on the world-sheet
metric, together with space-time coordinates, b-¢ and/or -y systems, that correspond to volume forms on
M. This was a long standing question, advocated by Belavin and Knizhnik, inspired by the Serre GAGA
principle and based on the properties of the Mumford forms. The key observation is that the Bergman repro-
ducing kernel provides a Weyl and modular invariant way to remove the point dependence that appears in the
above string determinants, a property that should have its superanalog based on the super Bergman repro-
ducing kernel. This is strictly related to the properties of the propagator associated to the space-time coor-
dinates. Such partition functions Z[7] have well-defined asymptotic behavior and can be considered as a
basis to represent a wide class of string theories. In particular, since noncritical bosonic string partition func-
tions Z, are volume forms on M, we suggest that there is a mapping, based on bosonization and degen-
eration techniques, from the Liouville sector to first order systems that may identify Z, as a subclass of the
Z[J]. The appearance of b-¢ and -y systems of any conformal weight shows that such theories are related to
W algebras. The fact that in a large N ’t Hooft-like limit two-dimensional W, minimal models conformal
field theories are related to higher spin gravitational theories on AdSs;, suggests that the string partition func-

tions introduced here may lead to a formulation of higher spin theories in a string context.
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I. INTRODUCTION

Despite the great progress in string theory, finding a
finite one in four dimensions is still an open question.
Essentially, there is one candidate, superstring theory but
it must be compactified. Other possible string theories
are those in noncritical dimensions. However, such theories
are elusive; in essence, the proper way to treat the Liouville
measure is still unknown.

Each string theory involves a path integration on the
world-sheet metric so that the corresponding partition func-
tions are volume forms on the moduli space of genus g
Riemann surfaces M. Other formulations involve super
Riemann surfaces, so that the partition functions corre-
spond to volume forms on the supermoduli space of super
Riemann surfaces. However, at least for low genus, it has
been shown that there is a projection to a volume form on
M. Other formulations of superstring theories suggest that
it may exist a mechanism, possibly involving a rearrange-
ment of the elementary fields, that may project the theory to
M, even in higher genus.

One of the main results here is the classification of all the
possible Weyl and modular invariant string partition
functions given by the path integral on the world-sheet
metric, together with space-time coordinates, b-c and/or
p-y systems, that correspond to volume forms on M,.
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This also provides the way to test modular invariance that,
as well known, fixes strong constraints that may appear only
at higher genus. It should be stressed that the classification
may also lead to uncover new symmetries underlying string
theories. The investigation is based on two key properties of
the Bergman reproducing kernel, namely its Weyl and modu-
lar invariance. In this way, it is possible to remove the point
dependence that appears in the string determinants.

The role of modular invariance has been first noticed in
[1]. The Polyakov formulation of string theories [2] led to a
considerable progress in the covariant calculations of string
partition functions and amplitudes [3—16] where modular
invariance is a basic issue.

The need of classifying the string partition functions cor-
responding to volume forms on M, is also suggested by
the strictly related approaches to investigate superstring
perturbation theory. The first one is to consider the original
theory trying to derive, step by step from first principles, its
measure on M, or on the supermoduli space. This is essen-
tially due to D’Hoker and Phong in the case of genus two
[17]. Very recently Witten has proposed a systematic
approach to the formulation on supermoduli of superstring
perturbation theory [18].

Another approach is to change the elementary fields of
the theory and, again, derive the corresponding measure on

© 2014 American Physical Society


http://dx.doi.org/10.1103/PhysRevD.89.026008
http://dx.doi.org/10.1103/PhysRevD.89.026008
http://dx.doi.org/10.1103/PhysRevD.89.026008
http://dx.doi.org/10.1103/PhysRevD.89.026008

MARCO MATONE

M. This is mainly due to the Berkovits pure spinor for-
mulation [19,20].

Another way is to match the natural constraints of the
theory with the constraints imposed by the geometry of
M ,. This has been used to guess the form of the four-point
function at arbitrary genus, leading to a result [21] which is
also in agreement with more recent investigations related to
the R* nonrenormalization theorem in N = 4 supergravity
[22]. A similar ideology led to guess the structure of the
Neveu-Schwarz-Ramond (NSR) partition function at any
genus [17,23], culminating with the Grushevsky ansatz [24].

Of course the above is a schematic view, as the three
approaches are strictly related, and each of them contributes
to the other.

From the above lessons we learn that the basic physical
motivation to consider the possible volume forms on M, is
modular invariance. It is just modular invariance that
implies that the string partition functions correspond to a
volume form M. In this respect, considering the case
of higher genus Riemann surfaces is an essential ingredient
to understand the structure of a given theory. There are
other important issues, for example the problem of treating
the zero mode insertions in the path integral is quite differ-
ent in the case of the sphere and the torus with respect to the
case of negatively curved Riemann surfaces. As a conse-
quence, several questions, such as the one of modular
invariant regularization of the standard combination of
string determinants, may not appear in genus zero and
one. This is essentially due to Riemann-Roch theorem tell-
ing us that the space of zero modes of a conformal field of a
given weight may be zero dimensional on the sphere and
nontrivial for g > 2. Similarly, since the torus is flat, it is a
special case as all the zero modes essentially correspond to
the constant.

Another reason to study volume forms on M, for g > 2
goes back to the Friedan-Shenker analytic approach to two-
dimensional (2D) conformal field theories (CFTs) [9].
Modular invariance is again the key issue. Explicit exam-
ples are the ones by Gaberdiel and Volpato [25]. They have
shown that higher genus vacuum amplitudes of a meromor-
phic conformal field theory uniquely determine the affine
symmetry of the theory. In particular, the vacuum ampli-
tudes of the Eg x Eg theory and the Spin(32)/Z, theory
differ at genus 5. The fact that the discrepancy only arises
at rather high genus is just a consequence of the modular
properties of higher genus amplitudes.

Another explicit realization of the Friedan-Shenker
approach concerns just the NSR superstring. In particular,
it has been shown in [26] that there exists a natural choice
of the local coordinate at the node on degenerate Riemann
surfaces that greatly simplifies the computations. This
makes clear the power of such an approach as now one
may derive, at any genera, consistency relations involving
the amplitudes and the measure. As a result chiral super-
string amplitudes can be obtained by factorizing the higher
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genus chiral measure induced by considering suitable
degeneration limits of Riemann surfaces. Even in such
investigations modular invariance is the key symmetry.

Classifying string partition functions corresponding to
volumes forms on M, may also lead to uncover new sym-
metries. String theories essentially concern the bosonic and
supersymmetric ones. The first is affected by the tachyon,
whereas the superstring, although free of such singularities,
still needs more than four dimensions and one has to com-
pactify the extra dimensions. In principle, it may happen
that there are other string theories with some underlying
hidden symmetry. Investigating such a question requires
the preliminary basic step of classifying all forms on
M, satisfying the main properties that a string theory
should have. Let us summarize them.

1. Since each string theory involves the path integration
over the world-sheet metric, it should be a modular
invariant (3g — 3,3¢ — 3) form, i.e. a volume form
on M,.

2. Such forms should correspond to determinants of
Laplacians associated to the space-time coordinates
to b-c and/or -y systems of any conformal weight.

3. The combination of such determinants should be
Weyl invariant.

Satisfying such conditions is essentially equivalent to
require that the partition functions

/ Z|J] = /DgDXD\IJ exp(—S[X] — S[¥]), (1.1
M,

correspond to volume forms on M,. Here S[X] is the
Polyakov action in

D = 26 + 2anck
kel

(1.2)

dimensions, where ¢; = 6k*> — 6k + 1 is (minus) 1/2 the
central charge of the nonchiral (b-c) -y system of weight
k. T is the set of conformal weights k € Q, J the set of
ny € Z/2. DV denotes the product on k € Z of |n;| copies
of the nonchiral measures, including the zero mode inser-
tions, of weight k b-c systems for n; > 0, or -y systems for
n;, < 0. S[] is the sum of the corresponding nonchiral b-c
and f-y actions. We will see that there exists a Weyl and
modular invariant regularization of string determinant that
eliminates the points dependence due to the insertion of
zero modes. This will lead to a consistent definition of
Z[J] as volume form on M,. One of the main conse-
quences of the present investigation is that the partition
functions Z[J] include a class of finite strings, even in four
dimensions [27].

The content of the paper is as follows. In Sec. I we
review the partition function of b-c and -y systems. In par-
ticular, we will consider the problem of treating the point
dependence due to the zero mode insertions. In Sec. III we
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will introduce the way to eliminate the point dependence of
the zero mode insertions in the path integral, preserving the
modular and Weyl symmetries. In Sec. IV we will consider
the bosonic string partition function Zp in noncritical
dimension D. In particular, since Zp is a volume form
on M, its behavior at the boundary of M, fixes some con-
ditions that may be reproduced by Z[7] for some 7. We
suggest that there is a map from the non-Gaussian measures
on diffeomorphisms and the Liouville fields to the
Gaussian one that leads, via bosonization techniques, to re-
present the Liouville sector by means of first-order systems.
We will also show that W algebras naturally arise in our
construction. Interestingly, this may lead to represent
higher spin fields in a string context.

Although the prescription introduced in Sec. III is essen-
tially the only well-defined recipe for any Riemann surface,
there is a related approach which is defined on canonical
curves. These curves are the ones of genus two and the
nonhyperelliptic compact Riemann surfaces with g > 2.
In Sec. V we show that instead of integrating with
B'""(z;,z;) each pair b(z,)b(z;) of the zero mode insertions,
one may divide them by the determinant of B (z; i Zk)s
denoting the n-fold Hadamard product of B(z;,Z). This
implies that the ratio of determinants of Laplacians corre-
sponding to the path integral on the world-sheet metric,
together and on space-time coordinates and to b-c¢ and/or
P~y systems, become volume forms on the moduli space of
canonical curves M We will show that det B"(z; 2 Zk) 18
expressed in terms of the recently introduced vector-valued
Teichmiiller modular forms [28]. We will also consider
the Chern classes associated to our construction and
see their relation with the tautological classes arising in 2D
topological gravity.

Section VI is devoted to further developments and to the
conclusions. In the Appendix we introduce the mapping to
the single indexing used in Sec. V.

II. PARTITION FUNCTION OF FIRST
ORDER SYSTEMS

A. Some notation

Let C be a Riemann surface of genus g > 2 and denote
by {a.....a, p.....p,} a symplectic basis of H,(C, Z).
Let {®;},<;<, be the ba51s of H(K () with the standard nor-
malization f w; = §;and 7;; = ¢, w; the Riemann period
matrix. Set 7, = Tz The basis of H,(C, Z) is determined
up to the transformation

a a D C\ [/a A B
=~ | = , Y= (S Fg,
s p B AJ\p CD
which induces the following transformation on the period
matrix:

>y -7 = (At + B)(Ct + D)™!
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We will also consider the Deligne-Mumford compactifica-
tion of the moduli space of genus g stable curves with
n-punctures /\/l . It turns out that M is a projective vari-
ety with compactlﬁcation divisor !

D =MN\M,=Dy,...Dyy. (2.1)
A curve belongs to D, = /\_/lg—k,l X ./\_/lk_l if it has one
node separating it into two components of genus k and
g-k. The locus in Dy = Mg 12 consists of surfaces that
become, on removal of the node, genus g-1 double punc-
tured surfaces. Surfaces with multiple nodes lie in the inter-
sections of the Dy.

The compactified moduli space /\/lgn of stable curves
with n-punctures is defined in an analogous way to /\/l
The important point now is that the punctures never colhde
with the node. In particular, the configurations of two col-
liding punctures are stabilized by considering them as the
limit in which the n-punctured surface degenerates into a
(n — 1)-punctured curve and the thrice punctured sphere.
Consider the Riemann theta function with characteristics

el (k+a)r(k+a)+2zi' (k+a)(z+b) ,

0[3)(z.7) =

kez9

where z € CY and a, b € RY. If §, §" € {0,1/2}9, then
0[8](z.7) == 0[%](z,7) has definite parity in z
0[6](—z,7) = e(8)6[9](z, 7), where e(8) := e**'9%". There
are 229 different characteristics of definite parity. By
Abel Theorem each one of such characteristics determines
the divisor class of a spin bundle L; = K¢, so that we may
call them spin structures. There are 2971(29 + 1) even and
2971(29 — 1) odd spin structures. Let v be a nonsingular
odd characteristic. The holomorphic 1-differential

9

= Z w; (p)azie[l/] (Z) l:=o0

1

hi(p)

p € C, has g — 1 double zeros. The prime form,

Ol(w = z,7)
hy(2)h,(w)

is a holomorphic section of a line bundle on C x C, corre-
sponding to a differential form of weight (—1/2,—1/2) on
C x C’, where C is the universal cover of C. It has a first
order zero along the diagonal of C x C. In particular, if
t is a local coordinate at z € C such that i, = dt, then

t(w) — 1(z)
dt(w)+/dt(z)

E(z,w) =

E(z,w) = (1+ O((r(w) = 1(2))?))-

Note that I(z +'an +'pm) = 1(z) +n+tm, m, n € 29,
and
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E(Z +lan + tﬁm, W) _ )(e—ﬂi’mrm—Zﬂi’mI(z—w)E(Z’ W),
where y = e27i('vin—"vim) ¢ {=1,+1}, m, n € 79. We will
also consider the prime form E(z,w) and the multivalued
g/2-differential 6(z) on C with empty divisor, satisfying
the property

U(Z 4+ Tan + ’ﬂm) :)(ageizi(gfl)’m'rerZIri’mlCzG(Z)7

where y is and K¢ the vector of Riemann constants. Such
conditions fix ¢(z) only up to a factor independent of z; the
precise definition, to which we will refer, can be given, fol-
lowing [29], on the universal covering of C (see also [30]).

B. String determinants and Mumford forms

Consider the covariant derivative V"
differentials and its adjoint V;

acting on —n-
_p If p=2g, is the metric

tensor in local complex coordinates, that is ds*> =
2g,:dzdz, then
L

We will consider the determinants of such operators and of
the Laplacian A,_, = V;"V?_ acting on 1 — n differen-

1—n
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c, =6n>—6n+1.

Let ¢f,....% , N, = h°(K™.), be a basis of H(K™.). The
partition function of the nonchiral b-c system is [12]

det/Al_ - —
| det ¢ (z)P———+" = | DbDbDcDE [ [ b(z;)b(z))
det NV, ;
X e zﬂf VbV _ ctec.
= |Zn(Z1’ sy ZN’I)|2€—C,,SL(/))’ 2.2)

where S; (p) is the Liouville action and

(Nn)jk:/cé’?ﬂl"f/’z-

Multiplying (2.2) by H " p'™"(z,.Z;) and integrating over
CM» by using the generalization of (3 3) in [21] yields

/ — .
detA,_, = / DbDchDcH / P "(2i, Z;)

x e*ﬂfc VIbVi_etec.

(Zi)B(Zi)
(2.3)

where we absorbed in the measure a numerical factor. It

tials. Set turns out that for n # 1 [12]
|
Z,(21on2y,) = ]'/29<Zzi —(2n—1) >HE 2.2 H o> 1(z,), (2.4)
i i<j
and
02 izi —w—A)] i ;E(zi, 2;) ] [io(z:
21z, = Zula] 2 o> MicE i 21 Lo (i) 25)
o()ILiE(zi, w)
|
It turns out that is independent of the points. One may easily check that the
g/2-differential o, the carrier of the gravitational anomaly,
Zi(z1s ..., Zg) iS missing in
Z =—2=-
o] == w;(z;) Z o
nl®
F,.lo" 2.7
gnl®"] ATE 2.7)

can be formally considered as the partition function of a
chiral scalar. We have

(tht w—= A)Hi<jE(Ziv Zj)Hi"(Zi)
det ;(z)o(2)[[;E(zi, w) '

Also note that

Z (Zl’ . 7ZN,,)

det 7 (z;) 20

Z,lp"] =

This corresponds to the fact that such a ratio defines the
Mumford form of degree n. More precisely, consider the
(39 — 2)-dimensional complex space C,, called universal
curve, built by placing over each point of M, the corre-
sponding curve C. Consider the map # projecting C, to
M,. Denote by L, = Rx.(K¢ M, ) the vector bundle on
M of rank N,, with fiber Ho(i(” ) at the point of M, rep-
resennng C. Let 4, = det L, be the determinant 11ne bun-
dle. The Mumford isomorphism is [31]
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~/ ® n
An 2 A4 “n,
It turns out that, for each n, the Mumford form is

PIN- AR,

=F ¢ 2.8
Hg.n g,n[w](wl/\“%wg)cn (2.8)

Therefore, p,,, is the unique, up to a constant, holomorphic
section of 4, ® 4, nowhere vanishing on M,. The fact
that the bosonic strlng measure is essentially glven by the
Mumford form p,, has been first observed by Manin [6].
For n = 2 its expression in terms of theta functions has
been given in [6] whereas u,, has been obtained in
[12,7,29]. See also [32] for a related investigation.

Gyiwpxg) = /[DﬂDJ’ s€

can be expressed in terms of theta functions as

[T Z%.(s(z Xp— 2w —yi—24)
I Zg.(s(Zk;ezxk —2_w;—24) ’

Glyiswjixg) =

where Z; ; denotes Z3 [¢*/] with now the theta function in
(2.4)having characteristic 0. The chiral partition function cor-
responds to m =2g—2. In this case, taking y;, = x;,
i=1,...,2g — 2, such an expression reduces to

1
Z%.a( %gﬂ x; —24A) ’

G(x;;0;x;) =

which is just the inverse of the corresponding expression for
the chiral b-c system. Repeating the construction in the non-
chiral case, and for any n, it can be seen that the partition func-
tion for the nonchiral -y system is just the inverse of (2.9).

D. Modular invariance and zero modes

Let us consider again Eq. (2.10). It shows that under a
Weyl transformation the ratio of Laplacian determinants

det/A 1—n
(detAg)

has the same transformation properties of

det NV,
(NQ det/\/'l)"" )

0 [0
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By (2.2,2.3) and (2.6) it follows that

det'A_, = |Z,[¢"]* det N ,,e=<n5L0), (2.9)
and the modulo square analog of (2.8) is
det'A det
e 1—n € Nn (210)

= |F 0"
(det’AO)"n | y’n[(p ” (No det Nl)c”

C. p-y systems
The above description extends to the case of -y systems
giving the inverse of the determinants with respect to the
case of the corresponding b-c¢ systems. Since the treatment
of zero modes is more subtle, let us shortly review the
known results. Following [13] and its notation, it turns out
that the correlators of the chiral -y system of weight 3/2,

m—2g+2 m+1

) I sote) T e,

k=1

This means that the anomalous transformation under Weyl
rescaling of the two ratios is a kind of residual anomaly
which follows from the definition of the partition function.
Actually, there is some degrees of freedom in treating the
zero modes, and one may also choose

det/ Al—n
det NV,

rather than det’ A;_,. However, this still gives a residual
ambiguity, due to the choice of the basis of the zero modes
@1, ...,y . To discuss such a question, it is instructive to
recall how the bosonic partition function in the critical
dimension is obtained.

First, the moduli part of the measure on the world-sheet
metric in the path integral reduces to

det/A,I
det Nz

|/\max 3'2

Note that this is different from the partition function for a
nonchiral b-c system of weight 2, where |[A™@7|* is
replaced by |det ¢3(z)|*. By (2.9)

det/A_l
det N2

|/\max |2 |Z [ ]l 13SL(p)|/\max(p?|2_

The scalar integration gives (det’ Ag/N)~" so that the

critical bosonic string measure on M, is
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det/Ay\ B det’A_,
zm= (52) Amg3P

No det NV,
. Zz[qu] 2 |/\max(p5|2
N ‘Zl[w]” (det N'})13° 2.11)

Comparing such an expression with Eq. (2.7) we get the
precise relation with the Mumford form of degree 2

212
|/\max(pj|

W’ (2.12)

ZPol = |Fg.2[(p2]|2
where we used N'| = 17,.

III. STRING PARTITION FUNCTIONS AS
VOLUME FORMS ON M,

As discussed in the Introduction, since any possible
string theory would involve a path integration on the
world-sheet metric, a central question is to classify deter-
minants of Laplacians associated to the space-time coordi-
nates, b-c and/or f-y systems of any conformal weight,
corresponding to volume forms on M. The combination
of such determinants should be Weyl and modular
invariant.

Note that independence on the choice of the basis of
H°(K%) in (2.11), and therefore the absence of a source
of modular anomaly, is due to the fact that the metric mea-
sure leads to a term det A/, at the denominator, whose
dependence on the choice of the basis is balanced by
|A™%g[2. This means that apparently it is not possible
to define volume forms on M, considering the ratio of
Laplacians of determinants, and therefore partition func-
tions on the world sheet with b-c systems, unless they
come, as in the case of the critical bosonic string, as an
integration on metrics. In the case of n # 2, this would
imply considering metrics on some vector bundle. Let us
explicitly illustrate the problem. According to (2.2) and
(2.10) the partition function of 2¢,, scalars and a b-c system
of weight n would give

det/Ap\ —cn det’A,_
| det " (z4)[?
<M> o det )|

_ ‘ Z,lg"]
Z o]

2| det @] ()

(det N l)C,, ’
whose structure is different from the one of the critical
bosonic string (2.11). For arbitrary n the term |/\ma"go;?|2

is replaced by |det ¢7(z;)|>. They both guarantee inde-
pendence from the choice of the basis of H°(K(), and

(3.1)

_ _ 1
/ DXDbDbDcDe] [b(z))b(z;) exp (—S[X] —5- / VabVi_ ¢+ c.c.>,
h C
J

where now S[X] is the Polyakov action in 2¢, dimensions.
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therefore modular invariance. On the other hand, it is com-
monly believed that removing the apparently harmless
dependence on the points in (3.1) may lead to a modular
or a Weyl anomaly. In this section we will show that this
common belief is due to an undue identification between
positive (1,1)-forms and path-integral metric. In particular,
depending on the context, the same positive definite
(1,1)-form may correspond or not to the path-integral met-
ric. Such an apparent ambiguity is quite evident once one
notes that the ratio of any two positive definite (1,1)-forms
define a possible Weyl transformation, and this, of course,
does not imply that all positive definite (1,1)-forms should
be Weyl transformed.

In the following we use a positive definite (1, 1)-form to
integrate on CV» the zero mode insertions. It should be
observed that even if such a form has the same properties
of a metric, it is explicitly constructed in terms of Weyl and
modular invariant quantities. As a consequence, depending
on the context, it can be seen as a metric, so that getting the
Weyl factor, or as a Weyl invariant (1, 1)-form. In this way
the Weyl invariant ratios of regularized string determinants
correspond to (0, 0)-forms on M, that, multiplied by the
Polyakov measure, define volume forms on M,. Such a
recipe is consistently defined on any Riemann surface.

A. The fiber and the Weyl transformations

Let Z be the set of conformal weights k € Q. Set J =
{n; € Z/2|k € I} and let DV be the product on k € Z of
|ng| copies of the nonchiral measures, including the zero
mode insertions, of weight k b-c systems for n; > 0, or
p-y systems for n; < 0. We denote by S[¥] the sum of
the corresponding nonchiral b-c and -y actions.

In (1.1) the Weyl invariant string partition functions cor-
responding to integrals of Z[7] over M, have been intro-
duced. The Z[J] correspond to the Polyakov partition
function Zp, times a rational function of determinants
of Laplacians. Namely

Z[T) = Zea] [ 22 (3.2)
ke
where, tentatively,
det’Ag\ —¢n det’A;_
Z,~ "] det ¢" 2, 3.3
' (NO ) det v, Aol G

with the right-hand side of (3.3) coinciding with the follow-
ing partition function:

(3.4)
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If it were not for the dependence on the points, the right-
hand side of (3.3) would be the good definition for such a
combination of partition functions. The reason is that it sat-
isfies the condition D = 2c¢,, that guarantees the invariance
of Z, under Weyl transformations

g—€°g.

As we will see, the precise definition of Z, requires a modi-
fication of the standard treatment of the zero modes that
will lead to a point independent, Weyl and modular invari-
ant regularization of such ratio of determinants.

In the previous section we saw that the string determinants
are strictly related to the Mumford forms. In particular,

Cn detIAl_n
det NV,

det/AO ) (35)

nl2 —
|Fg,n[(p ” - (NO det Nl

Until now, the only Mumford form which appeared in string
theory is y,,», that is the one defining the Polyakov measure.
On the other hand, to express (3.2) as well-defined quantities
on M, requires one to find what is the precise correspon-
dence between the modulo square of Mumford forms g,
and Z,. This has been an open question since the times of
the covariant formulation of string theories. In particular,
Belavin and Knizhnik stressed that the Mumford forms are
Weyl anomaly free [7]. They also observed that since the hol-
omorphic structure of M, is an algebraic structure, it follows
thatany holomorphic quantity on M, suchas y, ,,is analge-
braic object. This is essentially a consequence of the Serre
GAGA principle [33] thatled to the following conjecture [7].

Multiloop amplitudes (and not only vacuum amplitudes)
in any conformally invariant string theory (such as the
bosonic in D = 26 or the superstring in D = 10) can be
expressed in terms of algebraic objects (functions or sec-
tions of holomorphic bundles) on the moduli space of
Riemann surfaces. Quantum geometry is therefore the com-
plex geometry of the space M .

In this context, it was suggested in [34] that noncritical
strings may be formulated in terms of Mumford forms. In
spite of its geometrical and physical elegance, the Belavin-
Knizhnik conjecture has not been developed so far. There
are several reasons for that. We will see that such reasons
are strictly related and admit a natural physical solution
leading to a modular invariant regularization of the string
determinants.

An obvious reason why apparently the Mumford forms
of degree n # 2 should not play a role in string theory is
that only |,uq2|2 defines a volume form on M. This ques-
tion was in debate during the eighties. To map |/tgn|2 to
volume forms on M, requires solving the problem of
the fiber, that is, loosely speaking, replacing the wedge
products of n-differentials by scalar quantities. Let us recall
where the point is.

PHYSICAL REVIEW D 89, 026008 (2014)

First, note that [A™*}[> and det [.@}Aq; have the
same modular transformatlons In pamcular the Hodge
fiber |[A™*@;|*> maps to

1
det —/ d)J/\CUk = det T,
21 ol

where 7, = Imz, with 7 = fﬁ w; the Riemann period
matrix.

Even the wedge products |A™*g?|> appearing in the
Polyakov string are not a problem; since they represent
the infinitesimal volume elements on M, it is just the term
coming from the path integration on the metric. However, it
is commonly believed that integrating on C"» in the case of
|Am&Xg12 0 % 2 (or even n = 2, if one wants to reduce
luga|* to a scalar quantity) leads to a Weyl anomaly.
The reason is that | det ¢/ (z;)|* requires a metric to be inte-
grated. However, the metric with respect to which one has
to consider the Weyl transformations is the one on which
one integrates in the path integral and these concern only
the metric defining the Laplacians and the associated zero
mode matrices (N,);;. This means that, in principle, one
can multiply |[det ¢/(z;)|* by the product of any
(1—n,1—n) form in z; and then integrating over
CN»  without worrying about any Weyl anomaly.
Nevertheless, it is clear that this would lead to a consider-
able ambiguity. In this respect note that making a Weyl
transformation requires one to identify which ones of the
(1, 1)-forms in a given expression correspond to the metric
or are defined in a metric dependent way. The question then
is to find a positive definite (1, 1)-form which is defined in a
Weyl and modular invariant way.

B. Weyl and modular invariant integration

A key observation is that since the kernel of 0 is metric
independent, it follows that the space of zero modes
H°(K™)is Weyl invariant. We then introduce the (1, 1)-forms

g
= z @} (2)Y i (2),
T

andwillintegrate [T}, BY " (24, Z)| det @' (z¢)]*onCN». To
fix Y we use modular invariance. To this end, we use the
fact that the dependence on the modular transformations of
the integration on C is entirely given by the transforma-
tion properties of the integrand. This means that BY(Z Z)
1s modular invariant and positive definite if Y P

3 fco! iA@y. With this choice, By (z, W) coincides w1th

g

B(z.w) = Y w;(2)(z3") yn(w),

1

(3.6)

which is the Bergman reproducing kernel [29]. It should be
stressed that the above investigation does not imply that
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B(z, z) cannotbe considered asametricon C. Thisis a general
fact that holds for any positive definite (1, 1)-form. In particu-
lar, any ratio between two positive definite (1, 1)-forms
defines a possible Weyl transformation. In other words,
considering a reference metric tensor p, there exists a Weyl
transformation such that ¢°p = B. On the other hand, this
does not mean that under a Weyl transformation one should
transform all possible (1, 1)-forms. For example, if an expres-
sion contains the term pB, under the Weyl transformation
e°p = Bwould transform to B>, whose inverse is pB. We will
performasimilartransformation that will simplify the expres-
sions of Z, [see Eq. (3.11)].

It is instructive to recall that the Bergman reproducing
kernel also appears in the two point function of a scalar
field

f(zw) = (X(2)X(w)).

This is the Green function for the scalar Laplacian, so that it
satisfies the following equations:

[ varew =o

0.0:(z.w) = —md(z —w) + 3 V/o(2).
0.05f(z,w) = n6(z —w) — zB(z, W),

where A = f ¢ v/9- This shows that the building block of the
string correlation functions naturally selects a Weyl and
modular invariant kernel, providing another way to show
that the Bergman reproducing kernel (3.6) is intrinsically
defined; it depends only on the complex structure of C
and on the points z and w. One may say that it is essentially
the only way to select two points on C in a way which is
anomaly free. In particular, since B(z,Z) is a positive def-
inite (1, 1)-form, it can be used to integrate the zero modes
in a Weyl and modular invariant way. Multiplying (2.2) by
[1)" B'"(z;,%,) and integrating over C"» leads to

det’ A],
X, =det M,————"
ni=det M, det\V,,
= / DbDbDcDe(bb),
1
xexp(——/ @benc—Fc.c.), 3.7
2r C
where
65), = [, TI8""(z1-2)b(e)bc)).
j
and

PHYSICAL REVIEW D 89, 026008 (2014)
(M= [ #4(@B 2o (2).

The string determinants are then
Z, =X, / DXe S, (3.8)

Furthermore, we now have the precise identification of the
string determinants in (3.3)

z, = (det’Ao) det My del Ay

N() dCth

Note that det M, = det N'| = det 7,. It should be stressed
that the above prescription is equivalent to map |, |? to the
(0, 0)-forms

det
z, = |Fg’n|2( et M, (3.10)

det Tz)c" ’

which is equivalent to map the modulo square of the wedge
products in the Mumford to (0, 0)-forms, that is

2
A

| /\ga)J |2Cn

det M,,
(det 7,)

The above results show that if D =2c¢,, then the
corresponding partition function admits a natural Weyl
and modular invariant regularization which is point
independent.

There is a remarkable mechanism that simplifies the
expression of Z, in (3.9). Namely, since |Fg‘n\2 in (3.5)
is Weyl invariant, we can just choose as a metric the
Bergman metric, that is

p(z.2) = B(z.2).

In this way
det NV, = det M,,, NO—/B—g.
c

The result is that the basis ¢ does not appear at all and Z,
assumes the simplified form
Zn = (det/ AB’O)ic" det’ AB,l—VH (31 1)

where the Laplacians are defined with respect to the
Bergman metric. In particular, with this choice

13 ne, det’Ap
2] = (detAgg) ™ Lrer™ T/\Zzl
x | [ (et g i)™ | A2 2, (3.12)

kel

that, by (3.10), is
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- |Fq2| H |Fqk|2 det M\’ ‘/\3g—3 2|2
(det 7,)13 (det 7,) et

kez
(3.13)

2[J]

which, by (2.4,2.5) and (2.7) provides the expression of
Z[J] in terms of theta functions.

IV. Z[J] NONCRITICAL STRINGS
AND W ALGEBRAS

A. Noncritical strings

The typical singularities of string theories arise when
some handle of the Riemann surface is pinched. Such a
degenerate surface belongs to the Deligne-Mumford boun-
dary OM o The standard example is the tachyon singularity.
Let us consider the singularity structure at M associated
to the Mumford forms for any n. The tachyon singularity of
the critical bosonic string corresponds to n = 2.

In [29] Fay derived the singular behavior of the Mumford
forms at the Deligne-Mumford boundary. He used Bers-
like basis ¢! = {¢} t}lelN for HO(K7). It turns out that
in the case of separating degeneration

E(a, by

(n=1)/22\"7)
(27i) -1 y

Fg,n [(p;’] ~r" g—l,n[gﬂn]v 4.1)

where a, b are two points identified on the smooth genus
g — 1 curve. In the case of degeneration corresponding to a
reducible singular curve obtained by identifying points on
two smooth curves of genus g; and g — g;, we have

Fg,n {(p’ti] ~ "= l)/ng —g1,n [§0 }Fg].n[gon}’ 4.2)
where € is a fixed (2g — 2)th root of unity. The tachyon
singularity of the critical bosonic string corresponds to
n = 2. The above asymptotic analysis is just a consequence
of the Grothendieck-Riemann-Roch theorem and of the
Mumford formula.

Let us consider the measure on the world-sheet metric.
This includes the integration on the diffeomorphisms and
on the Liouville field D,v°D,v°D o. It is well known that
such measures are not Gaussian. This is the problem of
quantizing Liouville theory. Let us consider the measure
on the diffeomorphisms. Since

/fg e v

it follows that Vol (Diff (X)) depends on ¢. In critical string
theory it is assumed that such a dependence can be
absorbed into D o and then one drops the D ,v°D,, V¢ term.
However for D ;é 26 such a procedure still needs to be fully
understood. To overcome such a question we consider the
bosonic partition function in noncritical dimensions

(v,v),_

PHYSICAL REVIEW D 89, 026008 (2014)

/ 2z, = / DgDX exp(=S[X]), (4.3
M!]

where S(X) is the Polyakov action in D dimensions, so that
Zpol = Z96. Of course, like Z[7], even Zp must be a well-
defined volume form on M. Since Z, should be a volume
form on M, the central charge of the Liouville sector is

¢, =26—D. 4.4)
This is the reason why (4.4) has the same structure of (1.2).
This suggests considering

cp = — E 2nycy.

n,€T

4.5)

By means of a semiclassical analysis it should be possible
to check the behavior of Z; when the Riemann surface
degenerates, that is at the Deligne-Mumford boundary
oM e This fixes some condition on 7 in such a way that
Z[J] has the same behavior of Zj,. This would select the
first order systems as possible candidates to represent the
Liouville partition functions. This means that there is
a mechanism, related to the bosonization of first order
systems, mapping the non-Gaussian measures to the
Gaussian ones of the b-c¢ and f-y systems, as suggested
in [34].

It is instructive to understand what happens in the case in
which the Liouville sector can be represented by a single
first order system. Let us first consider the case of the -y
system. This means

¢, = 12k — 12k + 2, (4.6)

that is the weight of the corresponding f-y system is

k:—3iv861_3D. (4.7)

Rational values of k with integer D are obtained for
D =0,15,24,27,

corresponding to
k=12,3/2,1,1/2.

Similarly, in the case of b-c systems one gets

¢, = —12k* + 12k — 2, (4.8)
3+3D—-175
k= . , (4.9)
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and rational values of k with integer D correspond to

D =25+ 3n?,
with
k= ! (n+1),
2
n=20,1,2,.... The above can be generalized to real and

even complex values of n. From the point of view of
the b-c and -y systems this is always possible just because
the action contains terms such as bdc and Sy, which are
well-defined (1, 1)-forms even for n € C. A related aspect
has been considered in [35] where a general method to
absorb the spin fields in b-c systems of real weight was
introduced. Subsequently, complex powers of line bundles
in connection with string scattering amplitudes have
been considered by Voronov [36]. Such an extension of
first order systems to real and, more generally, complex
weights is of considerable interest and should be further
investigated.

B. W algebras and volume forms on M,

There is a nice interpretation of the Mumford forms that
should be further investigated. A reason why the Polyakov
partition function leads to [u,,|* is that the world-sheet
metric is deformed by the Beltrami differentials; these
are the dual of H°(KZ). It follows that |u, ,|* should be
associated to a theory containing the path integration on
a metric deformed by the generalized Beltrami differentials
introduced [37]. These are the dual of H(K?.). In particu-
lar, using the single indexing introduced in the Appendix,
one may consider the map

n 1 n

a),(- N i dTE )

that defines the tangent space to the moduli space associ-

ated to the holomorphic n-differentials, that is the moduli

space of vector bundles on Riemann surfaces. This is like

the Kodaira-Spencer map sending a),(-z) to ﬁdrl(»z). It fol-
lows that |y, ,|* should correspond to

/Dg(”>D<I>e_S[‘/’].

More generally, one should consider partition functions
such as

(4.10)

/ [[pg® Do,

kel

where g*) are the metrics associated to H°(K%), whose
dual spaces are the generalized Beltrami differentials,
and S[®] some conformal action leading to an anomaly

PHYSICAL REVIEW D 89, 026008 (2014)

2> rercr- Understanding the field content of (4.10) should
lead to formulate a class of conformal field theories. In this
respect note that the generalized Beltrami differentials are
related to the chiral split for the higher order diffeomor-
phism anomalies. The Wess-Zumino conditions correspond
to the cocycle identities (see Sec. 3.4 of [37]).

Since such theories are associated to W algebras, it
would be interesting to investigate a possible relation with
higher spin theories. In particular, note that in a large N ’t
Hooft-like limit 2D Wy minimal models CFTs are related
to higher spin gravitational theories on AdS; [38]. This
may suggest the existence of a formulation of higher spin
theories in a string context.

V. VOLUME FORMS ON M, AND
HADAMARD PRODUCT

Another interesting possibility to use the Bergman repro-
ducing kernel to remove the point dependence due to the
zero mode insertions is to consider the determinant of the
Hadamard n-fold product of B(z;, Z;). Although such a rec-
ipe may lead, depending on the set 7, to zeroes or singu-
larities on the hyperelliptic Riemann surfaces, it defines
volume forms on M, with interesting properties.

A. Hadamard product of the Bergman kernel

Let us first shortly review a result in [30]. Here we use
the single index notation defined in the Appendix. In the
following we consider the matrix B*"(z;,Z;) whose j,
kth entry is (B(z;,Z;))". This is the n-fold Hadamard prod-
uct of B(z;, Z;). Furthermore, we will consider the determi-
nant of B”"(z;, %), with the indices j, k ranging from 1 to
N,,. For each positive integer n defines I, = {1, .....,n}.
For all z;, w; € C, i € Iy, we define

B det Bon(Zi, Zj)

ny2
n =T K" (5.1)
et g "1
It can be proved that [30]
M’T
K, = > Ko, ..o
iNn > e > il -
N, > > =1
R e
x 2 < 2 i fc[a);:l), ...,a)g:’/)], (5.2)
[Tz xixi, ' o

where |A - A\;‘]']”; denotes the minors of (A---A)

iyl
|A a .A|jll“'jm . .det . (A o A)U’
LE L, ..., 1y
JEJtssm
i], ""inwjl? ,]m S IM,,’ with m € IMn'
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B. Zero modes, det B”"(z;, ;) and volume
forms on M,

In the following we investigate a way to absorb the point
dependence due to the insertion of the zero modes which is
related to the one introduced in Sec. III. This may lead to
zeros or singularities on the hyperelliptic Riemann surfaces
of genus greater than two. The moduli space of compact
Riemann surfaces that does not contain such Riemann sur-
faces is called the moduli space of canonical curves Mg.

Let us set

1
k'] = :
Zl[(/)l]%
and, for n > 1
1
k[e"] =
Z,\[0}Z,[p")

Note that det B(z;, z;) = | det w;(z;)[*/ det 75, so that

Kol
det (%) '

Also note that replacing |@; A - - - Aw,|? in |u, ,|* by det 7,
does not break modular invariance. Together with the
Kodaira-Spencer map w;w; — dz;;/(2xi), this is what
one does in passing from the Mumford form |u,,|* t

the Polyakov measure. What is less obvious is the analog
of detz, when one considers the wedge products
@iN---Agy . First notice that due to the term
det ¢! (z ;) in k[¢"], the Mumford forms are independent
of the choice of the bases ¢, ....., ¢} . On the other hand,
using 7;; as moduli parameters naturally requires one to use
N, elements a)( ") as basis of HO(K?%.), a fact that led to the
concept of Vector—valued Teichmiiller modular forms
[28,39]. Therefore, one has to consider wln A - /\a)f:
In order to have a volume form for n = 2, one has to con-
sider the Kodaira-Spencer map'

)

i, A )|
g-3

2
- |dt; A+ AT

E
1353

However, as it will be clear below, we can also consider
a map involving K,. Let us stress that, thanks to the
term det w, ? (zj) in the denominator of u,,, when
dr; A- /\drh _, vanishes in some subspace of M,, e.g.
in the hyperelhptlc loci of genus g > 3, this is balanced
by the vanishing of det a)fz)(z i)

The situation is different when looking for the analog
of the map |wA-- Aw,|> > dett, in the case of
a)( A - /\a)N , even in the case n = 2. The answer is
to replace the modulo square of Mumford forms building
blocks by K,,. In particular,

'Note that such two terms have the same transformation prop-
erties under Sp(2g, Z).

PHYSICAL REVIEW D 89, 026008 (2014)

2
'ﬂ ~ K,
WA A,
and, for n # 1
n 2
' <le"] ~ K,
PIN - APy
so that
(2n—1)? A e AQT 2
K|lw @ @
o> = G — N (5.3)
ko] (@A Ay )
maps to the nonchiral analog
(2n—1)?
K
V(7)== (5.4)

K, (det 7,)>(=1)"

which is a (0, 0)-form on M,. Equation (5.2) shows that
the building blocks of V, are just the vector-valued
Teichmiiller modular forms introduced in [28]

. . B K[a)l(-ln), ...,a)gz’)’] S

lin,+10 i, 7] = € iM”Wa (5.5)
Iy iy, € {1,......M,}, and that define the string mea-
sures [39].

Recall that 7 denotes the set of conformal weights k € Q
and J is the set of n;, € Z/2. We consider the volume
forms on M,

(5.6)

VIT) = Ze [ V2"

kel

Note that since k[, ( >, ..... ,a)<-")

i, ] vanishes on the hyperel-
liptic loci with g> 3 28], by (5.2) also K, vanishes
there. Therefore, V[7], depending on the set 7, may be

vanishing or singular in such loci. Consider

dTl'] AR /\dTi3q,3 2

K[a)l(-z) - a)g2> ]
1 393

VI=1] = K>(7')

This can be very explicitly expressed up to g = 4. For
g=2 and g =3 we have

|dT| /\de/\dT3 |2

V[-1,] =
[ 2] (det T2)3
V[ 1 ] 7|d’[1/\"'/\d’[6|2
2T (det )
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In the case of genus four

PHYSICAL REVIEW D 89, 026008 (2014)

10 1557 dei A AT A - Adry |
R T R el o7
A Jk

lg>11:1
j9>...>j1:1

where p = I]O\{ilv ceey 19} and q = 110\ {jl? ...,jg} (nOte
that here we are using the single indexing notation intro-
duced in the Appendix) and

1+6;; OF
S41/( ) 2 / 842( ),

ij

with

Fy,=29%0"[5](0

2

z) - (Zéemes [6](0, z)) :
deven
F, is the Schottky-Igusa form, and has the property of van-
ishing only on the Jacobian, so that it provides the effective
solution of the Schottky problem. It is immediate to see that
V[—1,] is the volume form on M, induced by the Siegel
metric on the Siegel upper half- space Its expression for any
genus, but without the use of theta constants, was given in
[30] (see also [40,41]).

From the above findings it follows that

V,=7Y, / DXe S, (5.8)

where S[X] is the Polyakov action in 2¢,, dimensions and

Y, = / DbDi)DCDEM
det B*"(z;, %)

1
X exp <——/ VgbVi_,c + c.c.). (5.9)
2 C
By (2.2) and (5.1), it follows that
nl|2 'A

K, detN,

Furthermore, by (5.6) we have the following Weyl anomaly
free partition functions:

/ Vg = / DgDXDW exp(—S[X] — S[¥]), (5.11)
M!]

where now S[X] is the Polyakov action in D =
26 + 2> i ernici dimensions. DV is the product on k €
T of |ng| copies of the measure of weight k b-¢ systems,
including the zero modes insertion, if n; >0, or fB-y

systems if n; < 0. S[¥] denotes the sum of the correspond-
ing nonchiral actions.

C. Curvature forms

Both X, in (3.7) and Y, in (5.10) provide an enumeration
of the Laplacian of determinants whose normalization elim-
inates the dependence on the choice of the basis of H(K?.).
We saw that whereas X, naturally arises by looking for a
Weyl and modular invariant determinant regularization, in
the case of Y,,, the hyperelliptic loci may be in their divisor.
Such a property, and the structure of both X,, and Y,,, sug-
gest that they represent key quantities to investigate the
geometry of /\/l

Letus go back to the space /\/l It turns out that the com-
ponents D, of Deligne- Mumford boundary, introduced in
(2.1), provide, together with the divisor associated to Weil-
Petersson class [wyp]/27%, a basis for Hgj,_ 8(Mg, Q).

Consider the universal curve CMgn over M g.n» built by
placing over each point of M the corresponding curve.
Note that M g1 canbe 1dent1fied w1th CM,,. More generally
M,, can be identified with C,(M )\ {sing} where
C,(M,) denotes the n-fold fiber product of the n copies
C<1)Mg, .. CWM of the universal curve over M and
{sing} is the locus of C,(M,) where the punctures come
together.

Denote by K¢/ the cotangent bundle to the fibers of
CMg n = M,,, built by taking all the spaces of (1, 0)-
forms on the various ¥ and pasting them together into a

bundle over C./\/lqn Let C be a curve in M, ,. Consider
the cotangent space 7*C|_. It varies holomorphlcally with
z; giving a holomorphic line bundle L on /\/lg.n

Considering the z; as sections of the umversal curve
CM,, we ha\{e Ly = zf(KC/.M). .
Let us consider the Witten intersection numbers [42]

(ta, " 74,) = /M (L) DA ner (L), (5.12)

which are nonvanishing only if Y d; = 3g — 3 + n. These
are related to the Mumford tautological classes [43]

k1 = 7y (L)) = / GO, (513)
='(p)

PE M 9 where L is the line bundle whose fiber is the cotan-
gent space to the one marked point of M g1 and 7 M g1 =
M, is the projection forgetting the puncture. The «’s
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correlation functions (k,, -k, ) = (A% k. M,), which
are nonvanishing only if ) ;s; =3¢ —3, are related to
and 7’s correlators. For example performing the integral
over the fiber of 7 : ./\_/lg,l - /\_/lg,

(T3g-2) = / 1 (L£)¥ 2= / K3g-3=(K3y_3). (5.14)
M M

g.1 g

It is useful to express the x’s correlators in the form [42]
(Kagy—1 -+ Kg,1) = / )
Cu(M,)
(5.15)

whereﬁ = n; (K, /m) and 7;: C, (M) = CyM, is the
natural pI‘OJeCtIOH Then notice thatC 2(My) and /\/l gon dif-
fer for a divisor at infinity only. This is the unique differ-
ence between (k;,_; -- -k, _1) and (z4, ---7, ). This leads
to relations for arbitrary correlators.

In [44] Wolpert proved that the first tautological class
corresponds to the Weil-Petersson two-form

et (L) A nei (L™,

K| = CUWP/ﬂ'z.
By well-known results on wyp, it follows that

6i - det7(?

= — 1 .1
—dolog deva (5.16)

where A;, denotes the Laplacian with respect to the
Poincaré metric and 0, 0 are the holomorphic and antiho-
lomorphic components of the external derivative d = 9 + 0
on M. This implies that k; can be seen as the curvature
form i m M, of the Hodge line bundle (4;; (,),) endowed
with the Qulllen norm

detz(®
= 5.17
<(l)a w>Q det’ Ago s ( )
where @ = oA -+ Aw,, that is
K| = 12C1(/11). (518)

A natural question is whether this is a signal for the exist-
ence of more general relations between determinant of
Laplacians and the tautological classes. This would also
imply a relationship between 2D gravity, topological the-
ories and the string determinants.There is an obstruction
to extend Eq. (5.18) to the tautological classes of higher
degree. The reason is that in general the Quillen norm
depends on the choice of the basis of H°(K?.). The excep-
tion is just (5.17) since in this case there is a canonical
choice, that is @y, ...,®,, which is the one defining the
Hodge bundle. On the other hand, it has been shown in
[28] that there are natural bases for H°(K%.) outside the
hyperelliptic locus, the a),(-")’s. In the case n =2 this led
to basic results on the Polyakov measure [39], which in fact
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corresponds to the coefficients of the quadrics describing
the world sheet in the projective space P9~!. This suggests

defining
. . . . detN,i(iNn+1,...,l.M")
<lN,,+l?""lM,,?an+l?""lM,l> - det’Ag‘l_n s
(5.19)
with
; oV ) (n)
deth(lN”+1,..., ) = det ] a)k s
C

where p = 2§, is the Poincaré metric tensor in local com-
plex coordinates and the determinant is taken on the
matrix’s indices running in the set {i;, ..., iy }. Note that
for n = 1 (5.19) coincides with the Quillen norm. One may
immediately check that it holds

(n)

2
= (. )5 @ n- nafy)
Honl™ = (N1 oo b, I 1 e i) JOLA - AP

(5.20)

On the other hand, the problem of the independence on the
choice of the basis has been one of the main points of our
initial investigation. This led us to introduce X, and Y,
which in fact do not depend on the choice of the basis
H°(K".). Therefore both X, and Y, provide an intrinsic
way to define new curvature forms

(5.21)

vy = (Y, [3)), (5.22)
where X,,[¢] and Y,[9] denote X, and Y,, with A,_,, and \V,,
evaluated with respect to the Poincaré metric. We conclude
this section observing that related structures have been con-
sidered in [45].

VI. FURTHER DIRECTIONS AND CONCLUSIONS

We repeatedly saw that the key step in our construction
concerns the manifestly Weyl and modular invariant struc-
ture of the Bergman reproducing kernel. It is constructed in
terms of one of the bases of H°(K.). We used it in two
ways. In the first one B'~"(z, 7) has been used to integrate
the zero modes of the b field of weight n. Such a prescrip-
tion is well defined on any Riemann surface. We also con-
sidered the determinant of the Hadamard n-fold product of
B(z;,Z;). This is a modular invariant quantity which is pro-
portional to | det ¢;(z;)|* but is independent of the choice
of the ¢y, ..., @y . As such it provides the tool to absorb, in
a modular invariant way, the dependence on the points due
to the insertion of the zero modes in the path integral. Since
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det B”"(z;,Z;) vanishes on the hyperelliptic Riemann sur-
faces, it may happen that, depending on the set 7, the
resulting partition function vanishes or has singularities
there. Both B'™"(z,z) and det B*"(z;,Z;) are related to
the space of symmetric powers of H°(K.). The latter
led to the concept of vector-valued Teichmiiller modular
forms [28] which provide the building blocks for the
Mumford forms [28]. In [39] it has been shown that such
forms can be expressed in terms of K, = M, — N, forms
vanishing on the Jacobian, thus extending to any genus the
expression for the Polyakov measure for g = 4 conjectured
by Belavin-Knizhink [7] and by Morozov [11]. This also
suggested formulating the bosonic string on the Siegel
upper half-space, a matter related to the problem of char-
acterizing the Jacobian locus, i.e. the Schottky problem. In
[39] it was also shown that such vector-valued Teichmiiller
modular forms appear in constructing the superstring mea-
sure and in the Grushevsky ansatz [17,21,23,24,46-55].
In [21] it was suggested that the pure spinor Berkovits
formulation of superstring theory [19,20] may be related to
the Schottky problem. The reason is that the conditions of
pure spinors are reminiscent of the relations for the quadrics

9
E k —
Cija),-a)j = 0,
i,j=1

k=1,...,K,, describing C in P9-!. Tt has been shown
in [28] that the vector-valued Teichmiiller modular forms,
i.e. the building blocks of the string measures, provide a
suitable combination of the coefficients of such quadrics.
In particular, it turns out that the vector-valued Teichmiiller
modular forms are just the determinants of such coeffi-
cients [39].

We have seen that the Mumford forms relate basic
aspects in string theory, such as modular and Weyl invari-
ance, to the geometry of M,. Until now, the unique
Mumford form of interest for string theories has been
Mg, the one of the bosonic string. On the other hand,
we have seen that even the other Mumford forms lead,
by their nonchiral extension, to partition functions which
are volume forms on ./\/lg. In the Berkovits construction,
there are several fields leading to sections of 4, and, due
to the scalars, to powers of the Hodge bundle. In general,
the invariance under Weyl and modular transformations
provides strong constraints, in particular the one that fol-
lows from metric integration requires the partition function
to be a volume form on M, . A further analysis of the
Berkovits approach may show a relation to the partition
functions introduced here. In this respect, it should be
observed that the extension to the case of fields with frac-
tional weight, essentially reduces to the problem of adding
the dependence on the spin structures.

As we said, our construction is of interest also in super-
string perturbation theories. In this respect, let us recall that
a considerable step in finding the superstring measure is the
Grushevsky ansatz [24], which has been successful in many
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respects. It satisfies quite stringent constraints up to genus
four. Recently, Dunin-Barkowski, Sleptsov and Stern
proved that the Grushevsky ansatz may satisfy such condi-
tions up to genus five [55]. In [39] it has been observed that
it is natural to believe that the phenomenon appearing at
genus four, i.e. the Schottky-Igusa form F, defines both
the bosonic and superstring measures, generalizes to higher
genus. The reason is that since F, vanishes only on the
Jacobian and therefore characterizes it, one should expect
that the superstring measure, like the bosonic one [39], con-
tinues to be characterized by the forms vanishing on the
Jacobian. Since these increase with the genus, they are
Ky,=M,—N,=(g—2)(g—3)/2, one should expect
that the extension of Grushevsky’s ansatz should involve
all of them, not just one. In particular, in genus five, one
should expect three forms. Such an observation is somehow
related to the very interesting result by Codogni and
Shepherd-Barron, namely that it does not exist a stable
Schottky form [54], so that, at least, one cannot expect that
the extension of Grushevsky’s ansatz may involve only one
form; this should happen already at the genus five.

There is one more reason for that. One of the main results
in recent work on superstring perturbation theory [18] is
that, at least for g>15, the moduli space of super
Riemann surfaces does not map to the moduli space of
Riemann surfaces with a spin structure. This result, and
the appearance of more forms just from g = 5, may suggest
the existence of some way to overcome the problems in
treating the super period matrix and related geometrical
quantities. In turn, this may be related with the fact that
Grushevsky’s ansatz involves fractional powers of forms
that seem unlikely that could be well defined on the
Jacobian with the increasing of the genus.

A related aspect has been considered in [35] where a
general method to absorb the spin fields in b-c systems
of real weight was introduced. This may suggest consider-
ing a suitable extension of the nonchiral analog of the
Mumford forms to real weight. From the point of view
of the b-c and p-y systems this is always possible just
because the action contains terms such as bdc and £0y,
which are well-defined (1, 1)-forms even for n € C.

Let us conclude by observing that some of the geometry
underlying the present construction has an interesting
application to Seiberg-Witten theory [56,57], which will
be considered elsewhere.
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MODULAR INVARIANT REGULARIZATION OF STRING ...
APPENDIX Sym"H'(K)

In the following we introduce a single indexing to

denote quantities such as w;w;, i,j=1,...,g, by a)§2>,

i=1,...,9(g+ 1)/2.More generally, one may consider
the basis @\",....a4, M, = (*""), of Sym"H(K()
whose elements are symmetrized tensor products of n-
tuples of vectors of the basis wy, ..., ®,, taken with respect

to an arbitrary but fixed ordering. The image a)l(-")

1....M,, of " under y: Sym"H(K¢) — H°(K™) is
surjective for g =2 and for C nonhyperelliptic of genus
g > 2. For each n € Z., set I, ={1,...,n}. Let us fix
the index ordering and introduce some notation as in [40].
Let V be a g-dimensional vector space and denote by

s L=

SymﬂVE;,]l Ny, = ZI’[SI ® "ISZ ® e ®’75,,’

SEP,

the symmetrized tensor product of an n-tuple (7, ...,7,) of
elements of V. It is useful to fix an isomorphism CY —
Sym’CY and, more generally, an isomorphism CM» —
Sym"CY, n € Z.,.

Let A: CM — Sym?CY, M = M, be the isomorphism
A(e;) = ey, - ey,, with {2}, the canonical basis of C¥
and

(i,1), 1<i<y,
(Li—g+1), g+1<i<2g—1,
(1,,2) =4 2.i=29+3). 29<i<3g-3,

(9—.179), i:g(g'+ 1)/2,

PHYSICAL REVIEW D 89, 026008 (2014)

so that 1,2, is the ith element in
(11,22,...,99,12,...,1¢,23, .....).
define an isomorphism A: CM» — Sym"CY,
Ale;) = (ey,..... ey ), by fixing the n-tuples (1;,...
i €1y ,in such a way that I; <2, <... <m,.

Let P, be the group of permutations of n elements. For
each vector u = (uy, ..., u,) € CY and matrix A € M (C),
set

the M-tuple
In general, one can
with
,ﬁi),

u...u; = H Up s (A---A)
N me{l,... n} v
n times
n times
=2 I Awsm,
SEP, me{l,...n}

i €Iy, [we will not write the superscript (n) when it is
clear from the context], where 6 denotes the identity matrix,
so that, for example,

)(1(2) =1 +51i2i’
)(1(3) =(1+ 012, + 52,-3,-)(1 + 51i3i)'

[1] J. A. Shapiro, Phys. Rev. D 5, 1945 (1972); C. Lovelace,
Phys. Lett. 34B, 500 (1971).

[2] A.M. Polyakov, Phys. Lett. 103B, 207 (1981); Phys. Lett.
103B, 211 (1981).

[3] O. Alvarez, Nucl. Phys. B216, 125 (1983).

[4] J. Polchinski, Commun. Math. Phys. 104, 37 (1986).

[5] E. D’Hoker and D. H. Phong, Commun. Math. Phys. 104,
537 (1986); Nucl. Phys. B269, 205 (1986).

[6] Y. 1. Manin, Phys. Lett. B 172, 184 (1986); A. A. Beilinson
and Y.I. Manin, Commun. Math. Phys. 107, 359 (1986).

[7]1 A. A. Belavin and V. G. Knizhnik, Phys. Lett. 168B, 201
(1986); V. G. Knizhnik, Sov. Phys. Usp. 32 945 (1989) .

[8] G.W. Moore and P.C. Nelson, Nucl. Phys. B266, 58
(1986).

[9] D. Friedan and S.H. Shenker, Nucl. Phys. B281, 509
(1987).

[10] L. Alvarez-Gaume, G. W. Moore, and C. Vafa, Commun.

Math. Phys. 106, 1 (1986); L. Alvarez-Gaumé, J. B. Bost,

G. W. Moore, P. C. Nelson, and C. Vafa, Phys. Lett. B 178,
41 (1986); Commun. Math. Phys. 112, 503 (1987); L.
Alvarez-Gaumé, C. Gomez, P.C. Nelson, G. Sierra, and
C. Vafa, Nucl. Phys. B311, 333 (1988).

[11] A. Morozov, Phys. Lett. B 184, 171 (1987).

[12] E.P. Verlinde and H. L. Verlinde, Nucl. Phys. B288, 357
(1987).

[13] E.P. Verlinde and H. L. Verlinde, Phys. Lett. B 192,95 (1987).

[14] E. D’Hoker and D.H. Phong, Rev. Mod. Phys. 60, 917
(1988).

[15] L. Bonora, A. Lugo, M. Matone, and J. Russo, Commun.
Math. Phys. 123 (1989) 329.

[16] P. Di Vecchia, M. Frau, A. Lerda, and S. Sciuto, Phys. Lett.
B 199, 49 (1987); , Nucl. Phys. B298, 526 (1988); P. Di
Vecchia, K. Hornfeck, M. Frau, A. Lerda, and S. Sciuto,
Phys. Lett. B 211, 301 (1988).

[17] E. D’Hoker and D. H. Phong, Phys. Lett. B 529, 241 (2002);
Nucl. Phys. B636, 3 (2002); Nucl. Phys. B636, 61 (2002);

026008-15


http://dx.doi.org/10.1103/PhysRevD.5.1945
http://dx.doi.org/10.1016/0370-2693(71)90665-4
http://dx.doi.org/10.1016/0370-2693(81)90743-7
http://dx.doi.org/10.1016/0370-2693(81)90744-9
http://dx.doi.org/10.1016/0370-2693(81)90744-9
http://dx.doi.org/10.1016/0550-3213(83)90490-X
http://dx.doi.org/10.1007/BF01210791
http://dx.doi.org/10.1007/BF01211063
http://dx.doi.org/10.1007/BF01211063
http://dx.doi.org/10.1016/0550-3213(86)90372-X
http://dx.doi.org/10.1016/0370-2693(86)90833-6
http://dx.doi.org/10.1007/BF01220994
http://dx.doi.org/10.1016/0370-2693(86)90963-9
http://dx.doi.org/10.1016/0370-2693(86)90963-9
http://dx.doi.org/10.1070/PU1989v032n11ABEH002775
http://dx.doi.org/10.1016/0550-3213(86)90177-X
http://dx.doi.org/10.1016/0550-3213(86)90177-X
http://dx.doi.org/10.1016/0550-3213(87)90418-4
http://dx.doi.org/10.1016/0550-3213(87)90418-4
http://dx.doi.org/10.1007/BF01210925
http://dx.doi.org/10.1007/BF01210925
http://dx.doi.org/10.1016/0370-2693(86)90466-1
http://dx.doi.org/10.1016/0370-2693(86)90466-1
http://dx.doi.org/10.1007/BF01218489
http://dx.doi.org/10.1016/0550-3213(88)90065-X
http://dx.doi.org/10.1016/0370-2693(87)90563-6
http://dx.doi.org/10.1016/0550-3213(87)90219-7
http://dx.doi.org/10.1016/0550-3213(87)90219-7
http://dx.doi.org/10.1016/0370-2693(87)91148-8
http://dx.doi.org/10.1103/RevModPhys.60.917
http://dx.doi.org/10.1103/RevModPhys.60.917
http://dx.doi.org/10.1007/BF01238861
http://dx.doi.org/10.1007/BF01238861
http://dx.doi.org/10.1016/0370-2693(87)91462-6
http://dx.doi.org/10.1016/0370-2693(87)91462-6
http://dx.doi.org/10.1016/0550-3213(88)90353-7
http://dx.doi.org/10.1016/0370-2693(88)90907-0
http://dx.doi.org/10.1016/S0370-2693(02)01255-8
http://dx.doi.org/10.1016/S0550-3213(02)00431-5
http://dx.doi.org/10.1016/S0550-3213(02)00432-7

MARCO MATONE

Nucl. Phys. 639, 129 (2002); Nucl. Phys. B715, 91 (2005);
Nucl. Phys. B710, 58 (2005); Nucl. Phys. B710, 83 (2005);
Nucl. Phys. B715, 3 (2005); Current Developments in Math.
2005, 1 (2007); Nucl. Phys. B804, 421 (2008); E. D’Hoker,
M. Gutperle, and D.H. Phong, Nucl. Phys. B722, 81
(2005).

[18] E. Witten, arXiv:1209.2199; E. Witten, arXiv:1209.2459;
E. Witten, arXiv:1209.5461; R. Donagi and E. Witten,ar-
Xiv:1304.7798.

[19] N. Berkovits, J. High Energy Phys. 04 (2000) 018.

[20] M. Matone, L. Mazzucato, I. Oda, D. Sorokin, and M.
Tonin, Nucl. Phys. B639, 182 (2002).

[21] M. Matone and R. Volpato, Nucl. Phys. B732, 321 (2006).

[22] P. Tourkine and P. Vanhove, Classical Quantum Gravity 29,
115006 (2012).

[23] S.L. Cacciatori and F. Dalla Piazza, Lett. Math. Phys. 83,
127 (2008); S.L. Cacciatori, F. Dalla Piazza, and B.
van Geemen, Nucl. Phys. B800, 565 (2008); Lett. Math.
Phys. 85, 185 (2008).

[24] S. Grushevsky, Commun. Math. Phys. 287, 749 (2009).

[25] M. R. Gaberdiel and R. Volpato, J. High Energy Phys. 06
(2009) 048.

[26] M. Matone and R. Volpato, Nucl. Phys. B839, 21 (2010).

[27] M. Matone, J. High Energy Phys. 11 (2012) 050.

[28] M. Matone and R. Volpato, Proc. Am. Math. Soc. 141, 2575
(2013).

[29] J. Fay, Mem. Am. Math. Soc. 96, 123 (1992).

[30] M. Matone and R. Volpato, arXiv:0710.2124.

[31] D. Mumford, Enseign. Math. 23, 39 (1977).

[32] R. Catenacci, M. Cornalba, M. Martellini, and C. Reina,
Phys. Lett. B 172, 328 (1986).

[33] J. P. Serre, Ann. Inst. Fourier 6, 1 (1956).

[34] M. Matone, Mod. Phys. Lett. A 09, 2871 (1994).

[35] L. Bonora, M. Matone, F. Toppan, and K. Wu, Phys. Lett. B
224, 115 (1989); , Nucl. Phys. B334, 717 (1990).

[36] A.A. Voronov, Commun. Math. Phys. 131, 179 (1990).

[37] M. Matone, Int. J. Mod. Phys. A 10, 289 (1995).

[38] M. R. Gaberdiel and R. Gopakumar, J. Phys. A 46, 214002
(2013).

[39] M. Matone, J. High Energy Phys. 10 (2012) 175.

[40] M. Matone and R. Volpato, Math. Ann. 355, 327 (2013).

[41] M. Matone and R. Volpato, J. Math. Phys. (N.Y.) 52,
102305 (2011).

[42] E. Witten, Nucl. Phys. B340, 281 (1990); Surveys Diff.
Geom. 1, 243 (1991).

PHYSICAL REVIEW D 89, 026008 (2014)

[43] D. Mumford, Arithmetic and Geometry, edited by M. Artin
and J. Tate (Birkhduser, New York, 1983), Vol. II.

[44] S. A. Wolpert, Inventiones Mathematicae 85, 119 (1986).

[45] C.M. Becchi and C. Imbimbo, Nucl. Phys. B462, 571
(1996).

[46] R. Salvati Manni, Nucl. Phys. B801, 163 (2008).

[47] A. Morozov, J. High Energy Phys. 05 (2008) 086; Phys.
Lett. B 664, 116 (2008).

[48] E. Dalla Piazza and B. van Geemen, Adv. Theor. Math.
Phys. 13, 1771 (2009); FE. Dalla Piazza, Nucl. Phys.
B844, 471 (2011); F. Dalla Piazza, D. Girola, and S. L.
Cacciatori, J. High Energy Phys. 11 (2010) 082.

[49] S. Grushevsky and R. Salvati Manni, Am. J. Math. 133,
1007 (2011); S. Grushevsky and R. Salvati Manni,
Commun. Math. Phys., 294, 343 (2010).

[50] M. Oura, Math. Ann. 346, 477 (2010).

[51] P. Dunin-Barkowski, A. Morozov, and A. Sleptsov, J. High
Energy Phys. 10 (2009) 072.

[52] M. Matone and R. Volpato, Nucl. Phys. B806, 735 (2009).

[53] C. Poor and D. S. Yuen, Math. Ann. 352, 941 (2012).

[54] G. Codogni and N.I. Shepherd-Barron, arXiv:1112.6137.

[55] P. Dunin-Barkowski, A. Sleptsov, and A. Stern, Nucl. Phys.
B872, 106 (2013).

[56] N. Seiberg and E. Witten, Nucl. Phys. B426, 19 (1994); ,
Nucl. Phys. B431, 484 (1994).

[57] P.C. Argyres and A. E. Faraggi, Phys. Rev. Lett. 74, 3931
(1995); A. Klemm, W. Lerche, S. Yankielowicz, and S.
Theisen, Phys. Lett. B 344, 169 (1995); M. Matone, Phys.
Lett. B 357, 342 (1995); , Phys. Rev. D 53, 7354 (1996); J.
High Energy Phys. 04 (2001) 041; , Phys. Lett. 514, 161
(2001); Phys. Rev. Lett. 78, 1412 (1997); Nucl. Phys.
B656, 78 (2003); G. Bonelli and M. Matone, Phys. Rev.
Lett. 76, 4107 (1996); Phys. Rev. Lett. 77, 4712 (1996);
Phys. Rev. D 58, 045006 (1998); G. Bonelli, M.
Matone, and M. Tonin, Phys. Rev. D 55, 6466 (1997);
D. Bellisai, F. Fucito, M. Matone, and G. Travaglini, Phys.
Rev. D 56, 5218 (1997); G. Bertoldi and M. Matone, Phys.
Lett. B 425, 104 (1998); Phys. Rev. D 57, 6483 (1998);
G. Bertoldi, S. Bolognesi, M. Matone, L. Mazzucato, and
Y. Nakayama, J. High Energy Phys. 05 (2004) 075; J. M.
Isidro, A. Mukherjee, J. P. Nunes, and H. J. Schnitzer, Nucl.
Phys. B502, 363 (1997); J. M. Isidro, Nucl. Phys. B39, 379
(1999); R. Auzzi, S. Bolognesi, J. Evslin, K. Konishi, and
A. Yung, Nucl. Phys. 673, 187 (2003); S. Giacomelli and K.
Konishi, J. High Energy Phys. 12 (2012) 083.

026008-16


http://dx.doi.org/10.1016/S0550-3213(02)00516-3
http://dx.doi.org/10.1016/j.nuclphysb.2005.02.042
http://dx.doi.org/10.1016/j.nuclphysb.2004.12.021
http://dx.doi.org/10.1016/j.nuclphysb.2004.12.020
http://dx.doi.org/10.1016/j.nuclphysb.2005.02.043
http://dx.doi.org/10.1016/j.nuclphysb.2008.04.030
http://dx.doi.org/10.1016/j.nuclphysb.2005.06.010
http://dx.doi.org/10.1016/j.nuclphysb.2005.06.010
http://arXiv.org/abs/1209.2199
http://arXiv.org/abs/1209.2459
http://arXiv.org/abs/1209.5461
http://arXiv.org/abs/1304.7798
http://arXiv.org/abs/1304.7798
http://dx.doi.org/10.1088/1126-6708/2000/04/018
http://dx.doi.org/10.1016/S0550-3213(02)00562-X
http://dx.doi.org/10.1016/j.nuclphysb.2005.10.036
http://dx.doi.org/10.1088/0264-9381/29/11/115006
http://dx.doi.org/10.1088/0264-9381/29/11/115006
http://dx.doi.org/10.1007/s11005-007-0213-8
http://dx.doi.org/10.1007/s11005-007-0213-8
http://dx.doi.org/10.1016/j.nuclphysb.2008.03.007
http://dx.doi.org/10.1007/s11005-008-0260-9
http://dx.doi.org/10.1007/s11005-008-0260-9
http://dx.doi.org/10.1007/s00220-008-0635-x
http://dx.doi.org/10.1088/1126-6708/2009/06/048
http://dx.doi.org/10.1088/1126-6708/2009/06/048
http://dx.doi.org/10.1016/j.nuclphysb.2010.05.020
http://dx.doi.org/10.1007/JHEP11(2012)050
http://dx.doi.org/10.1090/S0002-9939-2012-11526-6
http://dx.doi.org/10.1090/S0002-9939-2012-11526-6
http://dx.doi.org/10.1090/memo/0464
http://arXiv.org/abs/0710.2124
http://dx.doi.org/10.1016/0370-2693(86)90262-5
http://dx.doi.org/10.5802/aif.59
http://dx.doi.org/10.1142/S0217732394002719
http://dx.doi.org/10.1016/0370-2693(89)91059-9
http://dx.doi.org/10.1016/0370-2693(89)91059-9
http://dx.doi.org/10.1016/0550-3213(90)90319-9
http://dx.doi.org/10.1007/BF02097684
http://dx.doi.org/10.1142/S0217751X95000139
http://dx.doi.org/10.1088/1751-8113/46/21/214002
http://dx.doi.org/10.1088/1751-8113/46/21/214002
http://dx.doi.org/10.1007/JHEP10(2012)175
http://dx.doi.org/10.1007/s00208-012-0787-z
http://dx.doi.org/10.1063/1.3653550
http://dx.doi.org/10.1063/1.3653550
http://dx.doi.org/10.1016/0550-3213(90)90449-N
http://dx.doi.org/10.4310/SDG.1990.v1.n1.a5
http://dx.doi.org/10.4310/SDG.1990.v1.n1.a5
http://dx.doi.org/10.1007/BF01388794
http://dx.doi.org/10.1016/0550-3213(95)00004-6
http://dx.doi.org/10.1016/0550-3213(95)00004-6
http://dx.doi.org/10.1016/j.nuclphysb.2008.05.009
http://dx.doi.org/10.1088/1126-6708/2008/05/086
http://dx.doi.org/10.1016/j.physletb.2008.05.002
http://dx.doi.org/10.1016/j.physletb.2008.05.002
http://dx.doi.org/10.4310/ATMP.2009.v13.n6.a4
http://dx.doi.org/10.4310/ATMP.2009.v13.n6.a4
http://dx.doi.org/10.1016/j.nuclphysb.2010.11.010
http://dx.doi.org/10.1016/j.nuclphysb.2010.11.010
http://dx.doi.org/10.1007/JHEP11(2010)082
http://dx.doi.org/10.1353/ajm.2011.0028
http://dx.doi.org/10.1353/ajm.2011.0028
http://dx.doi.org/10.1007/s00220-009-0967-1
http://dx.doi.org/10.1007/s00208-009-0406-9
http://dx.doi.org/10.1088/1126-6708/2009/10/072
http://dx.doi.org/10.1088/1126-6708/2009/10/072
http://dx.doi.org/10.1016/j.nuclphysb.2008.08.011
http://dx.doi.org/10.1007/s00208-011-0660-5
http://arXiv.org/abs/1112.6137
http://dx.doi.org/10.1016/j.nuclphysb.2013.03.008
http://dx.doi.org/10.1016/j.nuclphysb.2013.03.008
http://dx.doi.org/10.1016/0550-3213(94)90124-4
http://dx.doi.org/10.1016/0550-3213(94)90214-3
http://dx.doi.org/10.1103/PhysRevLett.74.3931
http://dx.doi.org/10.1103/PhysRevLett.74.3931
http://dx.doi.org/10.1016/0370-2693(94)01516-F
http://dx.doi.org/10.1016/0370-2693(95)00920-G
http://dx.doi.org/10.1016/0370-2693(95)00920-G
http://dx.doi.org/10.1103/PhysRevD.53.7354
http://dx.doi.org/10.1088/1126-6708/2001/04/041
http://dx.doi.org/10.1088/1126-6708/2001/04/041
http://dx.doi.org/10.1016/S0370-2693(01)00783-3
http://dx.doi.org/10.1016/S0370-2693(01)00783-3
http://dx.doi.org/10.1103/PhysRevLett.78.1412
http://dx.doi.org/10.1016/S0550-3213(03)00105-6
http://dx.doi.org/10.1016/S0550-3213(03)00105-6
http://dx.doi.org/10.1103/PhysRevLett.76.4107
http://dx.doi.org/10.1103/PhysRevLett.76.4107
http://dx.doi.org/10.1103/PhysRevLett.77.4712
http://dx.doi.org/10.1103/PhysRevD.58.045006
http://dx.doi.org/10.1103/PhysRevD.55.6466
http://dx.doi.org/10.1103/PhysRevD.56.5218
http://dx.doi.org/10.1103/PhysRevD.56.5218
http://dx.doi.org/10.1016/S0370-2693(98)00200-7
http://dx.doi.org/10.1016/S0370-2693(98)00200-7
http://dx.doi.org/10.1103/PhysRevD.57.6483
http://dx.doi.org/10.1088/1126-6708/2004/05/075
http://dx.doi.org/10.1016/S0550-3213(97)00459-8
http://dx.doi.org/10.1016/S0550-3213(97)00459-8
http://dx.doi.org/10.1016/S0550-3213(98)00649-X
http://dx.doi.org/10.1016/S0550-3213(98)00649-X
http://dx.doi.org/10.1016/j.nuclphysb.2003.09.029
http://dx.doi.org/10.1007/JHEP12(2012)083

