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The quantization of gauge theories usually proceeds through the introduction of ghost fields and

Becchi-Rouet-Stora-Tyutin (BRST) symmetry. In the case of quantum gravity in the presence of

boundaries, the BRST-invariant boundary value problem for the gauge field operators is nonelliptic,

and consequently the definition of the effective action using heat-kernel techniques becomes problematic.

This paper examines general classes of BRST-invariant boundary conditions and presents new boundary

conditions for quantum gravity that fix the extrinsic curvature on the boundary and lead to a well-defined

effective action. This prompts a discussion of the wider issue of nonellipticity in BRST-invariant boundary

value problems and when the use of gauge-fixing terms on the boundary can resolve the issue.
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I. INTRODUCTION

A long-standing problem in quantum gravity has been
the fact that the BRST-invariant boundary value problem is
nonelliptic [1–6]. The BRST-invariant boundary value
problem is the natural one in which the intrinsic metric
on the boundary is fixed and the DeWitt gauge-fixing
condition [7] is imposed at the boundary. Nonellipticity
means that these boundary conditions do not allow the
construction of functional determinants by the usual tech-
niques [8]. As a consequence, physical quantities, such as
the scaling behavior of coupling constants or coefficients
of anomalies, are potentially ill-defined.

This paper explores BRST-invariant boundary value
problems for gravity and other types of gauge field theo-
ries. In some cases nonellipticity arises from incomplete
gauge fixing, and in these cases a simple remedy is to fix
the residual gauge freedom by adding extra boundary
gauge-fixing terms [9] or by projecting out the residual
gauge modes. The boundary-value problem for quantum
gravity that fixes the extrinsic curvature at the boundary is
an example of this type of behavior.

Boundary value problems have important applications in
quantum field theory. Possibly the earliest example was the
derivation of the Casimir force between two parallel con-
ducting plates in terms of quantum vacuum polarization
[10]. In the 1980s, boundary value problems arose in quan-
tum gravity in connection with the calculation of the
Hartle-Hawking wave function of the universe [11], and
later they appeared in the theory of strings and branes
[9,12,13]. Recently, boundary value problems have featured
in the theory of brane cosmology [14] and membranes [15].

Quantum effects are often described in terms of the one-
loop effective action, (formally) given by a series of terms
of the form log det Pm, where Pm are a set of second order
differential operators with an appropriate set of boundary
conditions. When the boundary value problem is strongly

elliptic (as defined in Sec. IV), then the functional
determinants can be defined by the heat kernels or the
zeta functions of the operators. In most cases these func-
tional determinants cannot be reduced to a simple analytic
form, but useful quantities like the scaling behavior of
coupling constants can often be determined by the geo-
metrical invariants that appear in the asymptotic expansion
on the heat kernel in the small time limit [16–21].
Early work on boundary value problems in quantum

gravity [22–25] indicated that the boundary conditions
would be combinations of Dirichlet and Neumann (or
Robin) boundary conditions acting on different field com-
ponents at the same point, which in the literature on
quantum field theory are often called ‘‘mixed type.’’
(This is different from the ‘‘mixed type’’ that refers to
situations where Dirichlet and Neumann apply to different
regions of the boundary.) In the general situation we have a
field� that is a section of a vector bundle V over a compact
manifold with boundary. The vector bundle is decomposed
at the boundary into V ¼ VD � VN by projection matrices
PD and PN . Given a normal derivative rn and an endo-
morphism c , then mixed boundary conditions are

PD� ¼ 0; ðrn þ c ÞPN� ¼ 0: (1)

If c is replaced by a differential operator acting on the
boundary, then we call these boundary conditions ‘‘mixed
type with tangential derivatives.’’
In BRST systems, there are ordinary fields � and ghost

fields c. Fields and ghosts are related by a BRST symmetry
s, defined by a differential operator D,

s� ¼ Dc: (2)

We shall adopt the point of view that BRST invariance is an
essential feature of quantum gauge theory and that, in
particular, the boundary conditions should be invariant
under (2) [26,27]. We also restrict attention to mixed
boundary conditions, with or without tangential deriva-
tives. BSRT invariant boundary conditions of mixed*ian.moss@ncl.ac.uk
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type without tangential derivatives have been found
for Maxwell gauge theory and antisymmetric-tensor
theory [28,29].

The BRST-invariant boundary conditions commonly
used for quantum gravity are of mixed type with tangential
derivatives [22,25,26,30]. These boundary conditions lead
to a nonelliptic boundary value problem when applied to
the graviton operator [1–6]. The first step toward extracting
physical predictions would normally be to construct the
heat kernel of the graviton operator, but this procedure is
problematic when faced with a nonelliptic system. This
paper introduces a new set of BRST-invariant boundary
conditions that fix the extrinsic curvature. These boundary
conditions are strongly elliptic if we allow two tangential
derivatives. The heat kernels, functional determinants and
effective action for these boundary conditions are all well-
defined. (However, Barvinsky et al. [31] have pointed out
that the small-time asymptotic expansion of the heat kernel
is nonstandard when there are two or more tangential
derivatives, so that the physical interpretation of the heat
kernel coefficients is currently unresolved.)

We shall see in the following sections that nonelliptic
boundary value problems are typical of BRST-invariant
boundary conditions. The main result of this paper is
that, in many cases, the nonellipticity can be explained as
a residual gauge invariance in the system and it can be
restored by allowing extra tangential derivatives in the
boundary conditions. This has an interpretation in terms
of adding extra gauge-fixing functions on the boundary. In
certain limits, the heat kernel can be defined by the simpler
procedure of projecting out the residual gauge modes.

Calculations on spheres have suggested that the gener-
alized zeta function of the operators relevant to quantum
gravity could be constructed despite the nonellipticity of
the boundary value problem and divergences in the heat
kernel [6,30,32]. It has also been suggested that the
problems of non-ellipticity could be overcome by using
non-Laplacian operators [3], but it has not been shown that
this can be done in a way consistent with BRST symmetry.
There are various techniques for dealing with specific
nonelliptic boundary value problems in other areas of
mathematical physics [33]. One strategy involves imposing
additional boundary conditions and relating the problem
of interest to an elliptic boundary value problem. The
approach adopted here has some similarities, although
we work all the time under the restrictions of BRST
symmetry and have to take this into account when adding
additional boundary conditions or gauge-fixing terms.

The plan of this paper is as follows. Section II gives a
general account of BRST-invariant boundary conditions
for a one-dimensional system. Section III extends this to
field theory, with explicit results for Maxwell theory and
linearized gravity. Section IV gets to grip with the issue of
nonellipticity, its relation to residual gauge freedoms and
its resolution. General remarks are made in Sec. V.

The conventions used in this paper are as follows.
Spacetime is replacedby amanifoldwithboundary, onwhich
there is a Riemannian metric and a Levi-Cività connection
r� or ;�. On the boundary, the unit normal vector n� is

ingoing and the induced connection ji. Ordinary derivatives
along the coordinate directions are denoted by @� or @i.

II. BRST-INVARIANT BOUNDARY CONDITIONS

We begin with a general account of the BRST-invariant
boundary conditions that will be used in subsequent sec-
tions. We shall follow the approach of Ref. [26], including
details that were omitted in the earlier treatment. The
relevant features of BRST invariance can be described in
a simple one-dimensional system with an Abelian gauge
symmetry. The boundary consists of just two points,
representing the initial time and the final time. The time
coordinate will eventually become the normal coordinate
to the boundary when we deal with a field theory that has
additional spatial dimensions.
Consider the one-dimensional system with coordinates

q ¼ ðqi; qaÞ and Lagrangian

Lqðqi; _qi; qaÞ: (3)

A Lagrangian of this form has a set of primary constraints
�a

q ¼ 0, where �a
q are the momenta conjugate to qa. The

equations of motion _�a
q ¼ 0 lead to a set of secondary

constraints Ea
q ¼ 0, where

Ea
q ¼ �@Lq

@qa
: (4)

The gauge symmetry can be converted into a BRST sym-
metry s, with anticommuting ghosts ca. We take the BRST
symmetry to be linear, with transformations

sqi ¼ �i
aca; sqa ¼ _ca þ �a

bcb; (5)

for some functions �i
a and �a

b depending only on t. Gauge
invariance of the action implies that the Lagrangian trans-
forms by a total derivative, which we can write as a term
linear in ca with coefficient �aðqi; qaÞ,

sLq ¼ ð�acaÞ�: (6)

If we just examine the _ca part of the BRST transformed
Lagrangian sLq we find

Ea
q ¼ �i

a�i
q � �a; (7)

where �i
q are the momenta conjugate to qi. The BRST

transformation of �i
q can be found by differentiating sLq

with respect to _qi,

s�i
q ¼ @�a

@qi
ca: (8)

The gauge symmetry is fixed by introducing auxiliary
fields ba and gauge-fixing functions faðq; _qÞ, which we
take to be of the form
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fa ¼ _qa þ �a
i _qi þ �aðqÞ; (9)

where �a
i are functions of t. The gauge-fixing and ghost

Lagrangians are then

Lgf ¼ bafa � 1

2
	�1Gabb

abb; (10)

Lgh ¼ � �ca sfa þ ð �casqaÞ�; (11)

where 	 is a constant and Gab is a symmetric invertible
matrix. The total derivative term is added to ensure that the
Lagrangian L ¼ Lq þ Lgf þ Lgh is first order in time

derivatives. BRST symmetry is imposed by requiring that

s �ca ¼ ba; sca ¼ sba ¼ 0: (12)

Note that, because of the addition of the total derivative
terms, the total Lagrangian L transforms under BRST by a
total derivative, sL ¼ dj=dt, where

j ¼ �aca þ s �casqa: (13)

We are now ready to consider the BRST transformations
of the full set of fields and their conjugate momenta. The
momenta obtained from the Lagrangian L are

�i ¼ �i
q þ �a

iba; (14)

�a ¼ ba; (15)

�pa ¼ _ca þ �a
bcb; (16)

pa ¼ � _�cþ �cb
�
@�b

@qa
þ �b

i�i
a

�
; (17)

where the ghost momenta for ca and �ca are denoted by pa

and �pa, respectively. The field transformations we have
seen already,

sqi ¼ �i
aca; (18)

sqa ¼ �pa; (19)

s �ca ¼ ba; (20)

sca ¼ sba ¼ 0: (21)

The momenta �i
q transform by Eq. (8). The transforma-

tions of the remaining momenta can be obtained directly
from the definitions (14)–(17),

s�i ¼ @�a

@qi
ca; (22)

spa ¼ Ea þ 
S


qa
; (23)

s�a ¼ s �pa ¼ 0; (24)

where the constraint Ea
q of Eq. (7) has been modified to

include a �a
i term,

Ea ¼ �i
a�i � �a: (25)

The transformations of the gauge-fixing function and the
constraint are also useful,

sfa ¼ � 
S


 �ca
; (26)

sEa ¼ �@�a

@qb
�pb: (27)

The first of these expressions is obtained by examination of
the ghost Lagrangian (11), and the second follows from
Eqs. (25), (22), and (19).
We look for boundary conditions in configuration space

that are BRST invariant. The simplest possibility is a
vanishing-ghost condition with qi fixed,

ca ¼ �ca ¼ ba ¼ 0; qi fixed: (28)

These boundary conditions are standard in the BRST
formalism; see for example [34]. If we eliminate ba using
the field equation ba ¼ 	Gabfb and use Eq. (9) for the
gauge-fixing functions, then we arrive at a set of boundary
conditions that we denote by BM,

BM: ca ¼ �ca ¼ _qa þ �a
i _qi þ �aðqÞ ¼ 0; qi fixed:

(29)

The BRST invariance of the boundary conditions in this
form is restricted due to the elimination of ba. If we define
the ghost operator Pc by a functional derivative of the
action S,

ðPcÞab ¼ 
2S


 �ca
cb
; (30)

then Eq. (26) shows that the BRST variation of the gauge-
fixing functional is

sfa ¼ �ðPcÞabcb: (31)

Note that the boundary value problem for the eigenvalues
of Pc is still fully BRST invariant, since Pcc ¼ �c ¼ 0 on
the boundary. We shall describe a set of boundary condi-
tions as BRST invariant if they are BRST invariant for the
eigenvalue problem. These boundary conditions can be
used to evaluate the functional determinants that appear
in one-loop quantum calculations.
The generalization of the boundary conditions (29) to

electromagnetic field theory fixes the magnetic field on a
spacelike boundary. There are other possibilities, however,
one being a vanishing-ghost condition with the momenta
�i held fixed, which we denote by BE,
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BE: ca ¼ �ca ¼ _qa þ �a
i _qi þ �aðqÞ ¼ 0; �i fixed:

(32)

These correspond in electromagnetism to fixing the the
electric field on a spacelike boundary. When we generalize
to more than one dimension, these boundary conditions
resemble the mixed type of boundary condition (1) but in
general the �aðqÞ terms introduce derivatives tangential to
the boundary.

Another important set of boundary conditions can be
obtained by having the ghost momenta vanish on the
boundary. It is then possible to require that the constraint
function Ea vanishes on the boundary since its BRST
variation vanishes by Eq. (27). In a field theory context,
the constraint function usually has tangential derivatives.
If we would like to remove as many tangential derivatives
from the boundary conditions as possible, then it is useful
to consider special cases where

�a ¼ �i
ahi; (33)

for some function fiðqÞ. This includes a fortiori the situ-
ation where the Lagrangian is BRST invariant and �i ¼ 0.
In these cases Eq. (25) reveals that Ea ¼ �i

að�i � hiÞ.
Fixing Ea is then equivalent to the simpler condition of
fixing �i � hi. Since �i

a contain the tangential derivatives
in the field theory case, this is an integration of the bound-
ary conditions, and Eq. (33) can be regarded as an integra-
bility condition. The corresponding set of BRST-invariant
boundary conditions is denoted by B0

E,

B0
E: p

a ¼ �pa ¼ qa ¼ 0; �i � hi fixed: (34)

The BRST invariance is restricted because the field
equation appears in the variation of pa [see Eq. (23)], but
as before we have BRST symmetry in the eigenvalue
problem. We will show later that for electromagnetism
these boundary conditions are of mixed type with no
tangential derivatives.

Many other sets of BRST-invariant boundary conditions
can be constructed. The most general set of linear bound-
ary conditions can be found by starting from the basic set
(29) and applying canonical transformations that preserve
the form of the BRST operator [26],

� ¼ �pa�
a þ caE

a: (35)

This leads to a family of boundary conditions that depends
on matrices Ba

b, Da
i and Fai,

Bb
aEa þDb

afb ¼ 0; (36)

Bb
apb þDb

a �cb ¼ 0; (37)

Ba
b �pb �Da

bcb ¼ 0; (38)

Ba
bqb þDa

iqi þ Fai�
i fixed; (39)

where Da
b ¼ Da

i�i
a � Fai@�

b=@qi. It is simple to check
directly that these form a BRST-invariant set, but when
generalized to field theory they usually have one or more
tangential derivatives.
Up to now we have assumed that the Lagrangian Lq is

presented in a form that has primary constraints �a
q ¼ 0,

but this is often not the case. Suppose, instead, that a
Lagrangian L0

q has primary constraints �a0
q ¼ haðqÞ. In

this situation, we can introduce a canonical transformation
generated by

L0 ¼ Lþ _�; (40)

where � � �ðqi; qa: �ca; caÞ. The momenta for L0 and L are
related by

�i0 ¼ �i þ @�

@qi
; (41)

�a0 ¼ �a þ @�

@qa
; (42)

pa0 ¼ pa þ @�

@ca
; (43)

�p0
a ¼ �pa þ @�

@ �ca
: (44)

Note that substituting these into the formula (35) leaves the
BRST operator unchanged. However, the boundary condi-

tion �i0 ¼ 0 is not BRST invariant. What we will do in
this case is determine the function � that transforms the
constraint into �a

q ¼ 0,

@�

@qa
¼ @L0

q

@ _qa
: (45)

The boundary condition (32) becomes

BE: ca ¼ �ca ¼ _qa þ �a
i _qi þ �aðqÞ ¼ 0;

�i0 � @�=@qi fixed:
(46)

A similar canonical transformation can be used to add
additional gauge-fixing functions FaðqiÞ on the boundary.
This will prove useful later in the context of field theories.
The new Lagrangian is defined as in Eq. (40) with extra
terms

� ¼ 1

2
�GabFaF

b: (47)

Note that the field equations only depend on the value of Fa

at the boundary because the Lagrangian is a function of _�.
The new momentum is obtained from Eq. (41),

�i ¼ �i0 � �Gab

@Fa

@qi
Fb: (48)

The new set of BRST-invariant boundary conditions will
be denoted by BEð�Þ. From Eq. (32), these are
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BEð�Þ: ca ¼ �ca ¼ _qa þ �a
i _qi þ �aðqÞ ¼ 0;

�i0 � �GabF
a@Fb=@qi fixed:

(49)

The BRST symmetry can be shown directly using the
transformations (18)–(24).

III. FIELD THEORIES

In this section we shall consider the application of BRST
boundary conditions to linearized gauge field theories. The
gauge-invariant action for a set of fields ’ is of the form

S’ ¼
Z
M

d�L’ þ
Z
@M

d�Lb; (50)

where M is a Riemannian manifold with metric g��,

volume measure d�, Levi-Cività connection r� and

boundary @M. The quadratic action for the linearized
fields arises from expanding the fields about a background
field configuration. This background can be chosen to
satisfy an inhomogeneous boundary value problem for
the classical field equations. We shall therefore focus on
the homogeneous boundary value problems for the field
fluctuations. The quadratic action defines a set of second
order operators that depend on the background fields.
The one-loop effective action is related to the functional
determinants of these operators [35,36].

We can set up a normal coordinate system close to the
boundary with the coordinate t along the unit normal
direction and t ¼ 0 on the boundary. The eigenvalue prob-
lem for the fluctuation operators will be required to be
BRST invariant with boundary conditions of the mixed
type described in the Introduction.

A. Maxwell theory

The simplest example is provided by vacuum electro-
dynamics in curved space with Maxwell field A� and field

strength F�� ¼ A�;� � A�;�. The Lagrangian density is

the usual Maxwell form

Lq ¼ 1

4
F��F

��; (51)

with BRST symmetry

sA� ¼ c;�; (52)

and Lorentz gauge-fixing function

f ¼ g��A�;�: (53)

The total Lagrangian density is therefore

L ¼ 1

4
F��F

�� þ bf� 1

2
	�1b2 þ �c;�c;�: (54)

Under the BRST symmetry, sLq ¼ 0 with no boundary

terms.
To set up the phase space near the boundary @M

we need to decompose the Maxwell field into tangential

and normal components ðAi; AÞ (see the Appendix).
Decomposition of the Lagrangian density gives momenta

�i ¼ hijð _Aj � Ajj þ Kj
kAkÞ; � ¼ b: (55)

A similar reduction of the the gauge-fixing function gives

f ¼ _Aþ KAþ Ai
ji: (56)

The BRST generator is

� ¼ �p�þ c�i
ji: (57)

The BRST boundary conditions are given in Table I. The
sets BM and B0

E consist of mixed Dirichlet and Robin
boundary conditions with no tangential derivatives, while
the set BE is first order in normal derivatives and contains
tangential derivatives. These BRST boundary conditions
can be generalized to antisymmetric tensor fields [28,29],
where the boundary conditions BM and B0

E are equivalent
to the relative and absolute boundary conditions used in the
index theory of the de Rahm complex [16].

B. Linearized gravity

Linearized gravity forms the starting point for order ℏ
quantum gravity calculations based on Einstein gravity, as
well as having wider applications to supergravity, low
energy superstring theory and covariantly quantized strings
and membranes. The Lagrangian density is obtained by
decomposing the metric in the Einstein-Hilbert action into
a background g�� and a field ��,

g�� þ 2���; (58)

where �2 ¼ 8�G and G is Newton’s constant in m
dimensions. We also use a dual field

��� ¼ gð��Þð��Þ��; (59)

defined by the DeWitt metric

gð��Þð��Þ ¼ 1

2
ðg��g�� þ g��g�� � g��g��Þ: (60)

Keeping only the quadratic terms and integrating by parts
gives the Lagrangian [7,8]

TABLE I. Homogeneous BRST boundary conditions for
Maxwell theory in curved space with gauge-fixing function
f ¼ A�

;�. The field Ai is in the tangential direction, A is in

the normal direction and the ghost is c.

Type Fixes Dirichlet Non-Dirichlet

BM Fij, f Ai ¼ c ¼ 0 _Aþ KA ¼ 0
BE Fin, f c ¼ 0 _Aþ KAþ Ai

ji ¼ 0
_Ai � Aji þ Ki

jAj ¼ 0
B0

E Fin, A A ¼ 0 _Ai þ Ki
jAj ¼ 0

_c ¼ 0
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L0
q ¼ 1

2
���;���;� � g�� ���

;� ���
;�

þ 1

2
Q��

�� �����; (61)

where

Q��
�� ¼ �2Rð�

ð�
�Þ
�Þ � 2
ð�

ð�G�Þ
�Þ þ 2

m� 2
g��G

��

þ R��g
��; (62)

and R���� is the Riemann tensor, R�� is the Ricci tensor

and G�� is the Einstein tensor. The prime is used in the

same way as in the previous section to denote the fact that
the primary constraint is not ‘‘�a ¼ 0,’’ and we will have
to perform a canonical transformation to simplify the con-
straint before we can apply the boundary conditions BE.

The BRST symmetry transforms the metric fluctuations
into a ghost field c�,

s�� ¼ c�;� þ c�;�: (63)

The Lagrangian density transforms into a total derivative
term and, in the notation of the previous section, the
function � is nonvanishing. The commonly used gauge-
fixing function is the DeWitt one,

f� ¼ ���
;�: (64)

The extra terms in the Lagrangian density from the gauge
fixing are

Lgfþgh ¼ b�f� � 1

4
	�1b�b� þ �c�;�c�;� � R�

� �c�c�:

(65)

The Lagrangian has been put into first order form in order
to apply the results of the previous section. The graviton
and ghost operators are obtained from the Lagrangian
densities by integration by parts after eliminating the
auxiliary field b�. The graviton operator is

P ¼ �
��
��r2 þ 2ð1� 	Þ
��

�
gð�Þð��Þg
r�r�

þQ��
��; (66)

where 
��
�� is the identity operator on symmetric tensors.

The gauge parameter 	 has been scaled to make the

graviton operator of Laplace type, i.e. with leading terms
proportional to r2, when 	 ¼ 1.
Near the boundary @M we need to decompose the

metric fluctuation into tangential and normal components
ðij; i; Þ (see the Appendix). We can identify ij with the

physical variables qi of the previous section, i and  with
the constrained variables qa. The momenta conjugate to i

and  are

�i0
q ¼ �2ij

jj � 2ðKij � KhijÞj þ k
k
ji þ ji; (67)

�q
0 ¼ �i

ji � Kþ Kijij; (68)

where indices are raised using the inverse boundary metric
hij. These equations for the momenta become the primary
constraints. The canonical transformation that trivializes
these constraints corresponds to adding a term _� to the
Lagrangian density as in Eq (40). Solving Eq. (45) for �
gives

� ¼ 2ið2ik
jk � k

kji � ji þ 2Ki
kk þ 2KiÞ

þ 1

2
K2 � Kijij: (69)

According to Eq. (41), the momentum �ij ¼ @L0=@ _ij �
@�=@ij that appears in the boundary condition BE

[see Eq. (46)] is then

�ij ¼ _ij � hij _k
k � 2ðijjÞ � ðKij � KhijÞþ 2hijk

jk:

(70)

(Note that the convention here is to raise the indices after
taking the normal derivatives.)
Unsurprisingly, the momentum �ij has a physical inter-

pretation in terms of the canonical decomposition of
Einstein gravity. The Hamiltonian formalism gives the
canonical momentum

pij ¼ 1

2�2
ðKij � hijKÞ: (71)

Let 
pij be the perturbation in the canonical momentum
corresponding to the metric perturbation 2���, and then

to first order one finds that

TABLE II. Homogeneous BRST boundary conditions for linearized gravity. The metric
variation �� and ghost c� have been decomposed into tangential and normal components.

Type Fixes Dirichlet Non-Dirichlet

BM hij, f� ij ¼ c ¼ ci ¼ 0 _i � 1
2ji þ Ki

jj þ Ki ¼ 0

_� _i
i þ 2i

ji þ 2K ¼ 0

BE Kij, f� c ¼ ci ¼ 0 _i � 1
2ji þ ij

jj � 1
2

j
jji þ Ki

jj þ Ki ¼ 0

_þ 2K� 2Kijij ¼ 0
_ij � 2ðijjÞ � Kij ¼ 0
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pij ¼ 1

2�
�ij; (72)

where �ij is given by (70). Boundary conditions on �ij

correspond to fixing the canonical momentum on the
boundary. This is analogous in the Maxwell case to fixing
the electric field on the boundary.

There are two basic sets of BRST-invariant boundary
conditions,BM corresponding to fixing the intrinsic on the
boundary [22], and the new boundary conditions BE that
fix the extrinsic curvature. Boundary conditions of typeB0

E

exist only when the integrability condition Eq. (33) is
satisfied, We shall see later that this restricts the extrinsic
curvature to the special form Kij ¼ �hij, for some �. Only

the boundary conditions for linearized gravity that apply
for a general background are listed in Table II.

IV. RESTORING STRONG ELLIPTICITY TO
THE BOUNDARY VALUE PROBLEM

We now turn to the heat kernel of the BRST boundary
value problem and the important issue of strong ellipticity.
Avramidi et al. [1] have shown that the gravitational
boundary value problem with a fixed boundary metric
and a DeWitt gauge condition is not elliptic, and therefore
the heat kernel and the propagator are ill-defined. We
would like to examine whether this is also the case for
the new BRST invariant gravitational boundary conditions.

Consider the eigenvalue problem

Pf ¼ �f on M; (73)

Bf ¼ 0 on @M; (74)

where P is a second order operator and B is first order in
normal derivatives. Ellipticity can be defined in terms of the
leading symbols of the operators. The symbol of the opera-
tor P, denoted by �ðP; x; �Þ, is constructed by replacing
derivatives @=@x� by i��. The leading symbol �LðP; x; �Þ
is obtained by keeping only the leading terms in � .
The operator is elliptic if det�LðP; x; �Þ � 0 for � � 0.

For the boundary value problem, we replace the tangen-
tial components of � by ki and the normal component by
�i@t and consider the leading order system [37]

�LðP; x; ki;�i@tÞfL ¼ �fL; t > 0; (75)

�LðB; x; ki;�i@tÞfL ¼ 0; t ¼ 0: (76)

The boundary value problem is said to be strongly elliptic in
C� Rþ if the operatorP is elliptic and there are no bounded
exponential solutions fL with � 2 C� Rþ. The boundary
value problem is elliptic if there are no bounded exponential
solutions with � ¼ 0. Strong ellipticity implies the exis-
tence of a complete set of eigenfunctions to the original
boundary value problem. Their eigenvalues are real and can
be placed in an unbounded sequence �1 � �2 . . . .

The heat kernelKðx; x0; �; P; BÞ for x, x0 2 M and � > 0
is defined in terms of the normalized eigenfunctions fn by

Kðx; x0; �; P; BÞ ¼ X1
n¼1

fnðxÞfnðx0Þye��n�: (77)

The sum converges if the boundary value problem is
strongly elliptic, but it might not exist if the operator is
not strongly elliptic. In the strongly elliptic case, the inte-
grated heat kernel can be written in the form

TrBðe�P�Þ ¼
Z
M

Kðx; x; �; P; BÞd�; (78)

where d� is the volume measure on the manifold. We also
define the generalized zeta function by

�ðsÞ ¼ X10

n¼1

��s
n ; (79)

where the prime denotes the omission of any vanishing
eigenvalues.
For the BRST boundary conditions we have considered

so far, and with gauge parameter 	 ¼ 1, the equations for
ellipticity become

ð�@2t þ k2ÞfL ¼ �fL; t > 0; (80)

ðPD þ PN@t þ �ðkiÞÞfL ¼ 0; t ¼ 0; (81)

where PD and PN are the projection matrices defined in the
Introduction, and �ðkiÞ is an Hermitian matrix acting on
VN . A bounded exponential solution would be a function of
the form

fL ¼ �e��t; (82)

where Re�> 0 and � ¼ k2 ��2. Choose � to be an
eigenvector of �, and then Eq. (81) implies that � is an
eigenvalue of �. In particular, � is real because � is
Hermitian. If �> k, then � < 0 and strong ellipticity is
violated because there is a bounded exponential solution
with � 2 C� Rþ. Therefore strong ellipticity implies the
spectrum specð�Þ � ð�1; kÞ. Gilkey and Smith have
shown that the converse is also true, and the boundary
value problem is strongly elliptic if, and only if, the spec-
trum specð�Þ � ð�1; kÞ [38]. (It can be shown that the
same condition applies for any gauge parameter 	 > 0.)
The matrices �ðkiÞ can be obtained from the boundary

conditions in Tables I and II. We keep only the derivative
terms and replace the tangential derivatives with iki. It is
convenient to use the spacetime components; for example
the Maxwell BE boundary condition becomes

�LðB; x; ki;�i@tÞA ¼ _A� þ in�k
�A� � ik�n

�A�; (83)

where A� ¼ Aie
i
� þ An� and k� ¼ kie

i
�. (The tangent

basis ei
� is defined in the Appendix.) We can see from

Table III that in the cases with tangential derivatives, �ðkÞ
always has an eigenvector with eigenvalue k. Therefore, of
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the five sets of BRST boundary conditions considered so
far, only those without tangential derivatives are strongly
elliptic.

The explanation for this lack of strong ellipticity can be
seen when we look at bounded exponential solutions to the
leading order equation (76) when � ¼ 0,

fL ¼ uLðkÞe�kt; (84)

where uL is the eigenvector with eigenvalue k given in the
table. In each case, at leading order, these are gauge trans-
formations of the form f ¼ Dv, i.e.

fL ¼ �LðD; x; k;�i@tÞvLðkÞe�kt; (85)

for some vL. We should therefore examine whether these
correspond to an infinite set of zero modes Pf ¼ 0. If so,
there is a residual gauge invariance that has not been fixed
by the gauge-fixing condition. In the next section, we shall
see how adding a boundary term can fix the remaining
gauge invariance and restore strong ellipticity. The idea of
using boundary gauge-fixing terms is due to Barvinsky [9].

The extra gauge-fixing terms come with their own gauge
parameter. In certain limits of the gauge parameter, the
gauge choice is frozen and the effect on the heat kernel is
equivalent to leaving out the the gauge zero modes. The
heat kernel defined with only the nonzero modes will be
denoted in the usual way by a prime,

K0ðx; x0; �; P; BÞ ¼ X10

n¼1

fnðxÞfnðx0Þye��n�: (86)

This can be used to define the trace Tr0 and the generalized
zeta function by

�ðsÞ ¼ 1

�ðsÞ
Z 1

0
d� �s�1 Tr0Bðe�P�Þ: (87)

The bounded exponential solutions might not correspond
to gauge zero modes in every case, and then the additional
gauge fixing will not help with the ellipticity problems.

A. Maxwell theory

The boundary conditionsBE for Maxwell theory are the
ones that lead to a nonelliptic boundary value problem. We
can try adding the boundary gauge-fixing function FðAiÞ
given by

FðAiÞ ¼ Ai
ji: (88)

The boundary conditions in Table II are modified into the
new set BEð�Þ given by Eq. (49),

_Ai � Aji þ �Aj
jj
i þ Ki

jAi ¼ 0; (89)

_Aþ Ai
ji þ KA ¼ 0: (90)

Ellipticity depends on the matrix �, which can be read off
(89) by replacing the tangential derivatives with iki and
comparing with Eq. (81). The eigenvectors of � with a
nonzero eigenvalue are given by two free parameters x and

y and have the form Ai ¼ xk̂i and A ¼ y, so that the
eigenvalue problem for � reduces to

��k2 ik

�ik 0

 !
x

y

 !
¼ �

x

y

 !
: (91)

The condition for strong ellipticity is that the largest
eigenvalue is less than k, and this is the case for �> 0.
(This is also the correct sign choice for convergence of the
functional integral in the quantum system.) We could
therefore use the boundary conditions (89) and (90) to
provide a well-defined heat kernel that can be used in
one-loop quantum calculations. However, we shall see
how it is possible to relate the boundary conditions
BEð�Þ to a simpler set B0

E.
The � ! 1 limit projects out (at least formally) the

transverse modes with FðAiÞ ¼ 0. This can be examined
further by decomposing the modes using the exterior
derivative d and its conjugate dy. The Maxwell field
operator is

P ¼ dydþ 	ddy: (92)

Consider the pure gauge field

A ¼ d�; Pc� ¼ 0; (93)

where Pc ¼ dyd. Both dA and dyA vanish, and so this field
satisfies the boundary conditions BE. The Maxwell field
(93) is also a zero mode of P. There are no restrictions on �
at the boundary and an infinite set of gauge zero modes like
this can be constructed. Imposing the gauge condition
FðAiÞ ¼ 0 removes these modes.
In the previous section we defined the heat kernel

K0ðx; x0; t; P; BEÞ by taking a sum over the nonzero modes
of P. Hodge decomposition gives two types of nonzero
modes that satisfy the boundary conditions BE,

TABLE III. The spectrum of the tangential term �ðkÞ in the boundary operator for different BRST boundary conditions. The
eigenvector in the table is the eigenvector with eigenvalue k that makes the operator nonelliptic.

Field Type PN �ðkÞ Spectrum k-eigenvector

Maxwell BE 
�
� iðn�k� � k�n

�Þ 0, �k kn� � ik�

Gravity BM 2nð�nð�
�Þ
�Þ � n�n�n

�n� iðn�k�n�n� � 2n�n�k
�n�Þ 0, �k kn�n� þ ik�n�

Gravity BE 
��
�� ið2k�h��n� � 2n�h�

�k� � n�k�

��Þ 0, �k kn�k� � ik�k�
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(1) Exact: fn ¼ ��1=2
n d�n, where Pc�n ¼ �n�n and

�n ¼ 0 on @M.
(2) Coclosed: dyfn ¼ 0, where Fin ¼ 0 on @M.

In the coclosed case, part of the boundary condition is
redundant because it is enforced by the Hodge decompo-
sition. It is possible to relate this boundary value problem
to the boundary value problemB0

E (see Table I). Again, we
use a Hodge decomposition of the modes, but with bound-
ary conditions B0

E,

(1) Exact: fn ¼ ��1=2
n d�n, where Pc�n ¼ �n�n and

_�n ¼ 0 on @M.
(2) Coclosed: dyfn ¼ 0, where Fin ¼ 0 on @M.

The coclosed modes for the two sets of boundary condi-
tions are identical, whereas the exact modes come from
Dirichlet scalars in the first case and Neumann scalars in
the second. If we split the mode sums into exact and
coexact mode sums, then K0ðx; x0; t; P; BEÞ is determined
by the heat kernels of the strongly elliptic boundary value
problems B0

E, the scalar Dirichlet problem BD and the
scalar Neumann problem BN . For example, the integrated
kernel

Tr0BE
ðe�P�Þ ¼ TrB0

E
ðe�P�Þ � TrBN

ðe�Pc�Þ þ TrBD
ðe�Pc�Þ:

(94)

There is a nice physical interpretation of this result that
arises when we combine the fields and the ghosts together
into a supertrace. Let � ¼ ðP; PcÞ, and then define

STrBðe���Þ ¼ TrBðe�Pc�Þ � TrBðe�Pc�Þ: (95)

The supertrace determines the effective action of the quan-
tum theory of gauge fields in the one-loop approximation.
The ghost boundary conditions in BE are Dirichlet, and
the ghost boundary conditions in B0

E are Neumann. Using
Eq. (94), we have

STr0BE
ðe���Þ ¼ STrB0

E
ðe���Þ: (96)

Therefore the one-loop effective action for the quantum
field theory derived from the nonelliptic BRST boundary
conditions BE by omitting the zero modes is the same as
the one-loop effective action derived from the strongly
elliptic BRST boundary conditions B0

E.

B. Linearized gravity

We shall repeat the preceding analysis for linearized
gravity with the new BRST boundary conditions BE that
fix the extrinsic curvature at the boundary. The boundary
condition �ij ¼ 0 can be replaced by

�ij � 2�ðFðijjÞ � hijFk
jkÞ ¼ 0; (97)

where

Fi ¼ ij
jj � 1

2
j

jji: (98)

In terms of the metric components, using Eqs. (70), (A14),
and (A15),

_ij � 2ðijjÞ � Kij� 2�FðijjÞ ¼ 0; (99)

_i � 1

2
ji þ ij

jj � 1

2
j

jji þ Ki
jj þ Ki ¼ 0; (100)

_þ K� 2Kijij ¼ 0: (101)

We replace the tangential derivatives with iki and collect
them together into the matrix � as in Eq. (81). The nonzero

eigenvalues of � arise from eigenvectors of the form ij ¼
xk̂ik̂j and i ¼ yk̂i. We have Fi ¼ kix=2, and the eigen-

value problem becomes

��k2 ik

�ik 0

 !
x

y

 !
¼ �

x

y

 !
: (102)

This is identical to the eigenvalue problem for the Maxwell
theory, and again we have specð�Þ � ð�1; kÞ; we con-
clude that Eqs. (99)–(101) provide a well-posed boundary
value problem for the graviton operator when �> 0.
To analyze the residual symmetry when � ¼ 0 it is

convenient to use the operators D and Dy defined by

Dc�� ¼ c�;� þ c�;�; (103)

Dy� ¼ ���
;�: (104)

A pure gauge field �� ¼ Dc�� will satisfy the boundary

conditionsBE if s�ij ¼ 0 and Dy ¼ 0. The BRST varia-

tion of �ij using Eqs. (A16)–(A18) is

s�ij ¼ �cjij þ hijcjk
k � Kði

kc
jÞjk þ Kkðick

jjÞ: (105)

A sufficient condition for s�ij ¼ 0 is that c ¼ 0 and

c½ijj� ¼ 0 on the boundary, leaving us free to pick one

arbitrary function a on the boundary, where ci ¼ aji. The
gauge mode will be a zero mode of gauge-fixed gravity
operator P if it satisfies the gauge condition Dy ¼ 0, i.e.

DyDc ¼ 0: (106)

This is an inhomogeneous Dirichlet problem, and we have
a solution for each choice of the arbitrary function a on the
boundary. These modes are responsible for the nonellip-
ticity. They are eliminated by restricting the modes using
the boundary gauge condition Fa ¼ 0, or equivalently by
using the boundary value system Eqs. (99)–(101).
In the Maxwell case it was possible to relate the bound-

ary conditions BE to a strongly elliptic BRST-invariant
boundary value problemB0

E with no tangential derivatives.
We can do this also for linearized gravity for a restricted
class of backgrounds where the strongly elliptic BRST-
invariant boundary value problem of this type exists.
Consider, for example, the case where the extrinsic
curvature is proportional to the surface metric,
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Kij ¼ �hij: (107)

The BRST-invariant boundary value problem for these
backgrounds was found in Ref. [26],

B0
E: _ij � Kij ¼ 0; _þ K� Ki

i ¼ 0; i ¼ 0;

_ci � Ki
jcj ¼ 0; c ¼ 0: (108)

As in the Maxwell case, the two sets of boundary condi-
tions can be related by dividing the modes into the image of
D and the kernel of Dy, with the result that

STr0BE
ðe���Þ ¼ STrB0

E
ðe���Þ: (109)

In general, however, it seems that we have to resort to the
more complicated system Eqs. (99)–(101).

We turn finally to the boundary conditions BM that fix
the field ij on the boundary. A pure gauge mode would

have to satisfy sij ¼ 0,

cðijjÞ þ Kijc ¼ 0: (110)

In the special case Kij ¼ 0, we have solutions ci ¼ 0 for

any function c on the boundary. As before, these corre-
spond to the bounded exponential solutions to the leading
order system of equations. However, for the more general
case Kij ¼ �hij, there are at most a finite number of

solutions corresponding to conformal killing vectors of
@M, and the origin of the nonellipticity in this case does
not lie in the gauge modes. This case has been investigated
for spherical backgrounds [6,30,32], where it appears that
the heat kernel diverges for points on the boundary, but
nevertheless the generalized zeta function �ðsÞ exists and
can be analytically continued to s ¼ 0.

V. CONCLUSION

We have seen that nonellipticity is a common feature in
BRST-invariant boundary value problems, and it can be
associated in some cases with a residual gauge invariance.
In these cases a well-defined set of boundary conditions
can be obtained by adding extra tangential derivatives, and
this has an interpretation in terms of extra gauge-fixing
terms on the boundary. The reduced heat kernel, con-
structed by leaving out the gauge zero modes, is also
consistent with BRST invariance and can be used to cal-
culate one-loop phenomena in quantum gauge theories
with boundaries. We found examples where this procedure
gives results that are equivalent to mixed BRST boundary
value systems with no tangential derivatives.

A new set of BRST-invariant boundary conditions for
quantum gravity that fix the extrinsic curvature at the
boundary has been found. These boundary conditions
give rise to a well-defined heat kernel and can be used to
construct the effective action. Boundary conditions on the
extrinsic curbature are consistent with local supersymme-
try and arise in supergravity theories [39,40].

Although the addition of tangential derivatives formally
restores strong ellipticity, it does necessarily allow for a
nonproblematic asymptotic expansion of the heat kernel
[31]. This can affect quantum field theory divergences and
renormalization of couplings. The heat-kernel asymptotics
for the boundary conditions discussed here is worth further
investigation.
We have not been able to explain the origin of the

nonellipticity for quantum gravity problems that fix the
intrinsic metric of the boundary. These problems are im-
portant for applications of quantum gravity to quantum
cosmology and the Hartle-Hawking state of the universe.
It is a puzzling fact that the generalized zeta function exists
for this problem when the background is a sphere with
boundary [6,30,32]. An understanding of the origin and the
role of nonellipticity in this case remains elusive.

APPENDIX A: TANGENTIAL DECOMPOSITIONS

Consider a manifold M with boundary @M, tangential
vectors ei

� and inward unit normal n�. Indices i and n will
denote projection in the tangential and normal directions,
respectively. The covariant derivative ‘‘;’’ onM induces a
covariant derivative ‘‘j’’on the boundary @M and the
extrinsic curvature Kij ¼ ni;j. The normal derivative will

be denoted by a dot, and we choose an extension of the
normal vector so that _n� ¼ 0 at the boundary.

1. Covectors

For a covector A�, let Ai ¼ ei
�A� and A ¼ n�A�.

The components of the covariant derivatives are

Ai;j ¼ Aijj þ KijA; (A1)

An;j ¼ Aji � Ki
jAj; (A2)

Ai;n ¼ _Ai; (A3)

An;n ¼ _A: (A4)

The gauge fixing function f ¼ A�
;� is therefore

f ¼ _Aþ Ai
ji þ KA: (A5)

For the Laplacian,

Ai;�
� ¼ €Ai þ A

ijj
j þ K _Ai � KKi

jAj � Ki
jKj

kAk

þ Kij
jjAþ Ki

jAjj � _Ki
jAj; (A6)

An;�
� ¼ €Aþ Aji

i þ K _A� KijAijj: (A7)

2. Symmetric tensors

For a symmetric tensor ��, let ij ¼ ei
�ej

���, i ¼
ei

�n��� and  ¼ n�n���. The components of the

covariant derivatives are
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ij;k ¼ ijjk þ 2KkðijÞ; (A8)

in;j ¼ ijj þ Kij� Ki
kkj; (A9)

nn;k ¼ i � 2Ki
jj; (A10)

ij;n ¼ _ij; (A11)

in;n ¼ _i; (A12)

nn;n ¼ _: (A13)

The decomposition of the gauge-fixing function f� ¼
���

;� into fi ¼ ei
�f� and f ¼ n�f� is

fi ¼ _i þ Ki
jj þ Ki þ ij

jj � 1

2
j

jji �
1

2
ji; (A14)

f ¼ 1

2
_� 1

2
_i
i þ i

ji þ K� Kijij; (A15)

The BRST transformations become

sij ¼ 2ðcðijjÞ þ KijcÞ; (A16)

si ¼ _ci � Ki
jcj þ cji; (A17)

s ¼ 2 _c: (A18)

When transforming a normal derivative, we use

ðcijjÞ� ¼ _cijj þ ðKij
jk � Kk

ðijjÞÞck: (A19)

For example,

s _ij ¼ 2 _cðijjÞ � 2Kði
kcjÞjk þ 2ðKij

jk � Kk
ðijjÞÞck

þ 2 _Kijcþ 2Kij _c: (A20)

The tangential decomposition relates to the standard
canonical decomposition of gravity in the following way.
Wewrite the metric in terms of an intrinsic metric hij, lapse

N and shift Ni,

ds2 ¼ N2dt2 þ hijðdxi þ NidtÞðdxj þ NjdtÞ: (A21)

In the fixed basis ei ¼ @i and n� ¼ N�1ð@t � Ni@iÞ, the
metric fluctuations are

ij ¼ ð2�Þ�1
hij; (A22)

i ¼ ð2�Þ�1N�1hij
N
j; (A23)

 ¼ ð2�Þ�12N�1
N: (A24)

The canonical momentum is given by

pij ¼ @L

@ _hij
¼ 1

2�

@L
@ _ij

; (A25)

where L is the Lagrangian density with only first order
time derivatives obtained from the Einstein-Hilbert action.

[1] I. G. Avramidi and G. Esposito, Classical Quantum
Gravity 15, 1141 (1998).

[2] G. Esposito, M. Rosaria, A.Y. Kamenshchik, and G.
Pollifrone, Fundam. Theor. Phys. 85, 1 (1997).

[3] I. G. Avramidi and G. Esposito, Commun. Math. Phys.
200, 495 (1999).

[4] G. Esposito, G. Fucci, A.Y. Kamenshchik, and K. Kirsten,
Classical Quantum Gravity 22, 957 (2005).

[5] G. Esposito, G. Fucci, A.Y. Kamenshchik, and K. Kirsten,
J. High Energy Phys. 09 (2005) 063.

[6] G. Esposito, G. Fucci, A.Y. Kamenshchik, and K. Kirsten,
J. Phys. A 45, 374004 (2012).

[7] B. S. DeWitt, Phys. Rev. 162, 1195 (1967).
[8] A. Barvinsky and G. Vilkovisky, Phys. Rep. 119, 1 (1985).
[9] A. Barvinsky, Phys. Rev. D 74, 084033 (2006).
[10] M. Bordag, U. Mohideen, and V. Mostepanenko, Phys.

Rep. 353, 1 (2001).
[11] J. Hartle and S. Hawking, Phys. Rev. D 28, 2960 (1983).
[12] A. A. Tseytlin, arXiv:hep-th/9908105.
[13] A. Barvinsky and D. Nesterov, Phys. Rev. D 73, 066012

(2006).
[14] N. Ahmed and I. G. Moss, Nucl. Phys. B833, 133

(2010).

[15] D. S. Berman, M. J. Perry, E. Sezgin, and D. C. Thompson,
J. High Energy Phys. 04 (2010) 025.

[16] P. Gilkey, Invariance Theory, the Heat Equation, and the
Atiyah-Singer Index Theorem (Publish or Perish Inc.,
Wilmington, Delaware, 1984).

[17] I. Moss and J. Dowker, Phys. Lett. B 229, 261 (1989).
[18] J. Dowker, J. Apps, K. Kirsten, and M. Bordag, Classical

Quantum Gravity 13, 2911 (1996).
[19] T. P. Branson, P. B. Gilkey, K. Kirsten, and D.V.

Vassilevich, Nucl. Phys. B563, 603 (1999).
[20] D. McAvity and H. Osborn, Classical Quantum Gravity 8,

1445 (1991).
[21] D. Vassilevich, Phys. Rep. 388, 279 (2003).
[22] A. Barvinsky, Phys. Lett. B 195, 344 (1987).
[23] H. Luckock and I. Moss, Classical Quantum Gravity 6,

1993 (1989).
[24] I. Moss and S. J. Poletti, Nucl. Phys. B341, 155 (1990).
[25] H. Luckock, J. Math. Phys. (N.Y.) 32, 1755 (1991).
[26] I. G. Moss and P. J. Silva, Phys. Rev. D 55, 1072 (1997).
[27] Specifically, we require the eigenvalue problem on the

fields and the ghosts to be BRST invariant.
[28] I. Moss and S. Poletti, Phys. Lett. B 245, 355 (1990).
[29] I. G. Moss and S. J. Poletti, Phys. Lett. B 333, 326 (1994).

BRST-INVARIANT BOUNDARY CONDITIONS AND STRONG . . . PHYSICAL REVIEW D 88, 104039 (2013)

104039-11

http://dx.doi.org/10.1088/0264-9381/15/5/006
http://dx.doi.org/10.1088/0264-9381/15/5/006
http://dx.doi.org/10.1007/s002200050539
http://dx.doi.org/10.1007/s002200050539
http://dx.doi.org/10.1088/0264-9381/22/6/005
http://dx.doi.org/10.1088/1126-6708/2005/09/063
http://dx.doi.org/10.1088/1751-8113/45/37/374004
http://dx.doi.org/10.1103/PhysRev.162.1195
http://dx.doi.org/10.1016/0370-1573(85)90148-6
http://dx.doi.org/10.1103/PhysRevD.74.084033
http://dx.doi.org/10.1016/S0370-1573(01)00015-1
http://dx.doi.org/10.1016/S0370-1573(01)00015-1
http://dx.doi.org/10.1103/PhysRevD.28.2960
http://arXiv.org/abs/hep-th/9908105
http://dx.doi.org/10.1103/PhysRevD.73.066012
http://dx.doi.org/10.1103/PhysRevD.73.066012
http://dx.doi.org/10.1016/j.nuclphysb.2010.03.008
http://dx.doi.org/10.1016/j.nuclphysb.2010.03.008
http://dx.doi.org/10.1007/JHEP04(2010)025
http://dx.doi.org/10.1016/0370-2693(89)91168-4
http://dx.doi.org/10.1088/0264-9381/13/11/007
http://dx.doi.org/10.1088/0264-9381/13/11/007
http://dx.doi.org/10.1016/S0550-3213(99)00590-8
http://dx.doi.org/10.1088/0264-9381/8/8/010
http://dx.doi.org/10.1088/0264-9381/8/8/010
http://dx.doi.org/10.1016/j.physrep.2003.09.002
http://dx.doi.org/10.1016/0370-2693(87)90029-3
http://dx.doi.org/10.1088/0264-9381/6/12/025
http://dx.doi.org/10.1088/0264-9381/6/12/025
http://dx.doi.org/10.1016/0550-3213(90)90266-G
http://dx.doi.org/10.1063/1.529238
http://dx.doi.org/10.1103/PhysRevD.55.1072
http://dx.doi.org/10.1016/0370-2693(90)90658-S
http://dx.doi.org/10.1016/0370-2693(94)90150-3


[30] G. Esposito, A.Y. Kamenshchik, I. V. Mishakov, and G.
Pollifrone, Phys. Rev. D 52, 3457 (1995).

[31] A. Barvinsky, A. Y. Kamenshchik, C. Kiefer, and D.
Nesterov, Phys. Rev. D 75, 044010 (2007).

[32] V. N. Marachevsky and D. Vassilevich, Classical Quantum
Gravity 13, 645 (1996).

[33] B.-W. Schulze, Mathematische Nachrichten 95, 327
(1980).

[34] M. Henneaux and C. Teitelboim, Quantization of Gauge
Systems (Princeton University Press, Princeton, NJ, 1992).

[35] J. Schwinger, Phys. Rev. 82, 664 (1951).
[36] B. S. DeWitt, Phys. Rep. 19, 295 (1975).
[37] Strictly speaking, we introduce a grading on the bundle of

fields according to the number of normal derivatives, and
keep the leading terms in each sector of this grading.

[38] P. Gilkey and L. Smith, J. Differential Geom. 18, 393
(1983).

[39] I. G. Moss, Nucl. Phys. B729, 179 (2005).
[40] P. van Nieuwenhuizen and D.V. Vassilevich, Classical

Quantum Gravity 22, 5029 (2005).

IAN G. MOSS PHYSICAL REVIEW D 88, 104039 (2013)

104039-12

http://dx.doi.org/10.1103/PhysRevD.52.3457
http://dx.doi.org/10.1103/PhysRevD.75.044010
http://dx.doi.org/10.1088/0264-9381/13/4/006
http://dx.doi.org/10.1088/0264-9381/13/4/006
http://dx.doi.org/10.1002/mana.19800950130
http://dx.doi.org/10.1002/mana.19800950130
http://dx.doi.org/10.1103/PhysRev.82.664
http://dx.doi.org/10.1016/0370-1573(75)90051-4
http://dx.doi.org/10.1016/j.nuclphysb.2005.09.023
http://dx.doi.org/10.1088/0264-9381/22/23/008
http://dx.doi.org/10.1088/0264-9381/22/23/008

