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We discuss general theories of N scalar fields with OðNÞ symmetry. In addition to the standard case of

linearly realized symmetry, there are also examples that carry nonlinear realizations, with the topology of

a cylinder R� SN�1 or a sphere SN . We write flow equations for the theory in the second order of the

derivative expansion in the background field and discuss the properties of scaling solutions with vanishing

potential.
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I. GENERAL SCALAR THEORIES
WITH OðNÞ SYMMETRY

The most economical nontrivial realization of OðNÞ
symmetry in a scalar field theory makes use of N � 1
fields. It corresponds to a nonlinear sigma model with
values in the (N � 1)–sphere SN�1 ¼ OðNÞ=OðN � 1Þ,
where the radius of the sphere is treated as a fixed parame-
ter. In many applications it is preferable to turn the radius
into a dynamical field. Then, one can reparametrize the
theory in terms of N scalar fields �a, a ¼ 1; . . . ; N, trans-
forming linearly under OðNÞ. Aside from the advantage of
working with simpler, linear transformations, such models
are also better behaved as quantum field theories.

In this paper we will consider the renormalization of
OðNÞ-invariant models withN fields but without relying on
the linear structure. There are two aspects to this. As a first
step, the metric in the target space could differ from
the flat one, but maintain the topology RN . This happens,
for example, if one allows interactions of the form
Zð�2Þ@��a@��a (in four dimensions, this requires opera-

tors of dimension at least six). As is always the case in
mechanics, the term quadratic in time derivatives defines a
metric in the configuration space. Here one has a confor-
mally flat metric Zð�2Þ�ab, so the target space becomes
effectively a Riemannian manifold and one could treat
these theories as general nonlinear sigma models.
However, there still exist global coordinates such that the
fields transform in the familiar linear way underOðNÞ, and
for this reason we will still say that the fields carry a linear
realization of the global symmetry. The second aspect is
the topology. By removing the origin, one can change the
topology into that of a cylinder SN�1 � R, and by adding a
single point at infinity one can change the topology into
that of a sphere SN . In both cases there are now local
coordinate systems such that the fields transform in the
usual linear way, but such coordinates cannot be extended
to cover the whole space. In fact, neither the cylinder nor

the sphere is a linear space, so in these cases we will say
that the fields carry nonlinear realizations. Such models
can be viewed as limits of deformations of linear models.
The motivation for studying these models comes at least

in part from Higgs physics. Consider a linear model in the
spontaneously broken phase where the field has a non-
vanishing vacuum expectation value (VEV). Perturbative
analysis of the fluctuations around the vacuum reveals the
presence of N � 1 massless modes, the Goldstone bosons,
and one massive mode, corresponding to the radius.
Suppose we observe such a spectrum, and furthermore
suppose that the scattering amplitudes exhibitOðNÞ invari-
ance. This is still not enough to validate the simple linear
scalar theory: The target space could deviate significantly
from flatness for fields that are either much larger or much
smaller than the VEVor both.
Various nonlinear models of this type have been used in

phenomenology. One class of models is based on the
observation that the VEVof the Higgs is the only parameter
in the standard model that breaks scale invariance. Instead
of an explicit breaking, as in the SM, it is tempting to think
that scale invariance is spontaneously broken. Then, the
radius, parametrized as � ¼ e�, where�1<�<1, can
be interpreted as a dilaton. In this model the topology of the
target space is a cylinder, and the symmetry of the action is
enhanced by scale invariance. Various applications of simi-
lar ideas to the standard model have been discussed in [1].
Another class of models that have enjoyed some popu-

larity recently, the so-called composite Higgs models, is
based on the assumption that the 4 real degrees of freedom
of the Higgs doublet are the Goldstone bosons resulting
from the breaking of some global symmetry group G to a
subgroup H [2]. The minimal model of this type, giving
rise to the Higgs doublet as the only Goldstone bosons,
while preserving custodial symmetry, corresponds to
SOð5Þ spontaneously breaking to SOð4Þ [3] (see also [4]
and references therein). In this case the topology of the
target space would be a four-sphere. Note that in both
classes of models the radial mode can be interpreted as a
Goldstone boson, on the same footing with the angular
degrees of freedom. In both cases one loses the simple
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linear realization of the symmetry, but this may not be
easily seen in perturbation theory around the VEV.

It is expected that these nonlinear models break down at
some energy and that they are to be treated as low energy
effective field theories. In this paper we shall discuss the
renormalization of such theories using functional renormal-
ization group (RG) methods. One powerful general method
of studying quantum field theories is to integrate out quan-
tum fluctuations gradually, one momentum shell at a time,
beginning from some ultraviolet scale �UV down to some
scale k. The original implementation of this idea by Wilson
gives rise to a k-dependentWilsonian action Sk [5]. An exact
functional equation was derived in [6,7] and applied to the
study of scalar theories in [8], and later also to generalOðNÞ
models [9]. For many purposes it has proven more conve-
nient to study instead the k dependence of a one-particle
irreducible functional �k, called the ‘‘effective average
action’’ (EAA), which is defined exactly like the effective
action, but with a smooth cutoff in the functional integral
(see [10–12] for introductory reviews and [13] for applica-
tions to gravity). More precisely, in the functional integral
one adds (by hand) to the action a term quadratic in the
fields that in momentum space looks like �Sk ¼R
dp�að�pÞRkðp2Þ�aðpÞ, where Rkðp2Þ is a monotoni-

cally decreasing function with Rkð0Þ ¼ k2, R0ðp2Þ ¼ 0
and tending rapidly to zero for p2 > k2. The role of this
term is to suppress the contribution to the functional integral
of the modes with p2 < k2, so it is referred to as the infrared
cutoff. The nice property of this functional is that it satisfies
a simple functional equation [14,15]

k
@�k

@k
¼ 1

2
Tr

�
�2�k

��2
þ Rk

��1
k
@Rk

@k
: (1)

This functional equation specifies the k dependence of the
EAA, so the right-hand side (r.h.s.) can be considered as a
‘‘beta functional’’ of the theory. It contains the beta func-
tions of all the couplings that are present in the EAA. Due to
the falloff properties of Rk, the trace on the r.h.s. is finite.
One can therefore take the equation as a basis for defining a
quantum field theory: Given the field content and the sym-
metries, one can calculate the r.h.s. of the equation. It defines
a flow on the ‘‘theory space’’ parametrized by the func-
tionals �k. Choosing some initial condition, one can then, at
least in principle, calculate the effective action by solving
the flow in the limit k ! 0.

It is of course impossible to do this in practice. A useful
approximation method of this equation is the derivative
expansion, where one retains terms up to some fixed num-
ber of derivatives. This is well motivated in statistical
mechanics in applications to the theory of phase transitions
and in particle physics for the study of low energy effective
field theories. For a simple scalar theory, the lowest order of
this expansion is the ‘‘local potential approximation’’
(LPA) where one retains a fixed quadratic kinetic term
and the only interactions are given by a potential Vð�2Þ.

Inserting this ansatz in (1) one obtains a differential
equation for the flow of the potential, which can be studied
to analyze the scaling solutions [16,17]. A slightly im-
proved version of the LPA, sometimes called LPA’, takes
into account the running of a wave function renormalization
constant Z. This yields improved values for the critical
exponents and also gives the anomalous dimension [18,19].
In the second order of the derivative expansion one

retains the most general terms that are OðNÞ invariant
and contain at most two derivatives:

�kð�Þ ¼
Z

ddx

�
1

2
Zð�2Þ@��a@��a

þ Yð�2Þ�a@��
a�b@��b þ Vð�2Þ

�
; (2)

where Z and Y are arbitrary, k-dependent functions of �2.
(We do not indicate the k dependence explicitly for typo-
graphical simplicity.) The scaling solutions of these models
in d ¼ 3 have been studied in [20], using standard methods
of linear realizations. Since the functions Zð�2Þ and Yð�2Þ
define a curved target space geometry, it makes sense to
study such models also with methods that had been previ-
ously applied to the RG of nonlinear sigma models [21–24].
Here, however, the situation is more complicated. In typical
nonlinear sigma models the symmetry group acts transi-
tively on the target space, and therefore the only invariant
potential is a constant. In the case we want to discuss, the
potential need not be a constant (though it is constant on the
orbits SN�1) so we have to discuss its flow too.
In this paper we will lay the foundations for a study of

these theories in the second order of the derivative expansion
(the case N ¼ 1 has already been discussed to next order of
the derivative expansion [25]). For the quantization of the
nonlinear sigma models we shall use the background field
method. After choosing a background field �’i any other field
that is not too distant from it can be parametrized in terms of
normal coordinates ��iðxÞ. The action can then be expanded
in powers of �� and the cutoff is quadratic in ��, as we shall
describe later. This method has the advantage of preserving
invariance under simultaneous coordinate transformations of
�’ and ��, but it has the drawback that the EAA becomes a
functional of two fields�ð �’; ��Þ. In principlewewould there-
fore have to allow many more invariants than in a functional
of � alone. In this paper we will not consider such compli-
cations, and we study the flow of background functionals
only, which are the most important ones in the analysis of the
phase structure of the theory. Regarding the wave function
renormalization of ��, we shall make two separate approxi-
mation: One is to assume that it is k independent (i.e. that the
anomalous dimension of �� is zero); the other is to assume
that the wave function renormalization of � can be approxi-
mated by the wave function renormalization of the back-
ground. We will see that even though we go to second order
in derivatives of the background field, in both cases the
results are close to those of the LPA in the linear formalism.
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After deriving the flow equations for the theory, we will
establish the existence of scaling solutions with three differ-
ent target space topologies: the linear topology RN , the
cylinder SN�1 � R and the sphere SN . We will only discuss
scaling solutions with constant potential and determine in
each case the set of relevant deformations. At least in the
linear case and in dimensions 2< d< 4, there are also
scaling solutions with nontrivial potential. We will not
repeat here the analysis of these solutions, but it will be
useful at some later stage to check that the geometrical
methods used here agree with the standard ones used in [20].

II. FLOW EQUATIONS

We will study the RG flow of theories with action of the
form (2), but we will not assume that the topology of the
target space is RN. In other words, the action (2) may only
be valid locally in the target space. For this reason we shall
use a formalism that is manifestly invariant under coordi-
nate transformations in the target space. This formalism
has been developed in the context of nonlinear sigma
models [26] and has been applied previously to the RG
flow of these theories [21–24]. Although one could actually
work with completely arbitrary coordinates, it is conve-
nient to assume that the coordinate system is adapted to the
action of the groupOðNÞ, in the sense that one coordinate �
parametrizes the different orbits of the group and the
remaining N � 1 coordinates �� are coordinates within
the orbits SN�1. Let us consider first what happens in the
linear case. The coordinate transformation from
the adapted coordinates to the linear coordinates �a is of

the form �a ¼ ��̂að��Þ, with � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiP

i�
2
i

q
. Then the

action (2) may be rewritten in the form

�k ¼
Z

ddx

�
1

2
Jð�Þ@��@��þ 1

2
Kð�Þg�	@���@��	

þ Vð�Þ
�
; (3)

where g�	 is the metric on the unit (N � 1)-dimensional

sphere, J ¼ Zþ 2�2Y, K ¼ �2Z. In the following we will
assume that the EAA has the form (3), without assuming
that it has been derived from (2). Thus the coordinate �
need not have the meaning of ‘‘radius.’’

The terms in (3) with two derivatives can be rewritten as

1

2
Gij@�’

i@�’j (4)

where ’i ¼ ðh; ��Þ are adapted coordinates on the target
space and

Gij ¼
Jð�Þ

Kð�Þg�	

0
@

1
A (5)

is the metric. Note that this is a Euclidean Robertson-
Walker metric with spherical ‘‘spatial’’ sections. The
coordinate transformation

hð�Þ ¼
Z �

0

ffiffiffiffiffiffiffiffiffi
JðxÞ

p
dx (6)

brings themetric to standard formwith J ¼ 1. Notice that the
fieldh is canonically normalized and therefore has dimension
d�2
2 . Wewill use this field reparametrization later on, but first

we have to derive the beta functions of J, K and V.
It was found in [21] that in the nonlinear sigma models

the flow of the metricGij is governed by the Ricci tensor of

Gij. Here we have to take into account the additional

complications due to the presence of a nontrivial potential.
We shall use the background field method. After choosing a
background field �’iðxÞ, any other field ’iðxÞ that is not too
distant from �’iðxÞ can be parametrized in terms of the
normal coordinates �iðxÞ as ’iðxÞ ¼ Exp �’ðxÞ�iðxÞ.
Quantization produces an EAA that is a functional of two
fields �kð �’;�Þ. We can expand the EAA in powers of �:

�kð �’;�Þ ¼ ��kð �’Þ þ �ð1Þ
k ð �’; �Þ þ �ð2Þ

k ð �’; �Þ þ � � � (7)

where �ðnÞ
k ð �’;�Þ contains n powers of �. In particular,

��kð �’Þ � �ð0Þ
k ð �’Þ ¼ �kð �’; 0Þ depends only on the back-

ground. Throughout this paper we will work in a ‘‘single
field truncation,’’ which means that the r.h.s. is assumed to
be the Taylor expansion of some functional of the full field

’ ¼ Exp �’� [and one can call that functional ��kð’Þ].
Furthermore, we assume that this functional has the form
(3). By inserting this ansatz in the flow equation (1) we will
derive ‘‘beta functionals’’ for J,K andV, which wewill call


J ¼ d

dt
log J; 
K ¼ d

dt
logK; 
V ¼ d

dt
logV;

(8)

where t ¼ log k. To evaluate the r.h.s. of (1) we start
by Taylor expanding (3) to second order in �. From the
two-derivative terms we get

1

2

Z
ddx�ið�Gijr2 �MijÞ�j; (9)

where r��
i ¼ @��

i þ @�’
k�k

i
j�

j and Mij ¼
@�’

m@�’nRimjn. Here �k
i
j are the Christoffel symbols

of the metric Gij and Rimjn is its Riemann tensor, whose

nonzero components are

R�0	0 ¼ KK0J0 þ K02J � 2KK00J
4K2J

G�	; (10)

R��	� ¼ 4KJ � K02

4K2J
ðG�	G�� �G��G�	Þ: (11)

The expansion of the potential is

VðhÞ ¼ Vð �hÞ þ V 0ð �hÞ
�
�0 � 1

2
�0
ij�

i�j þ � � �
�

þ 1

2
V00ð �hÞ

�
�0 � 1

2
�0
ij�

i�j þ � � �
�
2 þ � � � (12)
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where the nonzero components of �0
ij are �

0
�	 ¼ � K0

2J g�	,

�0
00 ¼ J0

2J . This gives a contribution to �ð2Þ
k of the form

1
2

R
dx�iSij�

j, with

Sij ¼ V00�0
i �

0
j � V 0�0

ij

¼ ðV 00 � V 0J0=2JÞ�0
i �

0
j þ ðV 0K0=2JÞgij: (13)

(Here, we think of gij as an N�N matrix with g00¼
g0i¼0.) Altogether the second order expansion of (3) yields

�ð2Þ
k ð �’; �Þ ¼ 1

2

Z
ddx�ið�Gijr2 �Mij þ SijÞ�j: (14)

The cutoff function is then conveniently chosen as

ðRkÞij ¼ GijRkðzÞ ¼
JRkðzÞ

Kg�	RkðzÞ

0
@

1
A (15)

where z stands for the covariant Laplacian �r2. We now
have all the pieces that enter in the r.h.s. of the functional
renormalization group equation (FRGE). Adding the
cutoff, the quadratic action can be written as

�ð2Þ þ �Sk ¼ 1

2

Z
ddx�iðP ijð�r2Þ �Mij þ SijÞ�j (16)

where P ij ¼ GijPk and PkðzÞ ¼ zþ RkðzÞ. The derivative
of the cutoff function with respect to t is

_Rij �
dRij

dt

¼
Jð _Rk þ 
JRk þR0

k _zÞ
Kg�	ð _Rk þ 
KRk þR0

k _zÞ

0
@

1
A

(17)

where _RkðzÞ ¼ @tRkðzÞ, R0
kðzÞ ¼ @zRkðzÞ. The terms

involving _z will give no contribution.
In order to calculate the beta functions for V, J, K we

have to extract from the r.h.s. of the FRGE the terms that
contain either no derivatives or two derivatives of the
background field. Recalling that M contains two deriva-
tives of the background field, the r.h.s. of the FRGE can be
expanded in M as

1

2
Tr

_Rk

P k �Mþ S

¼ 1

2
Trð1þ ðP k þ SÞ�1Mþ � � �ÞðP k þ SÞ�1 _Rk: (18)

Only the first two terms are needed for our calculation,
which is described in the Appendix.

Note that, in _Rk, �
J and �
K play the role of anoma-
lous dimensions of the fields. A more complete treatment,
which goes beyond the single-field truncation, would con-
sist in replacing the factors of J and K contained in
the metric Gij in (14) with independent wave function

renormalization constants ZJ and ZK. Then in (17) 
J and


K would be replaced by��J ¼ d logZJ

d log k and��K ¼ d logZK

d log k .

These ‘‘genuine’’ anomalous dimensions would then be
obtained from the t derivative of the two-point functions
h�i�ji. See [27] for such a calculation in a nonlinear sigma
model.Wewill not attempt this calculation here and defer it
to a future work. Instead, we shall evaluate the functional
traces in two different approximations. In the first we will
neglect all the derivatives of couplings in the r.h.s. of the
FRGE and keep only the explicit dependence of the cutoff
on k. In particular, we set 
J¼0, 
K ¼ 0 in (17). We will
refer to this as the one-loop approximation, since this is the
result onewould obtain by inserting a cutoff in the one-loop
determinants and then deriving with respect to k. We will
see that even though we are tracking the flow of terms with
two derivatives of the background field, this approximation
is very similar to the LPA in the linear formalism. The
second approximation is to replace the genuine anomalous
dimensions �J and �K by �
J and �
K, as already in-
dicated in (17). We will call this the single-field approxi-
mation. In the vicinity of the fixed points that we shall study
here the anomalous dimensions are small anyway and both
approximations should be good. We shall see a posteriori
that in spite of the nonvanishing anomalous dimensions this
approximation is also still quite close to the LPA.
In the Appendix we derive explicit formulas (A11)–

(A13) for 
J, 
K, 
V , which are essentially the beta
functions for J, K and V. At this point we switch to
dimensionless variables and simultaneously implement
the coordinate transformation (6).1 We define ~K ¼
k2�dK, ~V ¼ k�dV, both regarded as functions of the

dimensionless field ~h ¼ k
2�d
2 h. The functions 
J, 
K, 
V ,

being dimensionless, can be written in terms of the dimen-
sionless variables simply by setting k ¼ 1, J ¼ 1 and
putting a tilde on K and V.
The beta functions can be presented most compactly as

follows. Define the quantities


1 ¼ cd
dþ 2

N � 1
~Vð1þ ~V 0 ~K0=2 ~KÞ ;


2 ¼ cd
dþ 2

1
~Vð1þ ~V 00Þ ;


3 ¼ cd
dþ 2

ðN � 2Þð4� ~K02= ~KÞ
2 ~Kð1þ ~V 0 ~K0=2 ~KÞ2


4 ¼ cd
dþ 2

~K02= ~K � 2 ~K00

2 ~Kð1þ ~V 00Þ2 ;


5 ¼ cd
dþ 2

ðN � 1Þð ~K02= ~K � 2 ~K00Þ
2 ~Kð1þ ~V 0 ~K0=2 ~KÞ2 ;

(19)

1This is equivalent to performing, after each functional inte-
gration over an infinitesimal momentum shell, a rescaling of
momenta to restore the condition k ¼ 1 and a redefinition of the
field to restore its canonical normalization.
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where cd ¼ 1
ð4Þd=2�ðd=2þ1Þ . The 
’s defined in (8) are given,

in the one-loop approximation, by


J ¼ ðdþ 2Þ
5; (20)


K ¼ ðdþ 2Þð
3 þ 
4Þ; (21)


V ¼ ðdþ 2Þð
1 þ 
2Þ; (22)

and, in the single-field approximation, by


J ¼ ðdþ 2Þ ð1þ 
4Þ
5
1� 
3 � 
4
5

; (23)


K ¼ ðdþ 2Þ 
3 þ 
4ð1þ 
5Þ
1� 
3 � 
4
5

; (24)


V ¼ ðdþ 2Þ 
1ð1þ 
4Þ þ 
2ð1� 
3 þ 
5Þ
1� 
3 � 
4
5

: (25)

From the definition of ~h and (6) one finds

d~h

dt
¼ 2� d

2
~hþ 1

2

Z ~h

0
dx
JðxÞ: (26)

Using the definitions of ~K and ~V in the relations (8), we
arrive at the flow equations

d ~K

dt
¼ ð
K � dþ 2Þ ~K þ d� 2

2
~h ~K0 � 1

2
~K0 Z ~h

0
dx
JðxÞ;

(27)

d ~V

dt
¼ ð
V � dÞ ~V þ d� 2

2
~h ~V0 � 1

2
~V 0 Z ~h

0
dx
JðxÞ: (28)

These t derivatives take into account, besides the integra-
tion over fluctuations, also the t-dependent field redefini-
tion that is necessary to keep the field h canonically
normalized. As expected, the redundant variable J has
disappeared from the equations: 
J, 
K and 
V are functions
of ~K and ~V only. Note that if we think of expanding J in
Taylor series, we have not only normalized the kinetic term
but also eliminated infinitely many redundant interaction
terms.

It is interesting to consider first the case N ¼ 1. This
corresponds to g�	 ¼ 0, so the term involving the function
~K is not present in either side of the FRGE. There are only
two equations which govern the running of V and J. One
has 
J ¼ 0, and after the appropriate field redefinitions
Eq. (28) becomes

d ~V

dt
¼ cd

1þ ~V 00ð~hÞ � d ~Vð~hÞ þ
�
d

2
� 1

�
~h ~V 0ð~hÞ: (29)

This reproduces the well-known flow equation for the
potential in the LPA.

If we restrict J to be a constant, it can be viewed as the
wave function renormalization of h. Then, one would be
tempted to identify 
J with (minus) the anomalous dimen-
sion of the field h. However, we must stress that the
formulas (20) or (23) for 
J are quite different from the
formula for the anomalous dimension for linear scalar field
theories in the LPA’:

� ¼ cd
ð ~V 000Þ2

ð1þ ~V00Þ4 for N ¼ 1;

� ¼ cd
2ð~h ~V 00 � ~V 0Þ2

~h2ð~hþ ~h ~V 00 � ~V 0Þ2 for N > 1:

(30)

This is actually to be expected because they are different
quantities. In order to compute the anomalous dimension
�, to be compared with the preceding formula, one should
compute the two-point function of �0. We will not discuss
this in the present paper. We note however that for the
Gaussian fixed point � is expected to be zero, and so is 
J.
For the fixed points that we shall discuss in this paper we
expect our approximations to be acceptable, but for a
quantitatively accurate discussion of the Wilson-Fisher
fixed point one should calculate the anomalous dimension
separately.
In the rest of the paper we discuss some scaling solutions

and their infinitesimal deformations.

III. THE FLAT (GAUSSIAN) FIXED POINT

The choice K ¼ h2 corresponds to the flat metric. This
gives 
3 ¼ 
4 ¼ 
5 ¼ 0. Plugging this into Eqs. (20)–(22)
or into Eqs. (23)–(25) gives, both in one-loop approxima-
tion and in the single-field approximation,


J ¼ 0; 
K ¼ 0;


V ¼ cd
~V

�
N � 1

1þ ~V 0ð~hÞ=~hþ 1

1þ ~V 00ð~hÞ
�
:

(31)

Then Eqs. (27) and (28) become

d ~K

dt
¼ 0;

d ~V

dt
¼ cd

�
N � 1

1þ ~V 0ð~hÞ=~hþ 1

1þ ~V 00ð~hÞ
�

� d ~Vð~hÞ þ
�
d

2
� 1

�
~h ~V 0ð~hÞ:

(32)

This flow equation for the potential agrees with that of the
standard linear theory in the LPA. From (32) we see that

the fixed point condition for ~Kð~hÞ is already satisfied and the
fixed point condition for ~Vð~hÞ is satisfied by a constant

potential ~Vð~hÞ ¼ cdN=d. We thus have a fixed point solution

~K� ¼ ~h2; ~V� ¼ cdN=d: (33)

This is a Gaussian fixed point, corresponding to a free theory
at which, in addition to OðNÞ, the theory is also translation
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invariant. It exists in any dimension. In d ¼ 3 there is also a
solution with nontrivial ~V�, corresponding theWilson-Fisher
fixed point, but we shall not discuss it in this paper.
One expects that the infinitesimal deformations around
the Gaussian fixed point are characterized by canonical
critical exponents. Let us check this explicitly and obtain
the corresponding eigenvectors.

A. Linearized equations at one loop

Linearizing the flow equations (27) and (28), around the
fixed point (33) one finds

�� ~K ¼ ~K��
K � ðd� 2Þ� ~K þ d� 2

2
~h� ~K0

� 1

2
~K0�
Z ~h

0
dx�
JðxÞ; (34)

�� ~V ¼ ~V��
V þ d� 2

2
~h� ~V0; (35)

where � are scaling exponents to be determined and �
V ,
�
J and �
K are given by

�
J ¼ � 2ðN � 1Þcd
~h4

� ~K þ 2ðN � 1Þcd
~h3

� ~K0

� ðN � 1Þcd
~h2

� ~K00; (36)

�
K ¼ 2ðN � 3Þcd
~h4

� ~K � 2ðN � 3Þcd
~h3

� ~K0 � cd
~h2
� ~K00;

(37)

�
V ¼ � d2

Ncd
� ~V � dðN � 1Þ

N ~h
� ~V 0 � d

N
� ~V 00: (38)

Equation (34) contains the second derivative � ~K00 and an
integral. So this is in principle a third order equation. To get

rid of one derivative we divide the equation by ~K0� ¼ 2~h,

and take its derivative with respect to ~h. This gives

�

�
� ~K
~K0�

�0 ¼ �
K�
~K0�

�
K

�0 � ðd� 2Þ
�
� ~K
~K0�

�0

þ d� 2

4
� ~K00 � 1

2
�
J: (39)

If we define �K � � ~K= ~K0� we have

�
J ¼ � 2ðN � 1Þcd
~h

� ~K00; (40)

�
K ¼ � 4ðN � 2Þcd
~h2

� ~K0 � 2cd
~h

� ~K00; (41)

�
V ¼ � d2

Ncd
� ~V � dðN � 1Þ

~hN
� ~V 0 � d

N
� ~V 00: (42)

Then we observe that only derivatives of � ~K appear in
these expressions and not � ~K itself.
Therefore, defining the variable � � ð� ~KÞ0, the first

derivative of Eq. (34) becomes the following second order
equation:

0 ¼ �00 þ
�
N � 3

~h
� d� 2

2cd
~h

�
�0 �

�
2ðN � 2Þ

~h2
� �

cd

�
�;

(43)

whereas Eq. (35) becomes

0 ¼ � ~V 00 þ 2cdðN � 1Þ � ðd� 2Þ~h2
2cd ~h

� ~V 0 þ dþ �

cd
� ~V:

(44)

Equation (44) is well known in the literature [see e.g.
Eq. (A.3) of [16]]. Imposing regularity in the origin and
boundedness by polynomials for large fields leads to

� ~V ¼ 1F1ð�i; N=2; �h2Þ; � ¼ ðd� 2Þi� d;

i ¼ 0; 1; 2; . . . (45)

where

�h ¼
�
d� 2

4cd

�
1=2

~h: (46)

In [16], the eigenfunctions were represented in terms of
Laguerre polynomials. In fact our result (45) agrees with
[16], noticing that

LN=2�1
n ðzÞ ¼ ðN=2Þn

n! 1F1ð�n; N=2; zÞ;
ð�Þn � �ð�þ 1Þ . . . ð�þ n� 1Þ; ð�Þ0 � 1:

(47)

Similarly, the regular and polynomial-bounded solutions
to Eq. (43) are

� ¼ �h21F1ð�iþ 1; 1þ N=2; �h2Þ;
� ¼ ðd� 2Þi; i ¼ 1; 2; 3; . . .

(48)

Again, these hypergeometric functions are polynomials.
Note that there is degeneracy with the solutions (45)
when d=ðd� 2Þ is an integer. The only dimensions where
this happens are d ¼ 0, 1, 3, 4. We can convert this to
solutions for � ~K by using the definition � ¼ ð� ~K= ~K0�Þ0,

� ~K ¼ 2~h
Z ~h

0
dxx21F1ð�iþ 1; 1þ N=2; �x2Þ

�x ¼
�
d� 2

4cd

�
1=2

x:

(49)

The integration constant has been put to zero using
Eq. (34). These solutions have � � 0. There is also a

solution � ~K / ~h (and hence � ¼ 0) with eigenvalue � ¼
1� d=2. The only dimension for which the equation for
�V also has a solution with � ¼ 1� d=2 is d ¼ 6.
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B. Linearized equations in the single-field
approximation

In the single-field approximation the linearized
equations have the same form except for the replacement
of (42) by

�
V ¼ � d2

Ncd
� ~V � dðN � 1Þ

N ~h
� ~V0 � d

N
� ~V 00

þ 2dðN � 1ÞðN � 4Þcd
Nðdþ 2Þ~h4 � ~K

� 2dðN � 1ÞðN � 4Þcd
Nðdþ 2Þ~h3 � ~K0

� 2dðN � 1Þcd
Nðdþ 2Þ~h2 � ~K00: (50)

The last three terms introduce a coupling between the
equations for �K and �V. Proceeding as in the previous
section, one arrives at a system of equations for � and � ~V,
where (43) is unchanged and (44) is replaced by

0 ¼ � ~V00 þ 2cdðN � 1Þ � ðd� 2Þ~h2
2cd ~h

� ~V 0

þ dþ �

cd
� ~V þ 4ðN � 1Þcd

ðdþ 2Þ~h
�
�0 þ N � 2

~h
�

�
: (51)

We note that (43) is automatically satisfied when � ~K ¼ 0.
Therefore, the system of equations has an infinite set of
solutions where �K ¼ 0 and �V is as in the preceding
section. Next we look for solutions to Eqs. (51) and (43)
with � � 0. To this end we plug the eigenfunction (48)
into Eq. (51) and solve for � ~V. The most general solution
to this equation consists of any of its solutions plus the
solution to the homogeneous equation (44). Since (48) is a
polynomial of order 2i, the two terms in Eq. (51) involv-
ing � are of order 2ði� 1Þ. Therefore a solution of the
inhomogeneous equations (51) with � given by (48) can
be found by making a general order 2ði� 1Þ polynomial
ansatz for � ~V and solving for the unknown coefficients.
The solution to the homogeneous equation which is well

behaved at ~h ¼ 0 is given by (45), but now the eigenval-
ues are found from Eq. (48). Thus, these solutions can be
written as

� ~V ¼ 1F1ð�i� d=ðd� 2Þ; N=2; �h2Þ; � ¼ ðd� 2Þi;
i ¼ 1; 2; . . . ; �h ¼

�
d� 2

4cd

�
1=2

h: (52)

IV. THE CYLINDRICAL FIXED POINT

A. The cylindrical fixed point in the one-loop
approximation

Let us now see if there is a fixed point with ~K ¼ const
From Eqs. (20)–(22) one has


J ¼ 0; (53)


K ¼ 2cd
N � 2

~K
; (54)


V ¼ cd

�
N � 1

~V
þ 1

~Vð1þ ~V00Þ
�
: (55)

Using 
J ¼ 0 and Eq. (27) the fixed point condition implies

K ¼ d� 2. Plugging this back into Eq. (54) one obtains
the fixed point value of ~K ¼ cd

N�2
d�2 . Also combining

Eq. (55) with Eq. (28) gives the fixed point condition

0 ¼ cd

�
N � 1þ 1

1þ ~V 00

�
� d ~V þ

�
d

2
� 1

�
h ~V0 (56)

which is a nonlinear second order differential equation.
This equation has a solution for a constant ~V. Then the
fixed point is

~K� ¼ cd
N � 2

d� 2
; ~V� ¼ cdN

d
: (57)

We will not consider more general solutions in this work.
However it is worth mentioning that we have verified
numerically, following the same method used, for example,
in [17], that in d ¼ 4 this is the only scaling solution, while
in d ¼ 3 there also exists a fixed point with nontrivial
potential. The fixed point (57) has the geometry of a
cylinder R� SN�1. So at the fixed point the symmetry is
enhanced: In addition to OðNÞ it is also invariant under

translations in the ~h direction.
From the flow equations (27) and (28), the linearized

equations around the fixed point with constant potential
described above have the same form as (34) and (35),
except that now ~K0� ¼ 0, so

�� ~K ¼ ~K��
K � ðd� 2Þ� ~K þ d� 2

2
~h� ~K0; (58)

�� ~V ¼ ~V��
V þ d� 2

2
~h� ~V 0: (59)

In the above equations, �
J, �
K and �
V are given by

�
J ¼ �ðd� 2ÞðN � 1Þ
2ðN � 2Þ � ~K00; (60)

�
K ¼ � ðd� 2Þ2
2ðN � 2Þcd �

~K � d� 2

2ðN � 2Þ�
~K00; (61)

�
V ¼ � d2

Ncd
� ~V � d

N
� ~V00: (62)

The second order equations (58) and (59) can now be
written as the following decoupled system:
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0 ¼ cd� ~K00 � d� 2

2
~h� ~K0 þ ðd� 2þ �Þ� ~K; (63)

0 ¼ cd� ~V00 � d� 2

2
~h� ~V 0 þ ðdþ �Þ� ~V: (64)

Except for the coefficients of � ~K and � ~V, these are
essentially the same equation. As in the flat case, regularity
constrains the eigenvalue � to discrete values. The
solutions are

� ~V ¼ 1F1ð�i; 1=2; �h2Þ; � ¼ �dþ ðd� 2Þi;
i ¼ 0; 1; 2; . . . ;

(65)

� ~K ¼ 1F1ð�i; 1=2; �h2Þ; � ¼ �dþ 2þ ðd� 2Þi;
i ¼ 0; 1; 2; . . . (66)

Common eigenvalues exist only when ðd� 2Þi ¼ 2 for
integer values of i, which means when 2=ðd� 2Þ is an
integer, or d ¼ 0, 1, 3, 4.

B. The cylindrical fixed point in the
single-field approximation

Now we look for a fixed point with ~K ¼ const in the
single-field approximation. From Eqs. (23)–(25) one has


J ¼ 0; (67)


K ¼ cd

�
1þ 
K

dþ 2

�
2
N � 2

~K
; (68)


V ¼ cd

��
1þ 
K

dþ 2

�
N � 1

~V
þ 1

~Vð1þ ~V00Þ
�
: (69)

Using 
J ¼ 0, Eq. (27) also gives 
K ¼ d� 2. Plugging
this back into Eqs. (69) and (68), gives

~K ¼ cd
4dðN � 2Þ
d2 � 4

;


V ~V ¼ cd

�
2dðN � 1Þ
dþ 2

þ 1

1þ ~V00

�
:

(70)

The first equation gives the fixed point value of the
constant function ~K. Combining the second equation
with Eq. (28) gives the fixed point condition

0 ¼ cd

�
2dðN � 1Þ
dþ 2

þ 1

1þ ~V 00

�
� d ~V þ

�
d

2
� 1

�
h ~V0:

(71)

This equation has a solution for ~V constant. The fixed
point is

~K� ¼ cd
4dðN � 2Þ
d2 � 4

; ~V� ¼ cd
2dðN � 1Þ þ dþ 2

dðdþ 2Þ :

(72)

It is shifted relative to the one-loop solution (57), but has
the same general properties.
The linearized equations around the fixed point have the

same form as in (58) and (59), but now

�
J ¼ �ðd� 2ÞðN � 1Þ
2ðN � 2Þ � ~K00; (73)

�
K ¼ � ðd� 2Þ2
2ðN � 2Þcd �

~K � d� 2

2ðN � 2Þ�
~K00; (74)

�
V ¼ � d2ðdþ 2Þ
ðdð2N � 1Þ þ 2Þcd �

~V � dðdþ 2Þ
dð2N � 1Þ þ 2

� ~V 00

� ðd� 2Þ2dðN � 1Þ
2ðN � 2Þðdð2N � 1Þ þ 2Þcd �

~K

� ðd� 2ÞdðN � 1Þ
ðN � 2Þðdð2N � 1Þ þ 2Þ�

~K00: (75)

The two second order equations (58) and (59) can now be
written as

0 ¼ 4dcd� ~K00 � ðd2 � 4Þ~h� ~K0 þ 2ð2d2 þ dð�� 4Þ
þ 2�Þ� ~K; (76)

0 ¼ cd� ~V00 � d� 2

2
~h� ~V 0 þ ðdþ �Þ� ~V

þ ðd� 2ÞðN � 1Þcd
ðdþ 2ÞðN � 2Þ � ~K00 þ ðd� 2Þ2ðN � 1Þ

2ðdþ 2ÞðN � 2Þ�
~K:

(77)

To solve this eigenvalue problem, we start again by
restricting ourselves to the case � ~K ¼ 0. In this case the
first equation above is automatically satisfied and the
second becomes

cd� ~V00 � ðd=2� 1Þh� ~V 0 þ ðdþ �Þ� ~V ¼ 0: (78)

This was solved in the preceding section where we found
the solution (65).
Now we look for solutions to Eqs. (76) and (77) with

� ~K � 0. The general regular solution to (76) is

� ~K ¼ 1F1ð�i; 1=2; �h2Þ; � ¼ ðd� 2Þi� 2dðd� 2Þ
dþ 2

;

i ¼ 0; 1; 2; 3; . . . (79)

We can now plug this solution into Eq. (77) and solve for
� ~V. The most general solution to this equation consists of
any of its solutions plus a solution to the homogeneous
equation (78). A solution of (77) can be found by making a
polynomial ansatz of order 2i and solving for its coeffi-
cients. The solutions to the homogeneous equation which

are well behaved at ~h ¼ 0 are
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� ~V ¼ 1F1

�
�iþ dð3d� 2Þ

d2 � 4
; 1=2; �h2

�
;

� ¼ ðd� 2Þi� 2dðd� 2Þ
dþ 2

; i ¼ 0; 1; 2; . . .

(80)

This is a polynomial with a finite number of terms only

when i� dð3d�2Þ
d2�4

is a non-negative integer. This happens

only for d ¼ 6.

V. THE SPHERICAL FIXED POINT

For J ¼ 1, K ¼ f2sin 2ðh=fÞ and V ¼ const, the
symmetry of the Lagrangian is enhanced to SOðN þ 1Þ.
The quantization procedure used here preserves global
symmetries [28], and since SOðN þ 1Þ symmetry fixes
completely the form of the metric, up to the overall factor
f2, and the constant value of the potential, only these two
parameters can flow. A constant potential automatically

satisfies d ~V
dt ¼ 0, and it is known from [21] that the flow

equation for ~f2 has a fixed point. Therefore it is already
clear that there is a fixed point corresponding to the
geometry of SN . We will nevertheless check this with our
equations. In terms of the rescaled dimensionless variables

we have ~K ¼ ~f2sin 2ð~h=~fÞ and ~V a real constant. Keeping
~h fixed, the derivative of ~K with respect to the scale will be

@tj~h ~K ¼ 2@t ~f=~f½ ~K � ð~h=2Þ ~K0�: (81)

We discuss first the one-loop approximation.

A. The spherical fixed point in the
one-loop approximation

For ~Vð~hÞ ¼ const and ~Kð~hÞ ¼ ~f2sin 2 ~h=~f, Eqs. (A11)–
(A13) are


J ¼ 
K ¼ 2cd
N � 1
~f2

� �; 
V ¼ cd
N
~V
: (82)

Equations (27) and (28) then give

d ~K

dt
¼ ð ~K � ð~h=2Þ ~K0Þð�� dþ 2Þ; (83)

d ~V

dt
¼ ~Vð
V � dÞ ¼ cdN � d ~V: (84)

The first equation leads to

2
d~f

dt
¼ ð�� dþ 2Þ~f; (85)

and using (82) this reproduces the one-loop result of

[21]. The fixed point values are found to be ~f2� ¼
2cdðN�1Þ

d�2 , ~V� ¼ cdN
d . Summarizing, the spherical fixed point

is given by

~V� ¼ cdN

d
; ~K� ¼ 2cdðN � 1Þ

d� 2
sin 2 �h;

�h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d� 2

2cdðN � 1Þ

s
~h:

(86)

In the argument of sin an arbitrary additive constant has
been set to zero. We have 0 � �h � , which ensures
regularity of the metric at �h ¼ 0, �h ¼ .
The linearized flow equations are

�� ~K ¼ ~K��
K � 1

2
~K0�
Z ~h

0
dx�
JðxÞ; (87)

�� ~V ¼ ~V��
V: (88)

It is convenient at this point to use �h instead of ~h as the

argument of all functions and define ~f2� �Kð �hÞ ¼ ~Kð~hÞ,
� �Kð �hÞ ¼ � ~Kð~hÞ and � �Vð �hÞ ¼ � ~Vð~hÞ. Note that a prime

on a bar function differs by a factor ~f� from a prime on a
tilde function. In terms of these bar functions, �
J, �
K and
�
V are given by

~f2��
J ¼ �ðd� 2Þ
�
2 cot ð �hÞ� �V0 þ csc 4ð �hÞ� �K

� cot ð �hÞcsc 2ð �hÞ� �K0 þ 1

2
csc 2ð �hÞ� �K00

�
; (89)

~f2��
K ¼ � d� 2

N � 1

�
2ðN � 2Þ cot ð �hÞ� �V 0 þ 2� �V 00

� csc 4ð �hÞððN � 2Þ cos ð2 �hÞ � 1Þ� �K

þ ðN � 3Þ cot ð �hÞcsc 2ð �hÞ� �K0 þ csc 2ðhÞ
2

� �K00
�
;

(90)

~V��
V ¼ �d� �V � d� 2

2
cot ð �hÞ� �V0 � d� 2

2ðN � 1Þ�
�V 00:

(91)

Furthermore, in order to reduce the linearized equations to
second order, we proceed as in the flat case. Reexpressing
� �K in terms of � �K ¼ � �K= �K0�, we have

~f2��
J ¼ �ðd� 2Þ½2 cot ð �hÞ� �V 0 � 2� �K0 þ cot ð �hÞ� �K00�;
(92)

~f2��
K ¼ � d� 2

N � 1
½2ðN � 2Þ cot ð �hÞ� �V0 þ 2� �V 00

þ 2ððN � 2Þcot 2ð �hÞ � 1Þ� �K0 þ cot ð �hÞ� �K00�;
(93)

FUNCTIONAL RENORMALIZATION OF N SCALARS . . . PHYSICAL REVIEW D 88, 085007 (2013)

085007-9



~V��
V ¼ �d� �V � d� 2

2
cot ð �hÞ� �V 0 � d� 2

2ðN � 1Þ�
�V 00:

(94)

Note that there are no undifferentiated � �K in these ex-
pressions, and the coefficient of the undifferentiated � �V is
constant. Therefore, choosing to work with the variables
v � � �V 0, � � ð� �KÞ0, the first derivatives of Eqs. (87) and
(88) become the following second order equations:

0 ¼ v00 þ ðN � 1Þ cot ð �hÞv0

þ ðN � 1Þ
�
2ðdþ �Þ
d� 2

� csc 2ð �hÞ
�
v; (95)

0¼2tanð �hÞv00 þ2ðsec2ð �hÞ
þN�2Þv0 �2ðN�1Þcotð �hÞvþ�00

þððN�3Þcotð �hÞ�2tanð �hÞÞ�0

þ2

�ðN�1Þðdþ��2Þ
d�2

�ðN�2Þcsc2ð �hÞ�sec2ð �hÞ
�
�:

(96)

As in the preceding two cases, the one-loop linearized
equation for v contains only v, but the equation for �
involves also v. Notice that we need not have differentiated
Eq. (88), in which case the equation would have been

0 ¼ � �V 00 þ ðN � 1Þ cot ð �hÞ� �V 0 þ 2ðN � 1Þðdþ �Þ
d� 2

� �V:

(97)

To define an eigenvalue problem one has to impose some
homogeneous boundary conditions. Assuming regularity
of the solutions on the boundaries, Eqs. (95) and (96), force
the conditions �ð0Þ ¼ �ðÞ ¼ 0 and vð0Þ ¼ vðÞ ¼ 0.
This can be seen by Taylor expanding the equations around
these points.

Consider the ‘‘equatorial reflection’’ �h � � �h. Every
solution of Eqs. (95) and (96) has the property that out of
the two functions v, �, always one is even and the other is
odd. To see this note that the coefficients of the equations
are either even or odd. Then, defining �vðhÞ ¼ vð� hÞ
and ��ðhÞ ¼ ��ð� hÞ the functions �v and �� satisfy the
same equations as v and �. Since the solutions are unique
up to a (common) factor, we must have that v ¼ � �v and
� ¼ � ��, or

vðhÞ ¼ �vð� hÞ; �ðhÞ ¼ 	�ð� hÞ: (98)

In other words, out of the pair of functions v, � which
satisfy Eqs. (117) and (118), one is even and one is odd. In
the case where � is even, �K0 does not vanish either at
�h ¼ 0 or at �h ¼ , which means that the metric is singular
at least at one end point. For this reason we restrict our-
selves to the case when � is odd and v is even.

Wewill now describe a method to construct the solutions
to Eqs. (95) and (96) analytically. To begin with, we rewrite
these equations in the compact form

L���þ L�vv ¼ ��; (99)

Lvvv ¼ �v; (100)

where L��, L�v, Lvv are differential operators of second
order. One can check that

L��L�v � L�vLvv ¼ 2L�v: (101)

This tells us that if v is an eigenfunction of Lvv with
eigenvalue �, then L�vv is an eigenfunction of L�� with
eigenvalue �þ 2. Using this we can easily find the solution
to Eq. (99). Take g to be a solution to Eq. (100). Since L�vg
is an eigenfunction of L��, we have L�vg ¼ �f for some
� which has to be computed, where f is an eigenfunction
of L�� with eigenvalue �þ 2. Of course � depends on the
choice of normalization for f and g. We then plug the
ansatz � ¼ Cf into Eq. (99) to get

ð�þ 2ÞCfþ�f¼ C�f) 2Cfþ�f¼ 0) C¼��=2:

(102)

Sowith g given, the function��=2f found in this way will
be a solution to Eq. (99). Thus, the general solution to
Eqs. (99) and (100) will be v ¼ g and � ¼ ��=2f. Also,
if there is a solution to L��� ¼ �� with the same eigen-
value � as that corresponding to g, this must also be added
to � ¼ ��=2f. Of course, in practice we can solve
Eq. (97) instead of Eq. (95).
For � ~V ¼ 0 our equations reduce to L��� ¼ ��.

A nonzero constant � ~V instead satisfies Eq. (97) only if
� ¼ �d.
Having found the solutions � ~V and �, the function

� ~Kð �hÞ is of the form

� �Kð �hÞ ¼ sin ð2 �hÞ
Z �h

0
dx�ðxÞ: (103)

Here an integration constant has been put to zero using
Eq. (87).

B. The spherical fixed point in the single-field
approximation

In the single-field approximation we find that for ~Vð~hÞ ¼
const and ~Kð~hÞ ¼ ~f2sin 2 ~h=~f Eqs. (A11)–(A13) are


J ¼ cd

�
1þ 
K

dþ 2

�
2
N � 1
~f2

; (104)


K ¼ cd

��
1þ 
K

dþ 2

�
ðN � 2Þ þ

�
1þ 
J

dþ 2

��
2
~f2
; (105)
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V ¼ cd

��
1þ 
K

dþ 2

�
ðN � 1Þ þ

�
1þ 
J

dþ 2

��
1
~V
; (106)

so also in this case 
J, 
K and 
V are constant, and from the
first two equations above it is clear that 
K ¼ 
J � �.
Equations (27) and (28) then give

d ~K

dt
¼ ð ~K � ð~h=2Þ ~K0Þð�� dþ 2Þ; (107)

d ~V

dt
¼ ~Vð
V � dÞ ¼ cd

�
1þ �

dþ 2

�
N � d ~V: (108)

The first equation has the same structure as Eq. (81), and
comparing them we have

2
d~f

dt
¼ ð�� dþ 2Þ~f: (109)

The value of � can be found easily from Eq. (104):

� ¼ � 2cdðdþ 2ÞðN � 1Þ
2cdðN � 1Þ � ðdþ 2Þ~f2 : (110)

This reproduces the result of [21]. Using (110), Eq. (108)
also becomes

d ~V

dt
¼ � cdðdþ 2Þ~f2N

2cdðN � 1Þ � ðdþ 2Þ~f2 � d ~V: (111)

From (109) and (111) the fixed point values of ~f2 and ~V are
found to be

~f2� ¼ 4cddðN � 1Þ
d2 � 4

; ~V� ¼ 2cdN

dþ 2
: (112)

The value of ~V� could also be found more easily from (108)
using the fact that at the fixed point � ¼ d� 2. So, the
spherical fixed point is given by

~V� ¼ 2cdN

dþ 2
; ~K� ¼ 4cddðN � 1Þ

d2 � 4
sin 2 �h;

�h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2 � 4

4cddðN � 1Þ

s
h:

(113)

In the argument of sin an arbitrary additive constant has
been set to zero. We have 0 � �h � , which ensures
regularity of the metric at h ¼ 0, h ¼ .
The linearized flow equations have the same structure as

Eqs. (87) and (88). We also apply the same definitions
explained after Eqs. (87) and (88). In this case we have

f2��
J ¼ � 8d2ðd� 2ÞðN � 1Þ cot ð �hÞ
ðdþ 2Þðdð2N � 1Þ � 2Þ � �V0 � 4dðd� 2Þ2

ðdþ 2Þðdð2N � 1Þ � 2Þ�
�V 00

� 2dðd� 2Þððdð2N � 1Þ � 2Þ cos ð2 �hÞ � 3d� 4N þ 10Þcsc 2ð �hÞ
ðdþ 2Þðdð2N � 1Þ � 2Þ � �K0

� 2dðd� 2ÞðdN þ dþ 2N � 6Þ cot ð �hÞ
ðdþ 2Þðdð2N � 1Þ � 2Þ � �K00; (114)

f2��
K¼�4dðd�2Þðdð2N�3Þ�2Þcotð �hÞ
ðdþ2Þðdð2N�1Þ�2Þ � �V 0 � 8d2ðd�2Þ

ðdþ2Þðdð2N�1Þ�2Þ�
�V 00

�2dðd�2Þððdð2N�1Þ�2Þcosð2 �hÞþdð2N�7Þþ2Þcsc2ð �hÞ
ðdþ2Þðdð2N�1Þ�2Þ � �K0 �2dð3d�2Þðd�2Þcotð �hÞ

ðdþ2Þðdð2N�1Þ�2Þ � �K00; (115)

~V��
V ¼ �d� �V � ð3d� 2Þðd� 2Þ cot ð �hÞ
2ðdþ 2Þ � �V 0 � ð3d� 2Þðd� 2Þ

2ðdþ 2ÞðN � 1Þ�
�V 00

� ðd� 2Þ2ðN cos ð2 �hÞ þ N � 4Þcsc 2ð �hÞ
2ðdþ 2ÞðN � 1Þ � �K0 � ðd� 2Þ2 cot ð �hÞ

ðdþ 2ÞðN � 1Þ�
�K00: (116)

Note that there are no undifferentiated � �K in these expressions, and the coefficient of the undifferentiated � �V is constant.
Therefore, choosing to work with the variables v � � �V 0, � � ð� �KÞ0, the first derivatives of Eqs. (87) and (88) become the
following second order equations:

0 ¼ v00 þ ðN � 1Þ cot ð �hÞv0 þ ðN � 1Þð2ðdþ 2Þðdþ �Þ � ð3d� 2Þðd� 2Þcsc 2ð �hÞÞ
ð3d� 2Þðd� 2Þ v

þ 2ðd� 2Þ cot ð �hÞ
3d� 2

½�00 þ ðN cos ð2 �hÞ þ N � 6Þ csc ð2 �hÞ�0 � 2ðN � 2Þcsc 2ð �hÞ��; (117)
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0 ¼ 4d tan ð �hÞ
3d� 2

½v00 þ ðsec 2ð �hÞ þ N � 2Þ cot ð �hÞv0 � ðN � 1Þ cot ð �hÞ2v� þ �00 þ ððN � 1Þ cos ð2 �hÞ þ N � 5Þ csc ð2 �hÞ�0

þ ðdð2N � 1Þ � 2Þððdþ 2Þ�þ 2dðd� 2ÞÞ � dðd� 2Þð3d� 2Þð2ðN � 2Þcsc 2ð �hÞ þ 2sec 2ð �hÞÞ
ðd� 2Þdð3d� 2Þ �: (118)

Again, assuming regularity of the solutions on the
boundaries, Eqs. (117) and (118) force the conditions
�ð0Þ ¼ �ðÞ ¼ 0 and vð0Þ ¼ vðÞ ¼ 0. As in the one-
loop approximation, we are interested in the solutions
where � is odd and v is even under the equatorial reflection
�h � � �h.
Having found v, �, the solutions to Eqs. (87) and (88)

are of the form

� �Vð �hÞ ¼
Z �h

0
dxvðxÞ; � �Kð �hÞ ¼ sin ð2 �hÞ

Z �h

0
dx�ðxÞ:

(119)

Here two integration constants have been put to zero, as
can be deduced from Eqs. (87) and (88) and parity consid-
erations. In addition to the above solutions with nonvanish-
ing � or v, there are two solutions, � �V ¼ C, � �K ¼ 0 with
eigenvalue � ¼ �d and � �V ¼ 0, � �K ¼ C sin ð2 �hÞ with
eigenvalue � ¼ 0.

In order to solve Eqs. (117) and (118) analytically, we
rewrite them in the compact form

L���þ L�vv ¼ ��; (120)

Lv��þ Lvvv ¼ �v; (121)

where L��, L�v, Lv�, Lvv are second order differential
operators satisfying

L��L�v � �L�vLvv ¼ 	L�v; (122)

Lv�L�� � �LvvLv� ¼ 	Lv�; (123)

where

� ¼ 2dðN � 1Þ
2dN � d� 2

; 	 ¼ � 2dðdðd� 6ÞN þ 2dþ 4Þ
ðdþ 2Þðdð2N � 1Þ � 2Þ

(124)

and also

L2
�� þ �1L�vLv� þ �2L�� þ �31 ¼ 0; (125)

L2
vv þ �1Lv�L�v þ �2Lvv þ �31 ¼ 0; (126)

where

�1 ¼ ð2� 3dÞ2ðN � 1Þ
4ðd� 2Þð�2dN þ dþ 2Þ

�2 ¼ ðd� 2Þdð5dN � 4dþ 2N � 8Þ
ðdþ 2Þðdð2N � 1Þ � 2Þ

�3 ¼ 2ðd� 2Þ2d2ðN � 2Þ
ðdþ 2Þðdð2N � 1Þ � 2Þ ;

�1 ¼ �ð2� 3dÞ2ðdð2N � 1Þ � 2Þ
16ðd� 2Þd2ðN � 1Þ

�2 ¼ �dð8� 16NÞ � d2ðN � 4Þ þ 4N

2ðdþ 2ÞðN � 1Þ
�3 ¼ �dðNðdðd� 12Þ þ 4Þ þ 2dðdþ 2ÞÞ

2ðdþ 2ÞðN � 1Þ :

(127)

Now suppose that f, g are eigenfunctions of L��, Lvv with
eigenvalues �, �0:

L��f ¼ �f; Lvvg ¼ �0g: (128)

Then, using the identities (122) we find that Lv�f is an
eigenvector ofLvv with eigenvalue ð�� 	Þ=� andL�vg is
an eigenvector of L�� with eigenvalue ��0 þ 	,

LvvðLv�fÞ ¼ �� 	

�
Lv�f; (129)

L��ðL�vgÞ ¼ ð��0 þ 	ÞL�vg: (130)

Assuming nondegeneracy of the eigenvalues of L��, Lvv,
this means that given f, there is a g such that

Lv�f ¼ �g; L�vg ¼ �0f (131)

for some �, �0. Notice that the transformations

� ! �� 	

�
; �0 ! ��0 þ 	 (132)

are the inverse of each other; this means that there is a
one-to-one correspondence between the eigenvalues of

L�� and Lvv given by � $ ��	
� . From now on we take

f, g to be the eigenvectors which correspond to each other,
i.e. the eigenvectors corresponding to the eigenvalues �

and ��	
� , respectively.

Since we have not fixed the normalization of f, g we
should not expect to be able to find the values of both � and
�0 because, for example, making the redefinition f ! �f
leads to � ! ��1� and �0 ! ��0. The product ��0, how-
ever, is fixed, and in fact it is an eigenvalue of Lv�L�v and
L�vLv�. To find it we exploit one of the identities (125) and
(126). For example, acting on f by the first equation leads to

�2 þ �1��
0 þ �2�þ �3 ¼ 0: (133)
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As anticipated, � and �0 appear only as ��0. Solving this equation we find

��0 ¼ 4ðd� 2Þððdþ 2Þ�þ 2ðd� 2ÞdÞð�ðdð2N � 1Þ � 2Þ þ ðd� 2ÞdðN � 2ÞÞ
ð2� 3dÞ2ðdþ 2ÞðN � 1Þ : (134)

Acting on g by Eq. (126) will lead to the same result. Let us
now plug our two eigenfunctions accompanied by un-
known factors c1f and c2g into Eqs. (120) and (121).
Doing this we get the linear equation

� �0

� ��	
�

 !
c1

c2

 !
¼ �

c1

c2

 !
(135)

whose solution gives us two eigenvalues �� and the
corresponding eigenvectors c� ¼ ðc�1 ; c�2 ÞT . In this way
we find two solutions to Eqs. (120) and (121): � ¼ c�1 f,
v ¼ c�2 g, corresponding to � ¼ ��.

It is possible to find explicit expressions in terms of d, N
and � for the eigenvalues �� by solving the characteristic
equation of the matrix in Eq. (135). This is because it is
only the product ��0 which appears in the characteristic
equation. The result in terms of �, 	 and ��0 (which all
depend on d, N) and � is

�� ¼ �ð�þ 1Þ � 	� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4�2��0 þ ðð�� 1Þ�þ 	Þ2p

2�
:

(136)

The eigenvectors are

c�1 ¼ �ð�� 1Þ þ 	� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4�2��0 þ ðð�� 1Þ�þ 	Þ2p

2�

c�2 ¼ �: (137)

We see in this case that there is a dependence on �. After
specifying d, N, one can compute � from the formula
L�vg ¼ �f. Having found � one can follow the method

described above to find analytic solutions for the eigen-
functions. Analytic formulas for the eigenperturbations in
d ¼ 4 and N ¼ 4 are reported in Sec. VI.

VI. THE CASE d¼ 4, N¼ 4

Up to this point all formulas hold in arbitrary dimension
d and for arbitrary N. As an example we now give the
scaling dimensions (eigenvalues of the stability matrix)
and operators (eigenvectors of the stability matrix) in the
special case d ¼ 4 and N ¼ 4, which is directly relevant
for standard model physics. With all three topologies there
is a relevant perturbation with eigenvalue � ¼ �4 and
eigenfunctions � ~K ¼ 0, � ~V ¼ 1. This is just a change of
the vacuum energy and is only important in a gravitational
context. In fact, we have seen that it is convenient and
customary to study the derivative of the potential, and
constants can be neglected. We will not discuss this
mode further in the following.
We begin by considering the Gaussian fixed point. There

is a sequence of perturbations with � ~K ¼ 0 with eigenval-
ues �2; 0; 2; 4 . . . ; these are just the canonical dimensions
of the couplings that multiply the operators �2n, n ¼
1; 2; 3; 4 . . . . Another series of perturbations with nonzero
� ~K have eigenvalues 0; 2; 4; . . . , corresponding to the ca-
nonical dimensions of the couplings that multiply the
operators ð@�Þ2�2n, n ¼ 0; 1; 2 . . . . For positive eigenval-
ues there is therefore a double degeneracy. The eigenfunc-
tions are not simply given by these field monomials:
They correspond to certain linear combinations. In the
single-field approximation the first few eigenfunctions are

� ¼ �2 � ~K ¼ 0 � ~V ¼ 1� 82 ~h2

� ¼ 0 � ~K ¼ 0 � ~V ¼ 1� 162 ~h2 þ 1284

3
~h4

� ¼ 2 � ~K ¼ 2

3
~h4C2 � ~V ¼ � 1

7684
C2 þ C1

�
1� 242 ~h2 þ 1284 ~h4 � 5126

3
~h6
�

� ¼ 4 � ~K ¼ C2

�
2

3
~h4 � 322

15
~h6
�

� ~V ¼ C2

�
� 1

7684
þ 1

962
~h2
�
þ C1

�
1� 322 ~h2 þ 2564 ~h4 � 20486

3
~h6 þ 81928

15
~h8
�

� ¼ 6 � ~K ¼ C2

�
2

3
~h4 � 642

15
~h6 þ 1284

21
~h8
�

� ~V ¼ C2

�
� 1

7684
þ 1

482
~h2 � 1

18
~h4
�

þ C1

�
1� 402 ~h2 þ 12804

3
~h4 � 51206

3
~h6 þ 81928

3
~h8 � 6553610

45
~h10
�
:
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Here C1 and C2 are arbitrary coefficients; there are degenerate eigenfunctions corresponding to taking C1 ¼ 0, C2 � 0 or
C1 � 0, C2 ¼ 0. In the one-loop approximation the equations for � ~K and � ~V are independent and the eigenfunctions of
type � ~V can be obtained from the preceding formulas by setting ~C2 ¼ 0 (in other words, they are the coefficients of C1).

In the case of the cylindrical fixed point in the one-loop approximation, the equations for � ~K and � ~V are decoupled, so
we have independent eigenfunctions for � ~K and � ~V. The first few eigenvalues and eigenfunctions are

� ¼ �2 � ~K ¼ 1 � ~V ¼ 1� 322 ~h2

� ¼ 0 � ~K ¼ 1� 322 ~h2 � ~V ¼ 1� 642 ~h2 þ 10244

3
~h4

� ¼ 2 � ~K ¼ 1� 642 ~h2 þ 10244

3
~h4 � ~V ¼ 1� 962 ~h2 þ 10244 ~h4 � 327686

15
~h6

� ¼ 4 � ~K ¼ 1� 962 ~h2 þ 10244 ~h4 � 327686

15
~h6

� ~V ¼ 1� 1282 ~h2 þ 20484 ~h4 � 1310726

15
~h6 þ 10485766

105
~h8:

In this case we have not written the arbitrary coefficients C1 and C2: One can take arbitrary linear combinations of the
degenerate � ~K and � ~V. Note that also in this case the eigenvalues for the potential are just the canonical dimensions of the
operators with the highest power of hminus four, while those for K are the dimension of the highest power of hminus two
(accounting for the extra two derivatives of the Goldstone bosons).

In the case of the cylindrical fixed point in the single-field approximation there are again two sequences of eigenper-
turbations, but they are no longer degenerate. Those with � ~K ¼ 0 and � ~V � 0 are the same as in the one-loop
approximation, and also have the same eigenvalues. This is because the field h is just a free field decoupled from the
Goldstone bosons. The eigenfunctions with � ~K � 0 nowmust also have � ~V � 0 and non-integer eigenvalues that differ by
multiples of two. The eigenfunctions listed below have been obtained by solving the inhomogeneous equation with the
method described in Sec. IVB:

� ¼ � 8

3
� ~K ¼ 1 � ~V ¼ � 3

8

� ¼ � 2

3
� ~K ¼ 1� 242 ~h2 � ~V ¼ � 3

32
þ 92 ~h2

� ¼ 4

3
� ~K ¼ 1� 482 ~h2 þ 1924 ~h4 � ~V ¼ 69

512
þ 92

2
~h2 � 724 ~h4

� ¼ 10

3
� ~K ¼ 1� 722 ~h2 þ 5764 ~h4 � 46086

5
~h6 � ~V ¼ 7239

22528
� 6212

64
~h2 � 544 ~h4 þ 17286

5
~h6:

The eigenfunction with the most negative eigenvalue (� 2 at one loop and �8=3 in the single-field approximation) have
already been mentioned in [21], as the slope of the beta function of the sigma model coupling.

Finally, let us come to the spherical fixed point. In the one-loop approximation we proceed as explained in Sec. VA.
There will be a series of solutions with � �V ¼ 0 and � satisfying L��� ¼ ��. The (odd) eigenfunctions fi and
corresponding eigenvalues �i which satisfy this equation are

fi ¼ cot ð �hÞ csc ð �hÞ2F1ðiþ 1=2;�i; 5=2; cos 2ð �hÞÞ �i ¼ 2

3
ð2i2 þ i� 4Þ; i ¼ 2; 3; . . . (138)

where 2F1ða; b; c; zÞ is the hypergeometric function. For � �V � 0 the solution of (97) is

gi ¼ csc ðhÞP1
2iðcos ðhÞÞ �0

i ¼
2

3
ð2i2 þ i� 7Þ; i ¼ 1; 2; . . . (139)

where Pm
n ðxÞ is the associated Legendre polynomial. Now, given gi, the function� 1

2L�vg
0
i ¼ � �

2 fi will satisfy Eq. (96).
Furthermore, there is no solution to Eq. (96) with v ¼ 0 which has the same eigenvalue as that of gi. So � 1

2L�vg
0
i ¼� �

2 fi will be the unique solution to Eq. (96). The first few eigenvectors and their corresponding eigenvalues are
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�1 ¼�8

3

�2:667; � �K¼ 0; � �V ¼�3cos ð �hÞ

�2 ¼ 2; � �K¼�140sin 4ð �hÞcos ð �hÞ; � �V ¼�5

4
cos ð �hÞð1þ 7cos ð2 �hÞÞ

�3 ¼ 4; � �K¼ 2

3
sin 4ð �hÞcos ð �hÞ; � �V ¼ 0

�4 ¼ 28

3

 9:33; � �K¼�84sin 4ð �hÞcos ð �hÞð9þ 11cos ð2 �hÞÞ � �V ¼� 21

128
ð50cos ð �hÞþ 45cos ð3 �hÞþ 33cos ð5 �hÞÞ

�5 ¼ 34

3

 11:33; � �K¼� 1

25
sin 4ð �hÞcos ð �hÞð9þ 11cos ð2 �hÞÞ; � �V ¼ 0

�6 ¼ 58

3

 19:33; � �K¼�33

16
sin 4ð �hÞcos ð �hÞð1581þ 1924cos ð2 �hÞþ 975cos ð4 �hÞÞ

� �V ¼� 9

512
cos ð �hÞð178þ 869cos ð2 �hÞþ 286cos ð4 �hÞþ 715cos ð6 �hÞÞ:

In the single-field approximation, the solutions of Eqs. (128) are

fi ¼ cot ð �hÞ csc ð �hÞ2F1ðiþ 1=2;�i; 5=2; cos 2ð �hÞÞ �i ¼ 8

39
ð10i2 þ 5i� 18Þ; (140)

gi ¼ csc ðhÞP2
2iðcos ð �hÞÞ �0

i ¼
2

9
ð10i2 þ 5i� 23Þ; (141)

With these solutions one constructs two series of eigenvectors ð� ~V�
i ; � ~K�

i Þ and eigenvalues ��
i , whose first few members

are listed below:

��
1 ¼�16

9

�1:778; � �K�

1 ¼0; � �V�
1 ¼2

3
cos �h

��
2 ¼ 1

39
ð245� ffiffiffiffiffiffiffiffiffiffiffiffiffi

70009
p Þ
ð�0:502;13:07Þ � �K�

2 ¼2ð11� ffiffiffiffiffiffiffiffiffiffiffiffiffi
70009

p Þ
117

sin4ð �hÞcosð �hÞ

� �V�
2 ¼� 1

18
ð9cosð �hÞþ7cosð3 �hÞÞ

��
3 ¼ 2

117
ð1055� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

898681
p Þ
ð1:829;34:24Þ � �K�

3 ¼2ð11	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
898681

p Þ
2925

sin4ð �hÞcosð �hÞð9þ11cosð2 �hÞÞ

� �V�
3 ¼ 1

120
ð50cosð �hÞþ45cosð3 �hÞþ33cosð5 �hÞÞ

��
4 ¼ 1

117
ð3985� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

11540929
p Þ
ð5:024;69:10Þ � �K�

4 ¼�ð97	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11540929

p Þ
573300

sin4ð �hÞcosð �hÞð1581þ1924cosð2 �hÞ
þ975cosð4 �hÞÞ

� �V�
4 ¼� 1

3360
ð1225cosð �hÞþ11ð105cosð3 �hÞþ91cosð5 �hÞ

þ65cosð7 �hÞÞÞ

��
5 ¼ 8

39
ð265�4

ffiffiffiffiffiffiffiffiffiffiffi
3046

p Þ
ð9:074;99:64Þ � �K�
5 ¼2ð2	 ffiffiffiffiffiffiffiffiffiffiffi

3046
p Þ

51597
sin4ð �hÞcosð �hÞð8859cosð2 �hÞþ4794cosð4 �hÞ

þ2261cosð6 �hÞþ5590Þ
� �V�

5 ¼ 1

24192
ð7938cosð �hÞþ13ð588cosð3 �hÞþ540cosð5 �hÞ

þ459cosð7 �hÞþ323cosð9 �hÞÞÞ

��
6 ¼ 1

117
ð9235� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

57751849
p Þ
ð13:98;143:88Þ � �K�

6 ¼�307	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
57751849

p
1997835840

sin4 �hcos �hð4175357þ6595320cosð2 �hÞ
þ4655076cosð4 �hÞÞþ2405704cosð6 �hÞþ1092063cosð8 �hÞÞ

� �V�
6 ¼� 1

354816
ð106772cos �hþ103950cosð3 �hÞþ17ð5775cosð5 �hÞ

þ5225cosð7 �hÞþ4389cosð9 �hÞþ3059cosð11 �hÞÞÞ:

FUNCTIONAL RENORMALIZATION OF N SCALARS . . . PHYSICAL REVIEW D 88, 085007 (2013)

085007-15



The eigenvalues of the (�) series are systematically smaller
than those of the (þ) series. Thus, the lowest eigenvalues are
as follows:2 ��

1 ¼ �1:78, ��
2 ¼ �0:50, ��

3 ¼ 1:83, ��
4 ¼

5:03, ��
5 ¼ 9:07, �þ

2 ¼ 13:07, ��
6 ¼ 13:98 . . . .

Finally, let us ask what these results imply for the
coupling of the Higgs field h to the Goldstone bosons
��. Following the notation of [29] for the general parame-
trization of Higgs couplings at low energies, we Taylor
expand the function K which appears in (3) in powers of
the shifted field H ¼ h� hhi, and the Goldstone boson
Lagrangian reads

�2

2

�
1þ 2a

H

�
þ b

H2

�2
þ � � �

�
g�	@��

�@��	: (142)

Here � ¼ 246 GeV is the weak scale and hhi is defined as
the position of the minimum of V.

The Gaussian fixed point is the basis of the perturbative
treatment of linear scalar theory. It describesN free massless
scalar fields. In particular, there is no Higgs VEVat the fixed
point. The eigenvalues of the linearized flow are just the
canonical dimensions of the operators appearing in the eigen-
perturbation. There are only two nonirrelevant perturbations:
the mass and the quartic self-interaction. A combination of
these perturbations with suitable coefficients generates a
Higgs VEV, and the coefficients a and b in (142) are both
equal to 1, while all higher order couplings vanish.

At the cylindrical fixed point the Higgs and the
Goldstone bosons are decoupled. At one loop there are
then nonirrelevant perturbations, with � ~K a polynomial
up to second order in h and � ~V a polynomial up to
fourth order. By a suitable choice of coefficients one can
generate a VEV for h. At the same time, there are also
perturbations describing quartic Higgs-Goldstone interac-
tions which have a similar form as in the standard model,
but their strength is unrelated to the VEV. Specifically, we
parametrize the perturbations as

Kð�Þ ¼ k2ð ~K� þ �i� ~Kið~hÞÞ; (143)

Vð�Þ ¼ k4ð ~V� þ �0i� ~Við~hÞÞ; (144)

where �i ¼ cie
t�i and �0i ¼ c0iet�i , with ci, c

0
i being scale-

independent quantities and i ¼ 1, 2. Here � ~K1ð~hÞ, � ~V1ð~hÞ
are the two relevant and � ~K2ð~hÞ, � ~V2ð~hÞ the two marginal
eigenperturbations. Doing this the Higgs VEV will be
given by

h~hi2 ¼ 3ð�01 þ 2�02Þ
642�02

(145)

and the couplings by

a ¼ � 4
ffiffiffi
6

p


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�01 þ 2�02

p
�2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�02ð�1 � 2�2 þ ~K�Þ � 3�2�
0
1

q ;

b ¼ �322�2:

(146)

One can also compute the mass and the weak scale to get

m2

k2
¼ 1282ð�01 þ 2�02Þ;

v2

k2
¼ �1 � �2

�
2þ 3�01

2�02

�
þ ~K�:

(147)

Solving for �1 and �2 to set a ¼ b ¼ 1, we find the
following expression for the weak scale:

v2

k2
¼ 3ð�01 þ 2�02Þ

642�02
; (148)

so that the ratio of the mass squared to the weak scale
squared is

m2

v2
¼ 81924�02

3
: (149)

In the single-field approximation instead, we parametrize
the perturbations as

Kð�Þ ¼ k2ð ~K� þ �i� ~Kið~hÞÞ; (150)

Vð�Þ ¼ k4ð ~V� þ �i� ~Við~hÞÞ; (151)

with �i defined as before and i ¼ 1, 2, 3, 4. Here

ð� ~Kið~hÞ; � ~Við~hÞÞ are the relevant or marginal eigenpertur-
bations in increasing order of eigenvalues. In terms of �i
the Higgs VEV is given by

h~hi2 ¼ 3ð32�2 � 9�3 þ 64�4Þ
20482�4

(152)

and the couplings are

a ¼ � 6
ffiffiffi
6

p


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
32�2 � 9�3 þ 64�4

p
�3

81�23 þ 256�4ð�1 þ ~K�Þ � 288�2�3 � 320�3�4
;

b ¼ �242�3: (153)

The mass and the weak scale in this case will be

m2

k2
¼ 42ð32�2 � 9�3 þ 64�4Þ;

v2

k2
¼ �1 þ �3ð81�3 � 320�4 � 288�2Þ

256�4
þ ~K�:

(154)

As in the previous case we solve for �1 and �3 to set
a ¼ b ¼ 1. Doing this we find the following expressions
for the mass and weak scale:

m2

k2
¼ 3þ 256ð�2 þ 2�4Þ2

2
;

v2

k2
¼ 9þ 768ð�2 þ 2�4Þ2

163844�4
:

(155)
2For the eigenvalue �þ

1 ¼ �8=13 ¼ �0:615385 the eigen-
function � is singular at h ¼ 0,  and � ~K tends to a nonzero
constant at the end points, so in this case the metric will be
singular at both ends.
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Their ratio reads

m2

v2
¼ 81924�4

3
: (156)

We see that by adjusting the free parameters one can mimic
the results of the standard model.

For the spherical fixed point in the single-field approxi-
mation there are two relevant eigenperturbations, one of
which has � �K � 0. This will lead to modifications of
Higgs couplings to Goldstone bosons. A linear combina-
tion of the two eigenperturbations in the potential
r� �V�

1 ð �hÞ þ � �V�
2 ð �hÞ, where r ¼ r0 exp ðtð��

1 � ��
2 ÞÞ, will

give rise to a nonvanishing VEV, h �hi � �, given by

sin 2� ¼ 6� r

7
: (157)

Using this notation we find the couplings to be

a ¼ cos �� �sin 2�ð3� 4sin 2�Þ; (158)

b ¼ cos ð2�Þ � �sin 2� cos �ð12� 25sin 2�Þ; (159)

where � ¼ �0 exp ðt��
2 Þ is some small parameter. The

parameter r can always be tuned to give a small enough �.
On the other hand, the mass and the weak scale will be
given by

m2 ¼ �k2 ~f2�
28

3
sin 2� cos ��; (160)

v2 ¼ k2 ~f2�ðsin 2�� 2�sin 4� cos �Þ; (161)

with the ratio being

m2

v2
¼ � 28

3
cos ��: (162)

Very roughly, the values r 
 6 and � 
 �0:028 will repro-
duce the correct ratiom2=v2 
 0:26. So also in this casewe
can get arbitrarily close to the result of the standard model.
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APPENDIX: CALCULATION OF BETA
FUNCTIONS

We give some details of the calculation of the two terms on
the r.h.s. of (18), in the single-field approximation (for the
adiabatic approximationonehas toneglect the 
’s in the r.h.s.).
The (infinite) matrices whose trace we must evaluate are

ðP�1 _RÞij ¼
_Rk þ 
KRk þ R0

k _z

Pþ V0K0=2KJ
ð�i

j � �i
0�

0
j Þ þ

_Rk þ 
JRk þ R0
k _z

Pþ V 00=J � V 0J0=2J2
�i
0�

0
j (A1)

and

ðMP�1 _RP�1Þji ¼
_Rk þ 
KRk þ R0

k _z

KðPþ V 0K0=2KJÞ2 Mimg
mj þ _Rk þ 
JRk þ R0

k _z

JðPþ V 00=J � V 0J0=2J2Þ2 Mim�
m
0 �

j
0: (A2)

These can be evaluated using the following general formulas for the trace of a function of the Laplacian:

Tr½Wð�Þ� ¼ X
�

Wð�Þ ¼ 1

ð4Þd2
X1
n¼0

B2nð�ÞQd
2�nðWÞ; (A3)

Tr½Wð�Þ@t�� ¼ � 1

ð4Þd2
X1
n¼0

@tB2nð�ÞQd
2�nþ1ðWÞ; (A4)

where B2n are the coefficients appearing in the heat kernel expansion,

Tre�s� ¼ 1

ð4Þd2
X1
n¼0

B2nð�Þs�d
2þn; (A5)

and the Q functionals are given (for m a non-negative integer) by QmðWÞ ¼ 1
�ðmÞ

R1
0 dzzm�1WðzÞ. For convenience we

choose the optimized cutoff RkðzÞ ¼ ðk2 � zÞ�ðk2 � zÞ [16], for which one can easily calculate

Qn

� _Rk þ �Rk

ðPk þ qÞl
�
¼ k2ðn�lþ1Þ

�ðnþ 1Þ
2þ �

nþ1

ð1þ ~qÞl : (A6)

With the aid of these formulas one gets
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Tr0½P�1 _R� ¼ 2cdk
d
Z

ddx

��
1þ 
K

dþ 2

�
N � 1

1þ V0K0
2KJk2

þ
�
1þ 
J

dþ 2

�
1

1þ V00
Jk2

� V0J0
2Jk2

�
(A7)

and

Tr0½P�1MP�1 _R� ¼ 2cdk
d�2

Z
ddx

��
1þ 
K

dþ 2

�
N � 1

4

KK0J0 þ K02J � 2KK00J
K2Jð1þ V0K0

2KJk2
Þ2

�
@�’0@�’

0

þ 2cdk
d�2

Z
ddx

��
1þ 
K

dþ 2

�
N � 2

4

4KJ � K02

KJð1þ V0K0
2KJk2

Þ2
�
@�’�@�’

	g�	

þ 2cdk
d�2

Z
ddx

��
1þ 
J

dþ 2

�
KK0J0 þ K02J � 2KK00J
4KJ2ð1þ V00

Jk2
� V0J0

2Jk2
Þ2

�
@�’�@�’

	g�	 (A8)

where cd ¼ 1
ð4Þd=2�ðd=2þ1Þ and by Tr0 we mean the B0 term in the heat kernel expansion. In the final equation we have used

J�1M00 ¼ KK0J0 þ K02J � 2KK00J
4KJ2

@�’�@�’
	g�	 (A9)

and

K�1M�	g
�	 ¼ N � 1

4

KK0J0 þ K02J � 2KK00J
K2J

@�’0@�’
0 þ N � 2

4

4KJ � K02

KJ
@�’�@�’

	g�	: (A10)

Collecting these results, one obtains


J ¼ 2cdk
d�2

J

�
1þ 
K

dþ 2

�
N � 1

4

KK0J0 þ K02J � 2KK00J
K2Jð1þ V 0K0=2KJk2Þ2 ; (A11)


K ¼ 2cdk
d�2

K

��
1þ 
K

dþ 2

�
N � 2

4

4KJ � K02

KJð1þ V 0K0=2KJk2Þ2 þ
�
1þ 
J

dþ 2

�
KK0J0 þ K02J � 2KK00J

4KJ2ð1þ V 00=Jk2 � V 0J0=2J2k2Þ2
�
; (A12)


V ¼ cdk
d

V

��
1þ 
K

dþ 2

�
N � 1

1þ V 0K0=2KJk2
þ
�
1þ 
J

dþ 2

�
1

1þ V00=Jk2 � V0J0=2J2k2

�
: (A13)

This can be rewritten in terms of dimensionless variables as in Sec. II.
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