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58Dipartimento di Fisica, Università di Roma ‘‘Tor Vergata,’’ I-00133 Roma, Italy

59International Center for Theoretical Physics, Strada Costiera 11, Trieste 34151, Italy
(Received 23 May 2013; published 22 October 2013)

Weakly interacting massive particles (WIMPs) are a theoretical class of particles that are excellent dark

matter candidates. WIMP annihilation or decay may produce essentially monochromatic � rays detectable

by the Fermi Large Area Telescope (LAT) against the astrophysical �-ray emission of the Galaxy. We

have searched for spectral lines in the energy range 5–300 GeV using 3.7 years of data, reprocessed with

updated instrument calibrations and an improved energy dispersion model compared to the previous

Fermi-LAT Collaboration line searches. We searched in five regions selected to optimize sensitivity to

different theoretically motivated dark matter density distributions. We did not find any globally significant

lines in our a priori search regions and present 95% confidence limits for annihilation cross sections of

self-conjugate WIMPs and decay lifetimes. Our most significant fit occurred at 133 GeV in our smallest

search region and had a local significance of 3.3 standard deviations, which translates to a global

significance of 1.5 standard deviations. We discuss potential systematic effects in this search, and examine

the feature at 133 GeV in detail. We find that the use both of reprocessed data and of additional
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information in the energy dispersion model contributes to the reduction in significance of the linelike

feature near 130 GeV relative to significances reported in other works. We also find that the feature is

narrower than the LAT energy resolution at the level of 2 to 3 standard deviations, which somewhat

disfavors the interpretation of the 133 GeV feature as a real WIMP signal.

DOI: 10.1103/PhysRevD.88.082002 PACS numbers: 95.35.+d, 95.30.Cq, 98.35.Gi

I. INTRODUCTION

Cosmological studies indicate that �27% of the energy
density of the Universe is nonbaryonic dark matter (DM)
[1]. While substantial astrophysical evidence exists for DM
through its gravitational interaction, little has been deter-
mined about the composition of the DM or its properties. In
a popular class of models [2–4], the DM is a weakly
interacting massive particle (WIMP), denoted by �. In
many models WIMP pairs can annihilate into a photon
(�) and a second particle (X)—for example, ��, �Z, or
�H. (See Refs. [5,6] for reviews on WIMPs and indirect
DM detection.) Since DM is strongly constrained to be
electrically neutral, it has no direct coupling to photons.
Thus the process �� ! �X occurs only through higher-
order loops, resulting in a branching fraction that is only
�10�4–10�1 [7–11]. If a WIMP annihilates to �X, the
photons are monochromatic with rest-frame energy

E� ¼ m�

�
1� m2

X

4m2
�

�
: (1)

An intrinsic broadening occurs if X is an unstable
particle like Z. In the case of X being a second photon,
the �-ray line appears at the mass of the WIMP particle.
WIMP decay could also produce a monochromatic sig-
nal [12,13] (e.g., � ! �� [14]). Additionally, � rays
created in WIMP annihilations via internal bremsstrah-
lung could produce a sharp spectral feature [15], but
this channel is not considered in this search. We assume
WIMPs in the Milky Way are nonrelativistic (v�10�3c);
therefore these signals should be approximately mono-
chromatic in the lab frame as well. In this paper we
present a search for monochromatic � rays from WIMP
annihilation or decay.

The Fermi Gamma-ray Space Telescope (Fermi), with
its main instrument, the Large Area Telescope (LAT) [16],
is exploring the �-ray sky in the energy range from 20MeV
to above 300 GeV. Previous searches by the LAT
Collaboration for �-ray lines were published using 11
months and 2 years of LAT data [17,18]. For the search
presented here, we use 3.7 years of LAT data that have been
reprocessed with updated calibrations. Additionally, two
analysis improvements enhance the sensitivity of this
search relative to our previous papers: (i) we included an
event-by-event estimate of the energy reconstruction qual-
ity in our parametrization of the energy dispersion, and
(ii) we selected regions of interest (ROIs) a priori to max-
imize the sensitivity based on different DMdensity profiles.

Detections of a linelike feature at 130 GeV have been
reported in the literature. This feature is reported to be
strongly correlated with the Galactic center region [19–22],
and also with nearby galaxy clusters [23] and unassociated
LAT sources [24,25]. The feature has not been seen in the
vicinity of nearby dwarf galaxies [26]. However, such a
signal is expected to be much fainter than in the Galactic
center. Potential instrumental effects and a similar feature
detected in the bright�-ray emission from cosmic-ray (CR)
interactions in Earth’s upper atmosphere (the Limb) have
also been discussed [27–29]. A systematic investigation of
the spatial morphology of the 130 GeV feature and other
linelike features in the Galactic plane is presented in
Ref. [30]. In addition to the results from our search for
�-ray lines, we also include a detailed investigation of this
feature in the Galactic center region and the Limb.
Section II describes the LAT instrument and the event

selections used for this analysis. Section III describes the
choice of ROIs, and Sec. IV describes the development of
the energy dispersion model. Section V presents the fitting
procedure. Section VI summarizes the instrumental and
methodological uncertainties associated with this search.
Section VII presents the fitting results and derives upper
limits for DM annihilation and decay assuming several
potential distributions of DM. Section VIII describes stud-
ies performed specifically to explore the linelike feature at
133 GeV detected with moderate local significance in
our smallest search region. Finally, Sec. IX discusses our
results and conclusions.

II. LAT INSTRUMENTAND EVENT SELECTION

The LAT is a pair conversion telescope, which converts
� rays to eþe� pairs that are tracked in the instrument. The
data analysis is event based; individual events are recon-
structed, and their energies and directions are estimated
from the reconstructed data. Rates of CR backgrounds can
exceed the �-ray rates by factors of up to 104, requiring
powerful event selection criteria to obtain relatively pure
�-ray samples.
The LAT consists of three detector subsystems: a

tracker/converter to promote pair conversion and measure
the directions of the resulting particles, a calorimeter com-
posed of 8.6 radiation lengths of CsI(Tl) scintillation crys-
tals that provides an energy resolution of �E=E� 10% at
100 GeV, and an anticoincidence detector of plastic scin-
tillator tiles that surrounds the tracker and is key in CR
background rejection. The tracker comprises 18 x-y layers
of silicon strip detectors; the front 12 layers are interleaved
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with thin (3% of a radiation length) tungsten converter
foils, then the next four layers are interleaved with thick
(18% of a radiation length) foils, and the final two layers
have no converter foils. Detailed descriptions of the LAT
and of its performance can be found elsewhere [16,31].

Iterations of the LAT event reconstruction and classifi-
cation algorithms have been grouped into so-called
‘‘passes.’’ The first five ‘‘passes’’ occurred before launch.
For the first three years of the mission, data were pro-
cessed with the PASS 6 version of the algorithms. Since
then, the data have been processed with PASS 7, which
consists of the same event reconstruction algorithms, but
the event classification criteria were updated to account
for knowledge gained since launch. (Before switching to
PASS 7, the LAT Collaboration also reprocessed all of the

original PASS 6 data with the PASS 7 algorithms, so as to
provide a single, coherent data set.) Finally, in 2012 and
2013, we reprocessed the data using almost exactly the
same PASS 7 algorithms, but with updated calibration
constants in the reconstruction algorithms to make the
PASS 7REP data sets. More details about the data repro-

cessing are provided in Appendix A and Ref. [32]. All of
these data, as well as more information about recom-
mended usage, are publicly available from the Fermi
Science Support Center.1

Each pass of the algorithms implements several different
event selection criteria that are optimized for different
types of analyses. In PASS 7, the LAT Collaboration im-
plemented four nested event selections that provide vary-
ing levels of CR background rejection. The names of the
event selections, as well as the types of analyses they are
optimized for, are listed in Table I. The nomenclature
convention for the various event selections is to provide
the pass version and the name of the event selection criteria
(e.g., P7REP_CLEAN). Associated with each event selection
are instrument response functions (IRFs) that parametrize
the LAT performance. As our understanding of the instru-
ment improves, from time to time the LAT Collaboration
updates the IRFs for the various event selections. The IRF
names indicate which data set they are associated with, as
well as a version number (e.g., P7REP_CLEAN_V10). More

details about the event reconstruction, event selection
criteria, and IRFs can be found in Ref. [31].2

As discussed in Sec. II A, we use only the P7REP_CLEAN

event selection for the line search. For certain studies of
potential systematic biases, we compare the P7REP_

CLEAN sample against either the P7REP_TRANSIENT or

P7REP_SOURCE sample. Finally, as part of our examination

of the feature near 130 GeV, we compare the P7REP_CLEAN

sample with the P7_CLEAN sample used in previous
papers [19–22].

A. Event selection

We searched for the presence of �-ray lines between 5
and 300 GeV; to include spectral sideband regions in the
energy ranges for all the fits (see Sec. VA), we extracted
data in the range 2.6–541 GeV.
We used the P7REP_CLEAN event selection for data

acquired between August 4, 2008, and April 18, 2012.
We used this more selective event class for this analysis
because the CR background contamination in the
P7REP_SOURCE class can dominate over the diffuse �-ray
contribution at high Galactic latitudes. We sought to mini-
mize CR background contamination because Monte Carlo
(MC) studies have shown that reconstructing CRs (and
especially protons and other hadrons) under the assump-
tion that they are � rays can produce a variety of spectral
features (see Appendix D, Sec. D 5). Further discussion
about the CR background contamination in P7SOURCE and
P7CLEAN can be found in Ref. [31]; the results change little

for the reprocessed P7REP_SOURCE and P7REP_CLEAN event
selections. The �-ray effective collecting area (or simply
‘‘effective area’’) on axis for the P7REP_CLEAN event
selection ranges from 6500 to 7200 cm2 over the energy
range of interest.
We selected both a Celestial data set (for the line search)

and a data set corresponding to the Limb (as a control
region); see Table II. The Limb is a very bright �-ray
source of secondary � rays produced by CR interactions
in the upper atmosphere. Figure 1 shows a schematic of the

TABLE I. Event selections in the PASS 7 and PASS 7REP iterations of the LAT event reconstruction and classification algorithms.

PASS 7 Selection PASS 7REP Selection Recommended Use/Notes a,b

P7_TRANSIENT P7REP_TRANSIENT Analysis of short-duration (< 200 s) transient sources
P7_SOURCE P7REP_SOURCE Analysis of point sources and regions of bright diffuse emission

P7_CLEAN P7REP_CLEAN Analysis of regions of faint diffuse emission

P7_ULTRACLEAN P7REP_ULTRACLEAN Nearly identical selection to CLEAN for energies above a few GeV

aThe selections are nested; each is a strict subset of the previous one.
bAlthough the selection criteria are identical between the PASS 7 and PASS 7REP versions, the events selected differ due to changes in the
calibration constants used during event reconstruction.

1The LAT photon data are available at http://fermi.gsfc.nasa
.gov/ssc/data/access/.

2Performance details for all the iterations of the event
reconstruction and classification algorithms used since launch
are available at http://www.slac.stanford.edu/exp/glast/groups/
canda/lat_Performance.htm.
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geometry for �-ray production in the Limb, as well as the
definitions of the zenith angle (�z), spacecraft rocking
angle (�r), and �-ray incidence angle (�).

For the Celestial data set, we removed the Limb � rays
by selecting only events with �z < 100�. We also only
used data collected when a small fraction of the LAT field
of view (FOV) subtended the Limb by removing times
when j�rj> 52�.

For the Limb data set, we selected a narrow range of
zenith angles (111� < �z < 113�). One should note that
while Fermi is in normal survey mode [31], the Limb is
fairly far off axis (� > 60�), near the edge of the LAT FOV.
This means that the events in the Celestial data set have a
quite different � distribution than events from the Limb
collected during survey mode observations. Since the ef-
fective area and energy resolution of the LAT depend
strongly on �, it is important to use a Limb control data
set collected when Fermi was not in normal survey mode,
but rather was slewed toward the Limb. Therefore, for the
Limb data set we reversed the rocking angle criterion and
selected times when j�rj> 52�. This represents �0:3% of
the livetime of the 3.7 year Celestial data set. Because of
the extreme brightness of the limb, the contamination from
Celestial � rays is small; it is <6% at 3 GeV, decreases
with energy, and is <0:5% for all energies >6 GeV.

The initial steps of the data reduction and all of the
exposure calculations were performed with the LAT
ScienceTools3 version 09-29-00 using the P7REP_

CLEAN_V10 IRFs. The P7REP_CLEAN_V10 IRFs will not be

the set of IRFs recommended for use with P7REP_CLEAN

data. The recommended IRFs for use with the reprocessed
data will be publicly released in the fall of 2013. The
differences between P7REP_CLEAN_V10 and subsequent ver-
sions of the P7REP_CLEAN IRFs are very small above 5 GeV,
and we have verified that their use does not significantly
change the results presented in this paper.

In order to limit the contribution to the Celestial
data set from discrete �-ray sources, we applied an

energy-dependent mask around the 527 point sources in
the second Fermi-LAT source catalog (2FGL catalog) [33]
detected with greater than 10� significance above 1 GeV.
The energy scaling of the 68% containment angle (�68) of
the LAT point spread function (PSF) can be modeled as

�68ðEÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c20ðE=1 GeVÞ�2� þ c21

q
[31]. We performed an

effective-area-weighted average of the flight-derived
P7CLEAN_V6 PSF over incidence angle to obtain the pa-

rameters c0 ¼ 0:881, c1 ¼ 0:2016, and � ¼ 0:817, which
give �68 ¼ 0:31� and �68 ¼ 0:20� at 5 GeV and 300 GeV,
respectively. We used a source mask radius of 2� �68ðEÞ.
In each of the ROIs (see Sec. III), this masking removed
�1:5% of the solid angle and �10% of the events. We
estimate that the residual contamination from point sources
in our energy range constitutes &10% of the events in our
Celestial data set.
Our event selection criteria for the Celestial and Limb

data sets are summarized in Table II. Note that we included
events through September 2012 in our Limb data set to take

FIG. 1. Schematic of Limb �-ray production by CR interac-
tions in the Earth’s atmosphere, showing the definitions of the
zenith angle (�z), the spacecraft rocking angle (�r), and
the incidence angle (�). The dashed line starts at the center of
the Earth. Not drawn to scale.

TABLE II. Summary table of data selections.

Selection Celestial data Limb data

Observation period August 4, 2008–April 4, 2012 August 4, 2008–October 6, 2012

Mission elapsed timea (s) [239557447, 356434906] [239557447, 371176784]

Energy range (GeV) [2.6, 541] [2.6, 541]

Zenith range (deg) �z < 100 111< �z < 113
Rocking angle range (deg)b j�rj< 52 j�rj> 52
Data quality cutc Yes Yes

Source masking (see text) Yes No

aFermi mission elapsed time is defined as seconds since January 1, 2001, 00:00:00 UTC.
bApplied by selecting on ROCK_ANGLE with the gtmktime ScienceTool.
cStandard data quality selection: DATA_QUAL == 1 && LAT_CONFIG == 1 with the gtmktime
ScienceTool.

3The ScienceTools and documentation are available at http://
fermi.gsfc.nasa.gov/ssc/data/analysis/scitools/overview.html.
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advantage of events collected during a week-long targeted
pointing that included appreciable amounts of time with
j�rj> 52�.

B. Simulated data sets

To model the response of the LAT, we used several
simulated data sets created with a GEANT4-based [34]
MC simulation of �-ray interactions with the LAT and
analyzed using the same event reconstruction algorithms
as are applied to the data. We relied on a few particular
simulated data sets: (i) the ‘‘all-gamma’’ data set [31], an
isotropic distribution of � rays with an E�1 spectrum used
to generate the standard IRFs; (ii) ‘‘isotropic monochro-
matic’’ data sets, i.e., isotropic distributions of � rays at
specific energies used to generate our model for the energy
dispersion; and (iii) an ‘‘all-sky background’’ data set,
where the simulation used the Fermi pointing history and
the source model included all 2FGL catalog sources, dif-
fuse emission from the Galaxy, and isotropic emission.4

III. REGIONS OF INTEREST

We have developed a set of five ROIs optimized for
sensitivity to WIMP annihilation or decay and four refer-
ence models for the distribution of DM in the Galaxy. The
details of the optimization procedure are described in
Appendix B.

For the distribution of DM in the Galaxy, we consider
four smooth parametrizations. The Navarro-Frenk-White
(NFW) profile [35],

�ðrÞ ¼ �s

ðr=rsÞð1þ r=rsÞ2
; (2)

with rs ¼ 20 kpc has been found to characterize the
smooth distribution of DM in simulated halos. The
Einasto profile,

�ðrÞ ¼ �s exp f�ð2=�Þ½ðr=rsÞ� � 1�g; (3)

with rs ¼ 20 kpc and � ¼ 0:17 is favored by more recent
cold dark matter (CDM) simulations [36]. We additionally
consider an isothermal profile with a central core,

�ðrÞ ¼ �s

1þ ðr=rsÞ2
; (4)

with rs ¼ 5 kpc [37]. Finally, adiabatic contraction of the
DM halo due to infall of baryonic matter in the Galactic
center region could result in DM density profiles with a
much steeper central slope than either the NFWor Einasto
profile [38]. We take as a representative of this class of
models a contracted NFW profile defined by

�ðrÞ ¼ �s

ðr=rsÞ�ð1þ r=rsÞ3��
; (5)

with � ¼ 1:3. For all profiles we determine the normaliza-
tion of the profile density (�s) by fixing the DM density
at the solar radius �ðr� ¼ 8:5 kpcÞ ¼ 0:4 GeV cm�3

[39,40].
We defined a set of five ROIs, circular regions of radius

RGC centered on the Galactic center with jbj< 5� and
jlj> 6� masked, which were optimized for each of the
DM density profiles considered. For annihilating DMmod-
els we use RGC ¼ 3� (R3, optimized for the contracted
NFW profile), 16� (R16, optimized for the Einasto profile),
41� (R41, NFW), and 90� (R90, optimized for the isother-
mal profile), while for decaying DMmodels we use RGC ¼
180� (R180). We did not apply a source mask for the R3
data set, so we limited the search in R3 to energies greater
than 30 GeV (see Appendix B). Above this energy, the
composite �-ray flux from point sources is much less than
the integral flux of the Galactic diffuse emission rate in R3.
Table III summarizes the optimized ROI that was used

for each DM halo profile and its associated astrophysical J
factor (i.e., the integral along the line of sight of �ðrÞ2 for
DM annihilation or �ðrÞ for DM decay; see Appendix B).
We note that the point source masking reduced the anni-
hilation J factor by <10% in each ROI, except for R3,
where no point source masking was applied. The counts
map of the 3.7-year Celestial data set in the R180 ROI with
outlines of the other four ROIs is shown in Fig. 2.

IV. MODELING OF THE ENERGY DISPERSION

The algorithms for reconstructing LAT events provide
three estimates of the event energy: one based on a para-
metric correction of the raw energy measured by the calo-
rimeter, a second based on a maximum likelihood fit using
the correlations between the raw energy in the calorimeter

TABLE III. Summary of optimized ROIs and J-factor values for each of the four DM density
profiles considered for both annihilating and decaying WIMPs.

Annihilation Decay

Profile ROI J factor (1022 GeV2 cm�5) ROI J factor (1023 GeV cm�2)

NFW contracted R3 13.9 R180 2.42

Einasto R16 8.48 R180 2.49

NFW R41 8.53 R180 2.46

Isothermal R90 6.94 R180 2.80

4Specifically, gal_2yearp7v6_v0.fits and iso_p7v6clean.txt,
available at http://fermi.gsfc.nasa.gov/ssc/data/access/lat/
BackgroundModels.html.
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and other event properties, and a third based on a fit to the
shower profile in the calorimeter [16]. The likelihood-
based method was found to create narrow features in the
LAT energy response that could mimic linelike spectral
features, which is the main reason why previous spectral
line searches performed by the LAT Collaboration with the
PASS 6 data sets used the shower profile energy estimate

exclusively [17,18]. In the PASS 7 version of the event-level
analysis, the result of the likelihood method is ignored, and
we use a classification tree analysis to select which of the
other two methods is more likely to provide the best energy
estimate on an event-by-event basis. The corresponding
estimate is the energy assigned. We note that above a few
GeV, the shower profile method is typically more accurate
than the parametric correction method (the former being
selected by the classification tree analysis for�80% of the
events above 10 GeV).

The energy assignment algorithm also performs a clas-
sification tree analysis to estimate the probability that the
energy estimate is within the nominal 68% containment
band for events of that energy and incidence angle (PE).

5

To model the signal from a �-ray line, we used a
parametrization of the effective energy dispersion of the
instrument, i.e., the probability density DeffðE0;E; ~sÞ, to
measure an energy E0 for a � ray of (true) energy E and
other event parameters, ~s. The fraction of the electromag-
netic shower contained in the calorimeter can vary signifi-
cantly event to event. In general, the energy dispersion
depends on � and the �-ray conversion point in the
instrument, among other quantities. Furthermore, the �

distribution of the observing time varies across the sky,
causing corresponding changes in the effective energy
dispersion. These considerations are discussed in more
detail in Appendix C, in particular in its Sec. D 5.
When fitting essentially monochromatic lines (i.e., the

intrinsic spectrum is much narrower than the instrumental
resolution) for a given line energy, E�, we expect the

distribution of observed energies for a line signal,
CsigðE0Þ, to follow the effective energy dispersion, Deff ,

so that

CsigðE0jE�; ~sÞ ¼ nsig
Z

DeffðE0;E; ~sÞ	ðE� � EÞdE
¼ nsigDeffðE0;E�; ~sÞ; (6)

where nsig is the number of observed signal events, which

we treat as a free parameter in the fitting (see Sec. V).6

Following the approach used in previous line searches
published by the LAT Collaboration, we use a sum of
Gaussians to parametrize the energy dispersion at any
given energy, averaging over the LAT FOVand combining
events that convert in the front or back sections of
the tracker [18]. One notable improvement relative to our
previous studies is that the parametrization DeffðE0;E; PEÞ
used in this work includes the energy reconstruction qual-
ity estimator, PE. Specifically, we modeled the energy
dispersion in 10 PE bins of 0.2 from 0.1 to 0.5, bins
of 0.1 from 0.5 to 0.7, and bins of 0.05 from 0.7
to 1. The P7REP_CLEAN event class only includes events
with PE > 0:1.
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FIG. 2 (color online). Counts map for the line-search data set binned in 1� � 1� spatial bins in the R180 ROI, and plotted in Galactic
coordinates using the Hammer-Aitoff projection. The energy range is 2.6–541 GeV, and the most significant 2FGL sources have been
removed using an energy-dependent mask (see text). Also shown are the outlines of the other ROIs (R3, R16, R41, and R90) used in
this search.

5Available as CTBBESTENERGYPROB in the extended event
files available at the Fermi Science Support Center at http://
fermi.gsfc.nasa.gov/ssc/data/access/, and described at http://
fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/
Cicerone_Data/LAT_Data_Columns.html#ExtendedFile.

6This assumption breaks down when the intrinsic width of the
�-ray emission becomes a sizable fraction of the LAT energy
resolution. In practical terms, this applies for final states with
unstable particles such as Z�, in particular for �-ray energies at
the low end of our search range. We discuss the implications of
this in Appendix D, Sec. D 3.
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The energy dispersion in each PE bin was modeled with
a triple Gaussian function

DeffðE0;E; PEÞ ¼
X3
k¼1

ak

�k

ffiffiffiffiffiffiffi
2


p e�ððE0=EÞ�ð1þ�kÞÞ2=2�2
k ; (7)

where a3 ¼ 1� a2 � a1. To avoid degeneracy between
the Gaussians, we constrain the ranges of the �i to ensure
that �1 >�2 >�3.
We explicitly determined energy dispersion model pa-

rameters for E values of 5, 7, 10, 20, 50, 100, 200 and
300 GeV using ‘‘isotropic monochromatic’’ �-ray MC
simulations (see Sec. II B) at each of those energies. The
systematic uncertainties associated with using these simu-
lations to derive our model are discussed in Appendix D,
Sec. D 4. When fitting for a spectral line at E�, we

interpolated the appropriate energy dispersion parameters.
The resulting energy dispersion models at E ¼ 100 GeV in
all 10 PE bins are shown in Fig. 3. The bias and 68%
containment of our energy dispersion model as a function
of E are shown in Fig. 4. The bias is the fractional deviation
of the energy dispersion peak from the true energy.
The distribution of PE depends on energy and ROI.

Figure 5 shows the distribution of PE in the P7CLEAN and
P7REP_CLEAN data sets and the ‘‘all-sky background’’

�-ray MC for jbj> 10�. While the agreement between
MC and data is good, overall, there is clearly some dis-
crepancy in the upper half, in log ðEÞ, of our energy range
that has been reduced by the reprocessing.
With the addition of PE as a parameter for the energy

dispersion, we are not only testing that a possible line
signal effectively follows the energy dispersion, but also
that well-reconstructed events are clustered closer to the
peak energy. This contributes significant additional infor-
mation to the likelihood fitting; to quantify the improve-
ment, we compared the effect on sensitivity from modeling
the energy dispersion as simply a function of energy
[‘‘1D’’ model, DðE0;E�Þ, as was done in Ref. [18]] to
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using a model with PE [‘‘2D’’ model, DðE0;E�; PEÞ] using
simulations both with and without a spectral line. Including
the extra information, PE, the statistical power is increased
by 15% on average.

V. FITTING

A. Fitting method

We searched for spectral lines by performing maximum
likelihood fits in sliding energy intervals in the five ROIs
described in Sec. III. Specifically, we fit the count spectra
in the energy domain, integrating over each ROI. Given
model uncertainties and the relatively uniform coverage
of the sky by the LAT, we made several assumptions
to simplify the fitting procedure, which are outlined in
Appendix C.7 We used the RooFit toolkit [41]
(version 3.12) to implement the models and perform the
likelihood minimization.

In general, we performed unbinned maximum likelihood
fits; however, because of the large number of events at the
lower end of our energy range, we performed binned fits
for energies <25 GeV to reduce the required computation
time. When performing binned fits, we used 60 bins across
the fit energy range. Since the bin width is small compared
to the instrument resolution, we lose very little informa-
tion. We confirmed that binned fits yield results nearly
identical to unbinned fits by simulating 1000 pseudo-
experiments both with and without a signal and fitting for
a line at 20 GeV.

We fit in narrow, approximately half-decade energy
ranges, and therefore approximated the background spec-
trum, CbkgðE0Þ, as a single power law with an index �bkg

that was allowed to float in the fit. We also incorporated the
energy dependence of the exposure averaged across each
ROI into the background component8 by means of an
energy-dependent exposure correction �ðE0Þ:

CbkgðE0j�bkg; nbkgÞ ¼ nbkg

�
E0

E0

���bkg

�ðE0Þ; (8)

where E0 is a reference energy (we used E0 ¼ 1 MeV);
nbkg is the total number of background events, which is a

free parameter in the fit; and �ðE0Þ is given by Eq. (C18),
which includes a normalization constraint that is defined
by Eq. (C15). Since both the background and exposure
vary smoothly and slowly across our fit ranges, we did not
explicitly convolve the above equations with the energy
dispersion to derive the expected models for the observed
energy; i.e., we assumed E0 ¼ E in Eq. (8).

Our complete counts model to fit for a line at E� is

CðE0; PEj ~�Þ ¼ nsigDeffðE0;E�; PEÞwROIðPEÞ

þ nbkg

�
E0

E0

���bkg

�ðE0ÞwROIðPEÞ; (9)

where the model parameters ~� are E�, �bkg, nsig, and nbkg.

Note that we fit for nsig independent of any DM model

assumption; we then assumed a specific DM profile and
calculated the J factor in the ROI in order to solve for
the annihilation cross section or decay lifetime given the
magnitude of the exposure in that ROI (see Sec. VII).
Since we incorporated PE in the signal model, we

included the distributions of PE, wðPEÞ. For each fit in a
specific ROI and energy interval, we took the PE distribu-
tions for both signal and background from all of the data in
the ROI and energy range; i.e., wbkgðPEÞ ¼ wsigðPEÞ ¼
wROIðPEÞ. The small effect from this approximation is
discussed in Appendix D, Sec. D 4.
The energy interval for a fit at E� in this search was

�6�EðE�Þ, where �E is the on-axis LAT energy resolution

at the fit energy. (Specifically, �E is the half-width of the
�34% containment about the peak value of the energy
dispersion for on-axis events.) The interval was broadened
from the previous LAT analysis [18] to reduce the statisti-
cal uncertainty of �bkg. This consequently reduced the

uncertainty of nsig, because the maximum likelihood

values of the parameters are correlated in the fits. As
discussed in Ref. [20], the significance of the fit has a
slight dependence on interval size. However, for energy
ranges wider than �12�E, the change in significance is
small compared to the expected statistical variation.
Additionally, fitting in wider intervals may reduce the
validity of approximating the background as a power law.
However, we do not find that this approximation induces a
large systematic effect (see Appendix D, Sec. D 7 b).
Each fit was performed at a specific energy E� as

opposed to letting the line energy float in the fit. The
spacing between adjacent fit energies is half the energy
resolution. Simulations show that with this choice, the loss
of signal for potential lines offset with respect to our search
grid is small; at worst we underfit nsig by less than 10%.

We constrained nsig to be positive to avoid unphysical

measurements as well as negative likelihoods.
We calculate the local significance by taking the square

root of the test statistic (slocal ¼
ffiffiffiffiffiffi
TS

p
), which is defined as

twice the difference in the log likelihood between the
maximum likelihood hypothesis and the null hypothesis:

TS ¼ 2 ln
Lðnsig ¼ nsig;bestÞ

Lðnsig ¼ 0Þ : (10)

We expect at least ten (and usually many more) effective
background events (see Sec. VIA) for each energy
range and ROI considered in the fits, so the Gaussian

7Since we are using the P7REP_CLEAN event class and combin-
ing front- and back-converting events, we suppress the event
selection (~s) relative to the notation used in Appendix C.

8Any variation across the energy interval in the exposure
would introduce an artificial shaping to the background
spectrum.
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approximation for the application of Chernoff’s [42]
theorem to predict a �2 distribution (for one bounded
degree of freedom) of TS is well justified.

B. Global significance

We fit lines for 88 different E� values each in R16, R41,

R90, and R180, and 44 values in R3 (where we only fit for
E� > 30 GeV), for a total of 396 fits. Given this number of

trials, it is reasonable to expect some of the fits to indicate
apparently significant values for the number of signal
events even if the underlying data are purely background.
If our trials involved independent data samples, we could
translate a local p value to a global (i.e., post-trial) p value
using pglobal ¼ 1� ð1� plocalÞ396.

However, our samples were not independent. In fact,
converting between the TS and global significance, sglobal
(i.e., pglobal expressed as a significance relative to the

standard deviation of a Gaussian distribution, �), is com-
plicated because

(1) The energy ranges overlap, meaning the fits were
not all independent.

(2) The ROIs are nested in those of larger radii (see
Sec. III).

To estimate sglobal, we simulated 1000 background-only

realizations of our search. For each realization, we gener-
ated five independent samples corresponding to the non-
overlapping parts of our five ROIs (i.e., we generated
samples representing R3, R16 without R3, R41 without
R16, and so on). For each sample, we simulated
background-only events with �bkg ¼ 2:4 and the exposure

corrections from R3. For simplicity, and to reduce the
computational time required, we omitted PE from the
model used for these realizations. We merged the indepen-
dent samples to obtain simulated data sets matching our
ROIs, with the correct amount of overlapping events.

For each realization, we performed all 396 fits for a line
signal at the various energies in all of the ROIs and

extracted the largest slocal value obtained by any of the
fits (smax ). Empirically, we found that the distribution of
smax values for each realization was well modeled by the
expected distribution for nt trials where the TS distribution
follows a �2 distribution with one bounded degree of
freedom [see Fig. 6(a)]:

fðsmax Þ¼nt
2

�
	ðsmax Þþe�s2max=2:ffiffiffiffiffiffiffi

2

p

��
1�1

2
P�2ðs2max ;1Þ

�ðnt�1Þ
:

(11)

The best-fit number of independent trials was nt ¼
198� 6. Therefore, we estimate that our search consists
of 198 effective independent trials and calculate the
relation to convert from slocal to sglobal accordingly [see

Fig. 6(b)].
We also extracted the largest TS value obtained by any

of the fits in each ROI and fit for the number of indepen-
dent trials for that ROI. In each case, we found that the
best-fit nt;ROI was about 60% of the number of trials

actually performed, or slightly more that one trial for
each step of �E.
Summing the best-fit number of independent trials

from the five ROIs gives 243, while empirically we found
nt ¼ 198. This suggests that the data sets for the ROIs are
largely independent, i.e., the overlap between the ROIs
only reduces the effective number of trials by a factor of
0.81. This is reasonable, given that we gain a factor of �6
events going from R3 to R16,�3:2 going from R16 to R41,
�2:2 going from R41 to R90, and �1:6 going from R90
to R180.
Finally, we note that this conversion between slocal and

sglobal is only applicable to the specific search using 0:5�E

energy steps and five nested ROIs. Accordingly, we do not
quote global signficances for fits made on control samples
or with other event selections in the course of studying
potential systematic biases.
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FIG. 6. Derivation of global significance versus local significance given our scan over energy in 0:5�E steps and five ROIs:
(a) Distribution of the largest slocal values obtained in any ROI at any energy from 1000 MC realizations (points) and the best-fit
independent trials curve. (b) The corresponding slocal to sglobal transformation.
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VI. SYSTEMATIC UNCERTAINTIES

In this section, we introduce and summarize systematic
uncertainties related to our search for �-ray lines. Detailed
discussions of each issue can be found in Appendix D.
A discussion of systematic studies performed near
E� � 130 GeV is postponed until Sec. VIII.

We consider three classes of systematic uncertainties:
(1) Uncertainties that enter in the conversion between

the fit number of signal counts, nsig, and the inferred

fluxes. These uncertainties induce a corresponding
uncertainty in the estimated model fluxes and upper
limits on those fluxes, but do not affect fit signifi-
cances. We quantify these in terms of the relative
uncertainty of the exposure, 	E=E. These are dis-
cussed in Appendix D, Sec. D 1.

(2) Uncertainties that would scale the fit estimates of
the number of signal counts (i.e., affect fit signifi-
cances and upper limits) but would not otherwise
induce or mask a signal. These primarily consist of
errors in signal model parametrization. We quantify
these in terms of the relative uncertainty of the
number of signal counts, 	nsig=nsig. These are dis-

cussed in Appendix D, Secs. D 2–D 4.
(3) Uncertainties that could mask a true signal or induce

a false signal. We quantify these in terms of the
induced fractional signal, f (discussed in Sec. VIA).
These uncertainties are discussed in Appendix D,
Secs. D 5–D 7.

A. Induced fractional signal

Many types of systematic uncertainties that could affect
this analysis induce narrow spectral features of a fixed

fractional size, which we call ‘‘induced fractional signals.’’
For example, unmodeled energy-dependent variations in
the effective area at the 10% level would induce features at
the same level in the counts spectrum. Therefore, it is
useful to consider the signal-to-background ratio of any
feature in addition to the statistical significance.
When quantifying the signal-to-background ratio of

narrow features, we are more concerned with the back-
ground under the signal peak than with the total back-
ground in the fit energy range. Therefore, it is useful to
consider the ‘‘effective background’’ beff , which can be
calculated in terms of the signal and background probabil-
ity density functions Fsig and Fbkg(which are just Csig and

Cbkg normalized to unit values, see Appendix C) and the

total number of events in the fit range, N:

beff ¼ N
Z FsigðE0ÞFbkgðE0Þ

FsigðE0Þ þ FbkgðE0ÞdE
0: (12)

The integral is performed over the fit energy interval.
The TS is closely related to beff , and we find that the

following relation holds to within 5% for fits to both flight
data and MC simulations:

beff ’
n2sig
TS

: (13)

As stated above, it is useful to report the magnitude of
potential systematic uncertainty in terms of ‘‘fractional
signal’’ f, i.e., the ratio of signal counts to effective back-
ground counts:

f ¼ nsig
beff

’ TS

nsig
: (14)

TABLE IV. Summary of systematic effects. As stated in the text, we quote either the relative
uncertainty of the exposure (	E=E), the relative uncertainty of the number of signal events
(	nsig=nsig), or the uncertainty of the induced fractional signal (	f). We give representative

values when the magnitude of the effect depends on energy, or varies between ROIs.

Systematic Effect Section

Effective area scale 	E=E ¼ �0:1 D 1

Averaging exposure over ROI (R3) j	E=Ej< 0:01 D 1

(R180, E� ¼ 300 GeV) 	E=E ¼ �0:13 D 1

E� grid spacing 	nsig=nsig ¼ þ0:0
�0:1 VA

Energy resolution 	nsig=nsig ¼ �0:07 D 2

Broadening from Z width (E� ¼ 68 GeV) 	nsig=nsig ¼ �0:07 D 3

PE distribution variation 	nsig=nsig ¼ �0:01 D 4

Energy dispersion model � variation 	nsig=nsig ¼ �0:02 D 4

CR contamination (R3) j	fj< 0:005 D 5

(R180) 	f ¼ �0:014 D 5

Point source contamination j	fj< 0:005 D 6

Effective area variations (E� ¼ 5 GeV) 	f ¼ �0:005 D 7 a

(E� > 100 GeV) 	f ¼ �0:025 D 7 a

Astrophysical background modeling (R180, E� ¼ 30 GeV) 	f ¼ �0:005 D 7 b

(R180, E� > 100 GeV) 	f ¼ �0:011 D 7 b

(R3) 	f ¼ �0:019 D 7 c
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The most practical aspect of this formulation is that it
allows us to quickly and easily convert between systemati-
cally induced fractional signal and TS for a given search
region and energy.

Furthermore, from the above equations, we can see that
for a given fractional signal, the local significance in-

creases as slocal /
ffiffiffiffiffiffi
TS

p / ffiffiffiffiffiffiffiffi
nsig

p
. Therefore, given adequate

statistics, a small fractional signal can become highly
statistically significant.

B. Summary of systematic uncertainties

Table IV summarizes the systematic effects discussed in
Appendix D. In Table V we have grouped the effects on
	E=E, 	nsig=nsig and 	f for each ROI.

The systematic uncertainties related to the exposure,
when summed in quadrature, can reach up to 	E=E ¼
0:16 for the R180 and R90 ROIs. However, as stated ear-
lier, they do not affect the signal significance. Furthermore,
they only have a minor impact on the limits on ��� and

h�vi, as they are less than 40% of the expected statistical
variations in limits, which are typically 40%–50%.

The uncertainties of the energy dispersion modeling
could cause us to underestimate a true signal, or inflate a
statistical fluctuation. These range over �0:12< 	nsig=

nsig < 0:07. In other words, we might estimate a true 5�

signal to be only 4:4�, or inflate a 3� fluctuation to be
3:2�. These uncertainties also only have a minor impact
on the analysis, as even for 5� signals they result in
systematic errors that are less than the expected statistical
fluctuations, which are about 1�.

Uncertainties that can induce or mask a signal can be
more problematic. In Table V, these range in magnitude
from 	f ¼ 0:008 at low energies up to 	f ¼ 0:035 at high
energies. However, because of increased statistics in the
larger ROIs at low energies, even a f ¼ 0:01 induced
signal can become highly statistically significant. We will
discuss this question further in Sec. VII. In summary, at
energies up to 100 GeV, the dominant source of potential
systematic bias for the smaller ROIs (R3, R16) is the
modeling of the astrophysical backgrounds as a power
law, while for the larger ROIs it is CR contamination.
Above 100 GeV, because of the limited statistics of the

Limb control sample, uncertainties of potential features in
the effective area dominate the systematic uncertainties.

VII. FITTING RESULTS AND UPPER LIMITS

We have performed a scan for spectral lines from
5–300 GeV in the five ROIs described in Sec. III and find
no globally significant lines. Figure 7 shows the local fit
significance for each of the fit energies and all five ROIs;
all of the fits are below 2� global significance. As shown in
Fig. 8, the distribution of the slocal values from our line
search is well modeled by the null hypothesis expectation
according to Chernoff’s theorem [42].
The two most statistically significant fits were in R180 at

6.3 GeV, with slocal ¼ 3:1� and f ¼ 0:010� 0:002, and in
R3 at 135 GeV, with slocal ¼ 3:2� (corresponding to
sglobal ¼ 1:5�) and f ¼ 0:58� 0:18, where f is the effec-

tive signal fraction at the line energy [Eq. (14)]. Although

TABLE V. Total magnitude of systematic effects, by ROI and energy. We obtained these
estimates by adding in quadrature the magnitudes of all the potential uncertainties on 	E=E,
	nsig=nsig, and 	f for each ROI.

Quantity Energy R3 R16 R41 R90 R180

	E=E 5 GeV �0:10 �0:10 �0:11 �0:12 �0:14
	E=E 300 GeV �0:10 �0:10 �0:12 �0:13 �0:16
	nsig=nsig All þ0:07

�0:12
þ0:07
�0:12

þ0:07
�0:12

þ0:07
�0:12

þ0:07
�0:12

	f 5 GeV �0:020 �0:020 �0:008 �0:008 �0:008
	f 50 GeV �0:024 �0:024 �0:015 �0:015 �0:015
	f 300 GeV �0:032 �0:032 �0:035 �0:035 �0:035
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FIG. 7. Local fit significance vs line energy in all five ROIs.
Note that nsig was required to be non-negative. The dashed line

at the top of the plot indicates the local significance correspond-
ing to the 2� global significance derived with the method
described in Sec. VB.
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the fit at 6.3 GeV in R180 has a relatively large TS value,
the signal fraction is similar to the expected systematic
uncertainty of 	f ¼ �0:008 (see Table V) for R180 at that
energy. A fine scan (0:1�E steps) near 135 GeV in R3
found the largest significance at 133 GeV, with slocal ¼
3:3�. We discuss the results near 133 GeV in considerably
more detail in Sec. VIII.

Since no globally significant lines were detected, we
have derived 95% confidence level (C.L.) upper limits on
the �-ray flux from spectral lines (���). We set upper

limits on nsigðE�Þ at the point where the log-likelihood

changes by 1.36 (2:71=2) with respect to the maximum.
Then, using the magnitude of the averaged exposure in
each ROI at the fit line energy [EROIðE�Þ], we can convert

the 95% C.L. upper limit on nsigðE�Þ to the 95% C.L. upper

limit on ���ðE�Þ, using

���ðE�Þ ¼
nsigðE�Þ
EROIðE�Þ : (15)

Note that we solve for the ���ðE�Þ limits generally. If

���ðE�Þ is associated with DM annihilation or decay, the

corresponding annihilation cross section or decay lifetime
can be solved for using specific DM model parameters
(e.g., J factors).
Figure 9 shows the flux upper limits in the R16 (Einasto-

optimized) ROI. Also shown are the expected limits and
expected 68% and 95% containment bands derived from
1000 single-power-law (no DM) MC simulations with
�bkg ¼ 2:4. Therefore, these containment bands represent

the expected statistical variation of a power-law distribu-
tion normalized to the number of events in the data set.

Using Eq. (B5) with
dN�

dE ðE�Þ ¼ 2	ðE� � E0Þ and

E� ¼ m�, we solve for the corresponding upper limits on

h�vi��, which are shown in Fig. 10 for the R3, R16, R41,

and R90 ROIs for the contracted NFW, Einasto, NFW, and
isothermal profiles, respectively. When directly compa-
rable, the upper limits on h�vi�� derived by Weniger

[20] are also shown. Note that the contracted NFW limits
are not compared, since significantly different ROIs were
used in this search compared to the search in Ref. [20].
Also, the isothermal limits are not compared, since differ-
ent values of rs were used.
R180 is optimized for searches for spectral lines from

WIMP decays (e.g., � ! ��). The flux upper limits are
related to the lifetime (
��) lower limits via Eq. (B6) with
dN�

dE ðE�Þ ¼ 	ðE� � E0Þ and m� ¼ 2E�, which are shown

in Fig. 11.
We present the flux upper limits in all five ROIs and the

relevant DM annihilation or decay limits explicitly in
Appendix E. Recall that we limited our search to energies
greater than 30 GeV in R3 (see Sec. III).
The limits presented do not include systematic errors.

As stated in Sec. VI B, the uncertainties of the exposure
(j	E=Ej< 0:16) and the energy dispersion modeling
(	nsig=nsig ¼ þ0:06

�0:12 ) contribute negligibly to the limits

when considered in quadrature with the statistical uncer-
tainties. On the other hand, the inferred uncertainties of 	f
from Table V can become significantly larger than the
statistical uncertainties at lower energies and for the larger
ROIs. In fact, the uncertainty of 	f from Table Vequals the
expected statistical uncertainty at 10 GeV (for R16 and
R41), 30 GeV (for R90), and 70 GeV (for R180).
Empirically, the limits presented in Figs. 10 and 11 gen-
erally lie within the expected statistical variations, indicat-
ing that the systematic uncertainties are not dominating the
statistical uncertainties.

VIII. THE LINELIKE FEATURE NEAR 133 GEV

The most significant fit from our search for spectral
lines is for E� ¼ 135 GeV in our smallest ROI, R3 (see
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Sec. VII). A fine scan (0:1�E steps) around this energy
in R3 found the largest significance at 133 GeV, with
slocal ¼ 3:3�. The finer scan reduces the potential nega-
tive bias from the grid spacing to 	nsig=nsig < 0:02 but

contributes to the trials factor. Using the procedure
described in Sec. VB, we estimate that if we had used
0:1�E steps everywhere, the effective number of indepen-
dent trials would be nt ¼ 295� 9, with which we extract
sglobal ¼ 1:5�.

This is the same feature that has been reported in the
unreprocessed PASS 7 data at 130 GeV [19–22]. The feature
has shifted from 130 GeV to 133 GeV in the reprocessed
data, as expected from the application of improved cali-
brations (see Appendix A). In the rest of this section, we
discuss the 133 GeV feature in detail.

A. Evolution of the 133 GeV feature with different
data sets and signal models

We studied how using reprocessed data and the 2D
energy dispersion model (see Sec. IV) affects the signi-
ficance of the observed feature in the two smallest ROIs
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(i.e., where the significances were the greatest): R3, opti-
mized for a contracted NFW profile, and R16, optimized
for the Einasto profile. Recall that for the R16 data set, we
removed events near bright 2FGL sources (see Sec. II A).

However, this masking only removes four events near
133 GeV within 3� of the Galactic center.
In order to better compare our results with the works

referenced above, we fit the P7CLEAN (unreprocessed) data
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FIG. 12. Fits for a line near 130 GeV in R3: (a) at 130 GeV in
the P7CLEAN data, using the 1D energy dispersion model (see
Sec. IV); (b) at 133 GeV in the P7REP_CLEAN data, again using
the 1D model; (c) same as (b), but using the 2D energy disper-
sion model (see Sec. IV). The solid curve shows the average
model weighted using the PE distribution of the fitted events.
Note that these fits were unbinned; the binning here is for
visualization purposes, and also that the x axis binning in (a)
is offset by 3 GeV relative to (b) and (c).
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FIG. 13. Fit for a line near 130 GeV in R16: (a) at 130 GeV in
the P7CLEAN data, using the 1D energy dispersion model (see
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in these ROIs with the 1D energy dispersion model that
does not incorporate parametrization with PE. The local
significances for fits at 130 GeV in R3 and R16 are 4:5�
and 3:9�, respectively [see Fig. 12(a) and 13(a)]. Since
these fits were motivated by results outside of our search,
we cannot estimate an effective trials factor, and we do not
quote global significances for these fits.

Using the 1D energy dispersion model and fitting the
P7REP_CLEAN at 133 GeV, we found local significances of

4:1� (R3) and 2:2� (R16) [see Fig. 12(b) and 13(b)]. It is
worth noting that 70%–80% of events in the P7CLEAN data
set are also in the P7REP_CLEAN data set, depending on
energy. Therefore, small differences in slocal are expected
when evaluated with the P7CLEAN or P7REP_CLEAN data
sets. We note in passing that the unmodeled slight smearing
caused by the time-dependent shift in the absolute energy
scale in the unreprocessed data degraded the energy reso-
lution by less than 5% relative to the performance for
P7REP_CLEAN.

Finally, when we used the 2D signal model, we found
that the fits at 133 GeV have local significances of 3:3�
(R3) and 1:6� (R16) [see Fig. 12(c) and 13(c)].

Fitting the P7REP_CLEAN data set with the 2D energy
dispersion model causes slocal to decrease by 20% in R3
and 27% in R16 compared to fitting with the 1D model.
Simulations predict that slocal should increase, on average,
by 15% in this case. A decrease by 20% or more occurred
in 2% of the simulations. The decrease in significance with
the 2D model implies that the clustering of events around
the peak energy as a function of PE in the flight data does
not match variations in instrument performance well; this
somewhat disfavors the interpretation of the 133 GeV
feature as a DM line.

To test if the feature persists with additional data, we
also extracted a P7REP_CLEAN data set in R3 that includes
data through December 12, 2012, and fit at 133 GeV.
Figure 14 shows the fit results to this 4.4-year data set

using both the 1D and 2D energy dispersion models. The
local significance for the 1D energy dispersion model is
3:7�, and it is 2:9� for the 2D energy dispersion model.
The significance decreased by �10% with the 4.4-year
data set relative to the 3.7-year data set. This is well within
the expected statistical fluctuations for either the signal or
the null hypothesis. Here again we do not quote global
significances for these fits, as the studies were performed
outside the context of our original search, and it is difficult
to estimate a trials factor.

B. Width of the feature near 133 GeV

We note that the 2D model predicts a slightly broader
energy distribution than the 1D model. As discussed in
Sec. VA, the 2D model depends on the PE distribution in
the data. In fact, by inspection, the feature in the flight data
appears to be narrower than both the 1D and 2D models,
e.g., Figs. 12(b) and 12(c). To quantify this, we scaled the
standard deviations of each of the three Gaussian functions
that together are used to model the energy dispersion in
each PE bin in the 2D model by a common scale factor
(s�), while also scaling the means to preserve the overall
shape of the model. This adds another degree of freedom to
the fit with signal relative to the background-only fit
(n ¼ 2). We then refit at 133 GeV in the R3 ROI; the
best-fit value was s� ¼ 0:32þ0:11

�0:07, as shown in Fig. 15.

The fit with s� increases the TS by 9.4 relative to the fit
without s�. In the case of scaling the 1D model, the fit
returns s� ¼ 0:44þ0:16

�0:13 (�TS ¼ 5:3). Prelaunch beam tests

indicated that the uncertainty of the energy resolution is
less than 10% of the measured resolution up to the maxi-
mum accessible beam energy of 280 GeV [31]. Therefore,
we conclude that the feature in the data is narrower than
our expected energy resolution by a factor of 2–3, and is
inconsistent with the expected resolution at the 2�–3�
level.
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FIG. 14. Fit for a line-signal signal at 133 GeV in R3 using a 4.4-year P7REP_CLEAN data set and (a) the 1D energy dispersion model;
(b) the 2D energy dispersion model. The solid curve shows the average model weighted using the PE distribution of the fitted events.
Note that these fits were unbinned; the binning here is for visualization purposes.
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C. 133 GeV feature in the control regions

We examine two control data sets that are expected to
contain little or no DM. The first was the Limb data set
(described in Sec. II A), while the second was a region
centered on the Galactic plane but excluding the Galactic
center, which we call the inverse ROI. The inverse ROI
contains a variety of �-ray sources but provides good
statistics and a reasonable sample of the astrophysical
backgrounds that we might expect from the Galactic
center. See Table II for event selection details.

1. The Earth Limb

Figure 16 shows the fit using our 2D energy dispersion
model (see Sec. IV) at 133 GeV to the Limb data, which
indicates a 2:0� excess. We calculated the fractional size
of the signal using Eq. (14) to be fð133 GeVÞLimb ¼
0:14� 0:07. The �-ray spectrum of the Limb is expected
to be featureless. Therefore, the appearance of a linelike
feature in the Limb at the same energy as the feature seen
in the Galactic center suggests that some of the 133 GeV
Galactic center feature may be due to a systematic effect.
We do note that the fractional size of the feature in the
Limb is smaller than observed in the smallest ROIs around
the Galactic center: fð133 GeVÞR3 ¼ 0:61� 0:19. We
also note that the significance of the feature in the Limb
is somewhat reduced in the P7REP_CLEAN data set relative
to the P7CLEAN data set, where fð130 GeVÞLimb ¼ 0:18.

The Limb is bright enough to be seen in the least
stringent �-ray selection, P7REP_TRANSIENT, which is

meant to be used to study transient phenomena like
�-ray bursts. The P7REP_TRANSIENT event class has
much higher rates of CR contamination than the
P7REP_CLEAN class, (�10 Hz compared to <0:1 Hz), as
it does not include some of the more stringent criteria
needed to achieve the Oð105Þ CR rejection required for
point source analysis. More details about the specific
event selection criteria for the various event classes are
available in Sec. 3.3 of Ref. [31]. We note for complete-
ness that the P7REP_TRANSIENT Limb event sample does
not show any feature at 133 GeV.
We have used the background subtraction technique

described in Sec. 5.3.1 of Ref. [31] on both the
P7REP_TRANSIENT and P7REP_CLEAN Limb samples to mea-

sure the �-ray efficiency going from the P7REP_TRANSIENT

to the P7REP_CLEAN selection as a function of energy. For
this study, we used 111� < �z < 113� for the signal region
and 108:5� < �z < 109:4805� and 114:4701� < �z <
115:5� for the background regions. The specific angles
were chosen such that the signal and background regions
contain the same solid angle. The �z distributions for the
signal and background regions, as well as the extracted
efficiencies are shown in Fig. 17. The predicted efficiency
based on the P7REP_TRANSIENT and P7REP_CLEAN IRFs and
the observing profile for the Limb is also shown for com-
parison. While the predicted efficiency is smooth and
featureless, the flight data suggest dips in efficiency above
and below 133 GeV. The efficiency at 120 GeV is�80% of
the MC prediction, and �60% for the dip above 133 GeV.
We performed MC simulation studies with background-

only event samples, modified the exposure correction
�ðEÞ, based on the data-to-MC efficiency ratio from
Fig. 17, and estimated the expected induced fractional
signal when fitting with our 1D PDF. In all cases, the
average induced fractional signal was less than 3%.
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FIG. 16. Fit at the 133 GeV line to the Limb data
(P7REP_CLEAN) using the 2D energy dispersion model. The solid
curve shows the average model weighted using the PE distribu-
tion of the fitted events. Note that these fits were unbinned; the
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FIG. 15. Fit to a �-ray line at 133 GeV in the 3.7-year
P7REP_CLEAN R3 data using the 2D model, including a scale

factor for the width of the energy dispersion. The solid curves
show the average model weighted using the PE distribution of
the fitted events. The best-fit width of the energy resolution was
s� ¼ 0:32þ0:30

�0:13ð95%C:L:Þ of that predicted from MC simula-

tions. The dotted line shows the best-fit curve with s� fixed to
1.0. Note that when s� is allowed to vary, the signal model
includes two more degrees of freedom than the null hypothesis,
so slocal is less than
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TS

p
. Also, note that these fits were

unbinned; the binning here is for visualization purposes.
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However, we do not have adequate statistics to measure the
efficiency in finer energy bins and cannot rule out narrower
substructures contributing to an induced signal. Also, we
observed in these simulations a systematic bias in the fitted

spectral index of 	�bkg ��0:05, which in turn caused the

fits to be more affected by upward statistical fluctuations
near the fit energy and broadened the distribution of nsig by

�20%–30%.
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FIG. 17. Measurement of the P7REP_TRANSIENT-to-P7REP_CLEAN efficiency using the Limb control sample: (a) The distribution of �z
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Therefore, although suggestive, we do not believe that
the measured variations in �-ray efficiency provide a
complete explanation for the observed feature of
fð133 GeVÞLimb ¼ 0:14, which is well outside the range
of induced signals seen in the Limb, which are typically
less than f ¼ 0:05; see Sec. D 7 a. The potential origin of
the features observed in the transient-to-clean efficiency
observed in the Limb data is discussed further in
Sec. VIII D.

In Fig. 17(a), it is clear that in the P7REP_CLEAN selection
the �z background regions contain very few events; in fact,
the exposure for the Limb sample is over 400 times smaller
than for the Celestial sample; therefore, the expected cross
contamination of the Limb sample from a signal of �25
events at the Galactic center would be less than a single
event.

2. The inverse ROI

As a further control study, we also searched for fea-
tures elsewhere along the Galactic plane. We define the
inverse ROI A to be events with jbj< 10�, excluding a
20� � 20� square in the Galactic center in the Celestial
data set. In addition to A, we also examined inverse
ROIs B and C, which are subsets of inverse ROI A
with jbj> 1� and jbj< 1�, respectively. Figure 18
shows the results of fits for lines at 133 GeV in the
three inverse ROI regions. Regions A, B, and C show no
indication of a linelike feature at 133 GeV with slocal >
1:1�. We also scanned using 20� � 20� ROIs along
the Galactic plane, resulting in 17 independent fits.
Figure 18(d) shows the results from the fit at 133 GeV
with the greatest statistical significance, where slocal ¼
2:0�. Thus, we find no clear indication for a 133 GeV
line feature in these inverse ROI control data sets.

D. Examination of the events
contributing to the 133 GeV feature

We have examined many aspects of the events contrib-
uting to the 133 GeV feature and compared them to events
at nearby energies as well as with MC simulations. Within
the limited statistics available, the events contributing to
the 133 GeV feature exhibit few particularly striking char-
acteristics. The two most notable features are as follows:
(1) The consistency between the reconstructed direction

as estimated by the tracker and the primary axis of
the energy deposition in the calorimeter is some-
what worse in the flight data than in the MC simu-
lations (Fig. 19). The disagreement was even greater
before reprocessing the data with updated calorime-
ter calibration constants. This disagreement is seen
in several quantities that contribute strongly to de-
termining PE, so it is unsurprising that PE tends to
have slightly lower values in the flight data, or that
the data-MC agreement of the PE distribution has
improved with the reprocessed data (see Fig. 5). We
also note that, with the available statistics, the flight
data from R16 are consistent with the distribution
from the entire sky.

(2) The � distribution of the events contributing to the
133 GeV feature is marginally different statistically
than for events at other energies and the MC pre-
dictions. This is discussed in more detail in
Sec. VIII E.

E. � dependence of the 133 GeV feature

Several authors have reported a � dependence of the
prominence of the spectral feature in both the Limb and
Galactic center data sets, which is unexpected [27–29].
Our results are broadly consistent with those previously
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FIG. 19. Two measures of the calorimeter-tracker event direction agreement for events with 125 GeV< E0 < 145 GeV: (a) The
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reported; the feature appears with a larger statistical sig-
nificance in data sets of events with smaller incident an-

gles. To study this near the Galactic center, we fit for a line
at 133 GeV in R16 in two � ranges: � < 50� and � > 50�.
This ROI was chosen for this study to have enough events
to separately consider both � ranges. Figure 20 shows the

fit results in both � ranges. There is no evidence of any
feature at 133 GeV from events with � > 50�, while the fit
using events with � < 50� indicates a feature at 133 GeV
with slocal ¼ 1:9�. Though there are fewer events with

� > 50�, the observed fractional size from the events

with � < 50�, fðE� ¼ 133 GeVÞ�<50� ¼ 0:18 should

scale to produce a feature with 1:0� given the number of

events with � > 50�; see Eq. (14).
Similarly, we split the Limb data set into the same ranges

of �. For events with � < 50�, the significance is slocal ¼
2:6�, while for the events with � > 50�, the significance is
slocal ¼ 0:0� (see Fig. 21).

IX. DISCUSSION AND SUMMARY

We have performed a search for �-ray spectral lines

from 5–300 GeV in five ROIs defined a priori to optimize

sensitivity for various DM density profiles. This search was

performed using 3.7 years of data that have been reproc-

essed using updated calorimeter calibration constants and

the 2D energy dispersion model that includes information

about the event-by-event energy reconstruction quality.
We found no globally significant spectral line signals,

and we present flux upper limits for monochromatic
sources (see Tables VII, VIII, IX, and X). For a particular
DM density profile for the Milky Way, the flux upper limits
can be translated to annihilation-cross-section upper limits
or decay-lifetime lower limits. Figure 10 shows the
95% CL upper limits on h�vi�� for the contracted NFW

(R3), Einasto (R16), NFW (R41), and isothermal (R90)
DM density profiles for the ROIs that provide the best
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sensitivity. Also shown are the 95% C.L. lower limits on
the decay lifetime (
��) for the R180 ROI, assuming a

NFW profile. The cross section upper limits have been
improved in some cases by a factor of several relative to
the LAT Collaboration two-year limits [18] and represent
an extension of the search range from 7–200 GeV to
5–300 GeV.

Our new velocity-averaged cross section limits lie in the
range h�vi�� � 10�29–10�27 cm3 s�1, with the precise

limit depending on the WIMP mass and the DM density
profile assumed for the Milky Way; cuspier profiles and
lower masses are constrained more strongly. The limits are
a factor of �5–5000 times below the canonical thermal
relic cross section of h�viWIMP � 3� 10�26 cm3 s�1 and
therefore strongly constrain models in which DM particles
can annihilate to standard model particles through tree-
level diagrams. However, since DM is constrained to be
electrically neutral to a very good approximation, WIMP
interactions in most models produce monochromatic pho-
tons only through higher-order processes, the cross sec-
tions of which are typically suppressed by 3 or more orders
of magnitude. This means that our limits do not disfavor
the WIMP hypothesis in general.

Our two most significant fits occurred at 6 GeV in R180
and at 133 GeV in R3. While the fit at 6 GeV in R180 has a
relatively large TS value, the signal fraction (1%)
was similar to the expected systematic uncertainty of f�
0:008 for R180 at that energy.

Reports of a linelike feature in the Galactic center using
the public data have appeared in the literature [19,20,22].
The authors calculated the flux of the source producing
the linelike feature to be �2� 10�10 cm�2 s�1, which is
not ruled out by our 95% C.L. ��� limits in R3 (3:4�
10�10 cm�2 s�1 for E� ¼ 135 GeV, see Table X).

Additionally, these reported fluxes are similar to the
mean value obtained from our fit at 133 GeV in R3 of
�R3

��ðE� ¼ 133 GeVÞ ¼ 1:9� 10�10 cm�2 s�1.

The fit at 133 GeV in R3 yields slocal ¼ 3:3� with
fð133 GeVÞR3 ¼ 0:61, which is larger than any of the
systematic effects summarized in Sec. VI (see Table IV)
and is larger than the feature seen at 133 GeV in the Limb:
fð133 GeVÞLimb ¼ 0:14. Also, if the feature is due to an
instrumental effect, one would have expected it to appear
in the spectra of � rays from the inverse ROI, which it does
not. Therefore, the 133 GeV feature in R3 cannot be
entirely explained in terms of known systematic effects.
However, as discussed in Sec. VIII, the 133 GeV feature
does have certain characteristics that disfavor interpreting
it as a DM signal. The fit significance reduces when using
the 2D energy dispersion model, making the global sig-
nificance of the feature sglobal ¼ 1:5�. This decrease in

significance is in large part due to the 133 GeV feature
being much narrower than the LAT energy resolution, and
not being present in events with � > 50�. More data and
study are needed to clarify the origin of this feature.

Two ongoing developments will help to resolve the
question of the origin of the 133 GeV feature and also
benefit future line searches:
(1) Beginning October 2012, the LAT started collecting

more data from the Limb through weekly two-orbit
pointed observations at the orbital pole. This change
alone should increase the available Limb data set by
�40% over the next year and will decrease the
current statistical limitations at high energies
(>100 GeV) in the Limb. Additional Limb data
can also be collected during ‘‘target of opportunity’’
pointed observations if Limb tracing is implemented
while the target is occulted by the Earth. These data
will help to constrain the uncertainties from narrow
features in the effective area, which are among the
dominant sources of potential systematic uncertain-
ties that may induce a false signal.

(2) Almost every aspect of the LATevent reconstruction
and selection algorithms has been rewritten in the
new and upcoming PASS 8 versions. Expected im-
provements most relevant to a line search are an
increased effective area at all energies and an
improved energy resolution, particularly at higher
energies [43]. Furthermore, aside from any perform-
ance improvements, given the scope of the changes
in PASS 8, systematic biases associated with the
event reconstruction and selection in PASS 8–based
analyses are likely to be uncorrelated with similar
biases in PASS 7–based analyses, which will help
clarify if the feature at 133 GeV is a systematically
induced artifact.
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APPENDIX A: PASS 7 DATA REPROCESSING

In 2012, the LAT Collaboration reprocessed all of the
data from the mission to date with updated calibrations for
the instrument subsystems, but with the same reconstruc-
tion and event-level analysis algorithms as the previously
released PASS 7 data.

The primary goal of this reprocessing was to incorporate
improved calibrations of the measurement of the light
asymmetry between the ends of the calorimeter crystals.
This asymmetry is used to derive position information that
is critical to measuring the centroid and axis of the elec-
tromagnetic shower in the calorimeter. See Fig. 12 of
Ref. [31] for an illustration of the calorimeter shower,
including the centroid and axis. Above a few GeV, both
the centroid and axis of the electromagnetic shower are
useful in constraining the event reconstruction in the
tracker, which would otherwise be degraded because of
the increased event complexity at these high energies
caused by the backscattering of particles from the calo-
rimeter back into the tracker. Specifically, using the calo-
rimeter shower centroid as an additional constraint on the
event direction can significantly reduce the tails of the PSF.
Furthermore, the consistency between the tracker direction
solution and both the calorimeter shower axis and the
centroid are powerful discriminators between � rays and
CR background events (see Sec. 3.4.3 of Ref. [31], in
particular items 3 and 4 in the bulleted list).

The updated calibrations also corrected for a small
(�1% per year) expected degradation in the light yield
of the calorimeter crystals that had been measured in the
flight data (see Fig. 73 of Ref. [31] and the accompanying
text). Consequently, the absolute energy scale has shifted
up by a few percent in an energy- and time-dependent way.
This has caused the feature reported at 130 GeV with PASS

7 data to shift to 133 GeV with PASS 7REP data.

APPENDIX B: REGION OF INTEREST
OPTIMIZATION

Following Bringmann et al. [20] and Weniger [19], we
have adopted a method for defining optimized ROIs
by comparing the signal � rays expected from WIMP
annihilation or decay, assuming a specific density profile,
to the background � rays expected from astrophysical
processes. Unlike Bringmann et al. [20] and Weniger
[19], who estimated the expected �-ray background from
the LAT �-ray data, we used the gtobssim ScienceTool to
simulate two years of LAT observation of the expected

backgrounds based on the standard LAT models of diffuse
emission from the Galaxy and isotropic emission. The
differential �-ray flux from the annihilation of self-
conjugate WIMPs is

�
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where the integration is performed over the square of the
DM mass density (�) along the line of sight, h�vi is
the velocity-averaged annihilation cross section, m� is

the WIMP mass, and dN�=dE is the differential �-ray

yield per annihilation. The differential �-ray flux from
WIMP decays is
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where 
 is the DM particle lifetime. The total signal from
DM is given by an integration over the ROI,
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for annihilations, and
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for decays. The integral
R
ROI dJ

d� d� is commonly referred

to as the ‘‘J factor’’ and represents the astrophysical com-
ponent of the DM flux calculation.
We define our ROI as a circular region of radius RGC

centered on the galactic center. We additionally mask a
rectangular region along the Galactic plane with jbj<�b
and jlj> �l. This ROI definition excludes emission from
the off-center Galactic plane, where the astrophysical
background is largest and the expected DM contribution
is relatively small.
To remove the Galactic plane, we set �b ¼ 5�. We then

optimize the remaining ROI parameters (RGC and �l)
for each of our four models of the MW DM halo.
Note that because our fits are background dominated at
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all but the highest energies, the optimization is insensitive
to any prefactor in the signal model. Specifically, we max-
imize the signal-to-noise ratio (S=N) defined for a given
ROI as

S=NROI ¼
R
ROI

R
FOV Sðp̂ÞEðp̂Þd�v̂d�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR

ROI
R
FOV Bðp̂ÞEðp̂Þd�v̂d�

q ; (B7)

where E is the exposure, and S andB are the intensities of �
rays in the direction p̂ from DM and diffuse backgrounds,
respectively. We model the spatial distribution of the dif-
fuse background by integrating the � rays between 10 and
100 GeV from a simulation of two years of LAT observa-
tions using gtobssim and the recommended templates for
the isotropic and Galactic diffuse emission. The optimiza-
tion results do not change significantly when only back-
ground events with energies from 10 to 30 GeV or 30 to
100 GeV are used. Therefore, this method appears not to
have a strong dependence on the energy range (above
10 GeV).

The value of �l ¼ 6� is close to optimal for all but the
contracted NFW profile, which is not affected by the
Galactic plane mask. In the case of annihilating DM,
there is a strong dependence of RGC on the shape of the
inner profile. The smallest ROIs are preferred for the
profiles with the largest central densities. Figure 22
shows S=NROI normalized to its maximum value as a
function of the ROI parameters �l and RGC evaluated
from 0.5�–30� and 0.5�–180�, respectively. Note that in
Fig. 22, RGC (a) and �l (b) have been fixed at their
optimal values.

For the contracted NFW profile, the optimal RGC is
found at the smallest radius considered (0:5�), which

is at the characteristic scale of the LAT PSF at 1 GeV.
Optimization of the ROI with RGC & 0:5� would
require convolving the DM signal profile with the
LAT PSF and require a different, more complicated
analysis than the one presented in this paper. In the
case of decaying DM, the optimal ROI parameters are
nearly independent of the shape of the DM distribution,
preferring a large optimal RGC for all four profiles
studied.
We define a set of five ROIs with a fixed Galactic

plane mask (�l ¼ 6� and �b ¼ 5�) and the following
values of RGC: 3� (R3), 16� (R16), 41� (R41), 90�
(R90), and 180� (R180). We use the smallest ROI (R3)
to search for a signal compatible with the contracted
NFW profile. In this instance, the ROI size of 3� was
intentionally chosen to be larger than the region with the
best S=N. For the contracted NFW profile, the S=N of
R3 is reduced by 40% when compared to the smallest
circular region in our optimization scan (RGC ¼ 0:5�).
On the other hand, by using a larger search region, the
analysis is less dependent on the LAT PSF. Additionally,
we limit the search in R3 to spectral lines above 30 GeV.
At these high energies, emission from known �-ray
sources is at least an order of magnitude dimmer than
the Galactic diffuse emission integrated over R3. Thus,
we also avoid complications from point sources and no
longer need to apply a source mask (see Table II). This
allows us to use all of the events in this already small,
event-limited ROI.
The ROIs R16, R41, and R90 were chosen to optimize

the sensitivity to annihilating DM assuming the Einasto,
NFW, and isothermal halo models, respectively. Finally,
we chose a large ROI (R180), which is close to
optimal for decaying DM models. R180 is also similar
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FIG. 22 (color online). Evaluation of the optimal values of �l and RGC. The plots show S=N as a function of (a) �l and (b) RGC

normalized to the maximum for different DM density profiles (see legend) for DM annihilations (solid lines) and decays (dashed lines).
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to the ROI used in the previous LAT Collaboration line
search [18].9

APPENDIX C: LIKELIHOOD FORMALISM

Many Fermi-LAT analyses, and many of the
ScienceTools, follow the likelihood formalism of Mattox
et al. [44] to test hypotheses about the spatial and spectral
distribution of observed � rays. In this paper, we have
made several assumptions and approximations to derive
the parametrized likelihood function that we used for our
analysis. In this appendix, we discuss those assumptions
and approximations.

1. General formalism

We test the hypothesis that the distribution of measured
energies E0, directions p̂0, arrival times t, and other ob-
servable parameters ~s comes from a model of the total
source fluxes, SðE; p̂Þ, where E and p̂ are the true ener-
gies and directions of the incident � rays. This testing
requires a representation of the response of the LAT:
RðE0; p̂0;E; p̂; ~s; tÞ. Note that ~s represents event parame-
ters (e.g., PE, or the tracker layer at which the �-ray
converted), as well as the event selection (e.g.,
P7REP_CLEAN).

In practice, we parametrize the instrument response as a
function of the �-ray direction in the LAT reference frame,
v̂. Furthermore, since the LAT performance has changed
little over the course of the mission, we use a single
representation for the entire mission. Therefore, we ex-
press the instrument response as RðE0; p̂0;E; v̂ðt; p̂Þ; ~sÞ,
where we have explicitly indicated that the reference frame
of the LAT rotates with respect to the celestial frame by
writing the time dependence of v̂. From here on, we
suppress the dependencies of v̂ on t and p̂.

The parametrization provided with the ScienceTools
factors the instrument response into three parts:

(1) The effective collecting area for � rays for a given
E, v̂ and ~s: AeffðE; v̂; ~sÞ.

(2) The PSF, i.e., the probability density to reconstruct
an incident direction p̂0, for a given E, p̂, v̂ and ~s:
Pðp̂0; p̂; E; v̂; ~sÞ.

(3) The energy dispersion, i.e., the probability density
to measure E0, for a given E, v̂ and ~s: DðE0;E; v̂; ~sÞ.

Note that by factoring the instrument response in this
way, we implicitly assumed that the spatial dispersion
and energy dispersion are uncorrelated for given E, v̂
and ~s.

We can obtain the predicted �-ray distribution,
MðE0; p̂0; ~sÞ, by convolving the source flux models with
the IRFs and integrating over the spatial, energy, and time
ranges of interest:

MðE0; p̂0; ~sÞ ¼
ZZZ

SðE; p̂ÞAeffðE; v̂; ~sÞPðp̂0; p̂; E; v̂; ~sÞ
�DðE0;E; v̂; ~sÞd�dEdt: (C1)

We make a few approximations to simplify this expres-
sion, and to improve the computational efficiency of the
analysis:
(1) The performance variation as a function of the angle

with respect to the boresight (�) is much larger than
the performance variation as a function of the azi-
muthal angle (�). In fact, for long-term observa-
tions, averaging the LAT response over azimuth is a
very good approximation. Therefore, although the
standard IRFs used are parametrized in terms of �
and �, we ignore the � dependence, i.e.,
AeffðE; �; ~sÞ and DðE0;E; �; ~sÞ.

(2) We calculate the ‘‘observing profile’’ tobsð�; p̂Þ, i.e.,
the distribution of observing time with incident
angle, by integrating the time that a particular di-
rection in the sky is at a particular direction in the
LAT reference frame.10 We can also precompute
the exposure as a function of � for each direction
in the sky, EðE; �; ~sÞ ¼ AeffðE; �; ~sÞtobsð�; p̂Þ.

(3) We assume that we can neglect the effect of the
PSF. This is equivalent to assuming the PSF is
small compared to changes in the product of the
exposure and the source intensity. Since we are
masking bright point sources, this is a reasonable
approximation.

We can then express the predicted counts spectrum in
terms of the livetime cube:

MðE0; p̂; �; ~sÞ ¼
Z

SðE; p̂ÞAeffðE; �; ~sÞtobsð�; p̂Þ
�DðE0;E; �; ~sÞdE: (C2)

Furthermore, we do not have particularly strong a priori
knowledge about the morphological details of the DM line
signal, and the astrophysical backgrounds have substantial
uncertainties. Therefore, for each ROI we analyze, we
choose to integrate over the ROI and perform the fit only
in the energy domain. We note that while some authors
have chosen to retain the spatial information in their
fitting procedures (e.g., Ref. [22]), others have not (e.g.,
Ref. [20]). While including spatial information in the fit
increases sensitivity, one must chose a specific DM hy-
pothesis to test. By integrating over the ROI, we are able to
test for the existence of a monochromatic source generally.
After integrating the model over the ROI and the FOV,

we obtain a predicted counts spectra that we can compare
with observations:

9The previous LAT Collaboration line search used a Galactic
plane mask with �l ¼ 10� and �b ¼ 10�.

10The gtltcube tool calculates the observing profile for each
direction in the sky, which is often called the ‘‘livetime cube.’’
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CðE0; ~sÞ ¼
Z ROI Z FOV

MðE0; p̂; �; ~sÞd�v̂d�: (C3)

By further integrating over the fit energy band, we can
obtain the total number counts predicted by the model:

npred ¼
Z

CðE0; ~sÞdE0: (C4)

This also allows us to split the predicted counts spectrum
into a normalized probability density function FðE0; ~sÞ
times the number of counts (n, which we will treat as a
free parameter of the fit):

CðE0; ~sÞ ¼ nFðE0; ~sÞ; (C5)

where FðE0; ~sÞ is defined by

FðE0; ~sÞ ¼ CðE0; ~sÞ
npred

: (C6)

Note that while n is just a scalar quantity that is varied by
the likelihood minimizer, npred is a normalization integral
that must be calculated from Eq. (C4).

In the particular case of a line search, we separate the
source model into the contributions from a �-ray line, Ssig,

and those fromall other astrophysical sources, Sbkg, such that

SðE; p̂Þ ¼ SsigðE; p̂Þ þ SbkgðE; p̂Þ: (C7)

And likewise, we separate the predicted counts distributions:

CðE0; ~sÞ ¼ CsigðE0; ~sÞ þ CbkgðE0; ~sÞ: (C8)

For a binned likelihood analysis, we compute the log
likelihood as the sum of the logarithm of the Poisson
probability to observe nobs events in a particular bin in E0
and PE, given that the model predicts npred:

lnLb ¼
Xbins
i

nobsi lnn
pred
i �Xbins

i

n
pred
i : (C9)

For an unbinned likelihood analysis, we instead compute
the sum of the log likelihood of the individual events based
on the predicted distribution:

lnLu ¼ Xevents
i

lnCðE0
i; ~sj ~�Þ � Ctot; (C10)

where Ctot is the total number of � rays predicted by the
model, and ~� represents the model parameters, such as E�

and �bkg.

2. Line search signal model

We can factor the signal model into the photon spectrum
and spatial intensity Isigðp̂Þ, and explicitly write the photon
spectrum as a delta function at the line energy E�:

SsigðE; p̂jE�Þ ¼ Isigðp̂Þ	ðE� E�Þ: (C11)

We then express the model in terms of the total number of
signal counts, nsig, which will become a free parameter in

our fit, and the total predicted number of counts, npredsig :

CsigðE0; ~sjE�Þ

¼nsig
Z ROIZ FOVDðE0;E�;�; ~sÞIsigðp̂ÞEðE�;p̂;�; ~sÞ

npredsig

d�v̂d�;

(C12)

where the normalization term n
pred
sig must be calculated

using

n
pred
sig ¼

ZZ ROI Z FOV
DðE0;E�; �; ~sÞIsigðp̂Þ

� EðE�; p̂; �; ~sÞd�v̂d�dE0: (C13)

3. Line search background model

Empirically, at GeV energies, the spectrum of diffuse
emission for relatively large regions of the sky is quite
smooth. Thus, in our ROIs, it can be well modeled as a
power law for the relatively narrow (�1=2 decade)
energy intervals we are fitting. Furthermore, by design
the energy dispersion is much smaller than the fit energy
ranges (recall, we fit in �6�E ranges). Thus, for the
background model, we approximate SbkgðE; p̂Þ to have a

single-power-law dependence and write the spatial
dependence as Ibkg. Also, the energy resolution varies

fairly slowly with energy and changes only slightly
across any given fit range; therefore, we treat the energy
dispersion as 	ðE0 � EÞ.
With these approximations, we can express the

background model in terms of the total number of
counts, nbkg, which will become a free parameter in

our fit:

CbkgðE0; ~sj�bkgÞ ¼ nbkg
1

npredbkg

�
E0

E0

���bkg

�
Z ROI Z FOV

Ibkgðp̂Þ
� EðE0; p̂; �; ~sÞd�v̂d�: (C14)

Note that normalization n
pred
bkg depends on �bkg and must be

calculated using

npredbkg ¼
ZZ ROI Z FOV

�
E0

E0

���bkg

Ibkgðp̂Þ
� EðE0; p̂; �; ~sÞd�v̂d�dE0: (C15)

4. Energy dispersion parametrization

In this paper we use two parametrizations of the
energy dispersion, depending on the study being
performed:
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(1) We use an energy quality estimator, PE, in our
predicted counts model and integrating over �;
in this case our predicted ‘‘2D’’ counts model
depends on E0 and PE: CðE0; PE; ~sÞ. We use this
parametrization for all of the fits except those listed
below.

(2) We obtain a simpler ‘‘1D’’ model of the energy
dispersion at the price of a 15% loss of sensitivity
by averaging the energy dispersion over �. We use
this approach when finely scanning the Galactic
plane for spectral features (Sec. D 7 b) and for
the pseudoexperiments we used to estimate the
effective trials factor (Sec. VB) and the effects of
the dips in efficiency we observed in the Limb data
(Sec. VIII C 1), as it is computationally much faster
than the 2D parametrization.

We derive the energy dispersion models for both formula-
tions below.

a. Energy dispersion parametrized by energy only

We can obtain the simpler ‘‘1D’’ form of the energy
dispersion model by averaging the instrument response
across the FOV as well as the ROI.

For the signal model, the spatial integrals give the factor
needed to reweight the contributions to the energy disper-
sion model. However, since the intensity of the signal is
brightest toward the Galactic center, and in fact markedly
so for some of the DM models considered, we simply pick
the Galactic center out of the integral [i.e., Isigðp̂Þ ¼
I0	ðp̂ ¼ p̂GCÞ]. Therefore, we can define an effective
energy dispersion model:

DeffðE0;E�; ~sÞ ¼
Z FOV

DðE0;E�; �; ~sÞ

� I0EðE�; �; p̂GC; ~sÞ
n
pred
sig

d�v̂: (C16)

In practice, we perform the integration by reweighting
an isotropically generated MC sample of � rays to match
the � distribution and fitting for the energy dispersion
parameters (see Appendix C, Sec. C 5).

Given the effective energy dispersion, we can write the
signal model as

CsigðE0; ~sjE�Þ ¼ nsigDeffðE0;E�; ~sÞ: (C17)

For the background model, the spatial integrals give us
the energy-dependent exposure correction

�ðE0; ~sÞ ¼
Z FOV Z ROI Ibkgðp̂ÞEðE0; p̂; �; ~sÞ

n
pred
bkg

d�d�v̂;

(C18)

so that we can write the background model as

CbkgðE0; ~sj�bkgÞ ¼ nbkg

�
E0

E0

���bkg

�ðE0; ~sÞ: (C19)

Putting together the signal and background models, we
have

CðE0; ~sj ~�Þ ¼ nsigDeffðE0;E�; ~sÞ þ nbkg

�
E0

E0

���bkg

�ðE0; ~sÞ;
(C20)

where the model parameters are E� (held fixed), �bkg, nsig
and nbkg. While E� and �bkg are physical quantities, we

must use the exposure and intensity maps to extract the
source fluxes from nsig and nbkg.

b. Energy dispersion parametrized by energy and PE

If we are considering an energy dispersion model
that includes the energy quality estimator PE, then we
must factor out PE from the instrument response. In par-
ticular, we consider the distribution of PE, wðPE;E; �; ~sÞ,
such that

AeffðE; �; PE; ~sÞ ¼ AeffðE; �; ~sÞwðPE;E; �; ~sÞ; (C21)

with the normalization constraint

Z
wðPE;E; �; ~sÞdPE ¼ 1 (C22)

for all E, � and ~s.
We can now include PE in the expression for our ex-

pected counts spectrum and integrate over the FOV, the
ROI, and E. In this way, we can define an effective energy
dispersion model for the ROI:

DeffðE0;E�; PE; ~sÞ
¼

Z FOV Z ROI
DðE0;E�; �; PE; ~sÞ

� Isigðp̂ÞEðE�; p̂; �; ~sÞ
npredsig

wðPE;E�; �; ~sÞd�d�v̂: (C23)

At this point, we assume that the distribution of PE

for E� and all � is adequately modeled by the total

observed distribution of PE in the ROI; i.e., we replace
wðPE;E�; �; ~sÞ with wsigðPE; ~sÞ and remove it from the

spatial integrals. Rather than obtaining DeffðE0;E�; PE; ~sÞ
by explicitly performing the above integrals, we assume
that it is reasonably well modeled by a distribution of
isotropically generated � rays (i.e., we obtain the model
by interpolating in energy between the parameters obtained
from fitting to the ‘‘isotropic-monochromatic’’ samples
described in Sec. II B).
With these approximations, we can write the predicted

counts distribution as
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CsigðE0; PE; ~sjE�Þ ¼ nsigDeffðE0;E�; PE; ~sÞwsigðPE; ~sÞ:
(C24)

On the other hand, for the background, we are neglecting
the energy dispersion and modeling the spectrum as a
power law:

CbkgðE0; PE; ~sj�bkgÞ

¼ nbkg

�
E0

E0

���bkg
Z FOV Z ROI Ibkgðp̂ÞEðE0; p̂; �; ~sÞ

npredbkg

� wðPE;E
0; �; ~sÞd�d�v̂: (C25)

As for the signal case, we assume the distribution of
PE for all E0 and � is adequately modeled by the total
observed distribution of PE in the ROI and remove it from
the spatial integrals, which we then replace with the
energy-dependent exposure correction from Eq. (C18).
This gives us the following background model:

CbkgðE0; PE; ~sjE�Þ ¼ nbkg

�
E0

E0

���bkg

�ðE0; ~sÞwbkgðPE; ~sÞ:
(C26)

Combining the signal and background models, we
obtain

CðE0; PE; ~sj ~�Þ ¼ nsigDeffðE0;E�; PE; ~sÞwsigðPE; ~sÞ

þ nbkg

�
E0

E0

���bkg

�ðE0; ~sÞwbkgðPE; ~sÞ;
(C27)

where the fit parameters ~� are the same as for the
previous case.

In practice, we take the model for the distribution of PE

for both the signal and background from the flight data in
the ROI, i.e.,

wbkgðPE; ~sÞ ¼ wsigðPE; ~sÞ ¼ wROIðPE; ~sÞ: (C28)

A subtlety exists in this last approximation: the �
distribution of �-ray directions differs for the signal and
background � rays, because of differences in the spatial
morphology, or because of CR contamination in the
background �-ray sample. This means that this last
approximation might be wrong in slightly different ways
when applied to the signal or background. This is the
so-called ‘‘Punzi effect’’ [45]. We consider this further in
Appendix D, Sec. D 4.

5. Calculating the effective energy dispersion
and exposure corrections

We absorbed many details about the morphology of the
flux models and spatial variations of the exposure into
the calculations of effective energy dispersion and the
energy-dependent exposure corrections.
Practically speaking, we can create an effective

energy dispersion model with MC simulations by re-
weighting events from an isotropically generated sample
to match a particular observing profile tobsð�; p̂Þ applying
the event selection criteria and fitting the parameters of
DeffðE0;E�; PE; ~sÞ to the resulting energy dispersion distri-
bution. The observing profiles and corresponding effective
energy dispersion models for several different directions in
the sky are shown in Fig. 23. Since the observing profile for
the Galactic center is so close to uniform, and since the
variation in resolution is already described by the PE

parameter, when generating the 2D PDF, we elected
not to reweight the events and simply interpolated
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FIG. 23. Effect of variations in observing profiles on the energy dispersion model: (a) Observing profiles, tobsð�; p̂Þ, for several
directions with the same right ascension as the Galactic center, but different declinations (�30�, �60�, and �90�). (b) The
corresponding energy dispersion models for E ¼ 100 GeV.
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the parameters obtained from the fits to the isotropic-
monochromatic MC samples (Sec. II B).

APPENDIX D: STUDIES OF SYSTEMATIC
UNCERTAINTIES

In this appendix, we provide details about sources
of systematic uncertainty and describe the studies we
performed to quantify the particular effects.

1. Uncertainties and approximations of the exposure

We convert our counts limits to flux limits by using the
average exposure in the ROI [see Eq. (15)]. The LAT
observes the sky with approximately uniform exposure,
and the rms variation of the exposure in each ROI ranges
from j	E=Ej< 0:01 in R3 up to j	E=Ej ¼ 0:10ð0:13Þ in
R180 at 5 GeV (300 GeV). (The off-axis effective area
decreases at higher energies, causing the exposure to be
slightly less uniform.)

The Fermi-LAT Collaboration has estimated that the
overall uncertainty of the effective area is 10% for energies
>10 GeV and decreases to 8% at �5 GeV [31]. For
simplicity, in this analysis we have chosen to assign a
10% uncertainty from the overall effective area at all
energies. This uncertainty causes a corresponding
j	E=Ej ¼ 0:10 uncertainty in the exposure. Adding this
effect in quadrature with the variation in exposure between
the ROIs yields 0:10< j	E=Ej< 0:16 as the overall range
of relative uncertainty.

2. Uncertainties in the energy resolution

The error in the measurement of the energy resolution
was measured in beam tests and found to be better than
10% for energies up to 280 GeV [31]. To test how a
different energy resolution would affect our limits, we
scaled the standard deviations of all the Gaussians in the
2D energy dispersion model (see Sec. IV) by a common
scale factor of 1.1 or 0.9, while also scaling the means to
preserve the shape, and then fit to MC simulations con-
taining a line. We found that the relative error on the best-
fit number of signal events (	nsig=nsig) was proportional to

the width scale factor used in the fit. If the fit model was too
narrow, it underfit the number of signal counts. However, if
the fit model was too wide, then it overfit the number of
signal counts. The constant of proportionality between
	nsig=nsig and the model scale factor was 0.7. Therefore,

fitting with a model that was 10% too narrow would, on
average, underfit the number of signal counts by 7%. We
found similar variation in the expected limits in
background-only MC simulations.

3. Intrinsic width of the �-ray emission

In the context of this analysis, any intrinsic width of
the �-ray emission, e.g., from the Z width in Z� final
states, would manifest very similarly as an unmodeled

increase in the energy resolution. We note that even if
the intrinsic width of the emission were 50% of the energy
resolution, when convolved with the energy resolution, it
would only increase the width of the observed spectral
feature by 11%. As stated in Appendix D, Sec. D 2, this
would cause us to underestimate the signal by 7%.
Furthermore, form� ¼ mZ ¼ 91 GeV, the �-ray threshold

energy is E� ¼ 68 GeV. Given that the Zwidth is 2.5 GeV,

and the energy resolution is �E� 5 GeV at 68 GeV, we
estimate that at worst 	nsig=nsig ¼ 0:07 for Z� final states

at E� ’ 68 GeV.

4. Approximations in the energy dispersion modeling

The PE distribution of the events in a specific ROI and
energy interval [wROIðPEÞ] influences the energy disper-
sion model DeffðE0;E�; PEÞ used in each fit. The same

wROIðPEÞ was used for both the signal and background
pieces of the total counts model; see Eq. (9). However, if
the true PE distribution of the signal events is slightly
different, e.g., because of differences in the observing
profile, or because of CR contamination in the background
sample, then the approximation wsigðPEÞ ¼ wROIðPEÞ
would be incorrect and wrongly neglect the ‘‘Punzi
effect’’ [45]. We created 1000MC simulationswith a signal
where the ‘‘true’’ wsigðPEÞ were taken from the 50 GeV

‘‘isotropic-monochromatic’’ MC data set, but the fit
assumed the wROIðPEÞ from the P7CLEAN data with E0 �
50 GeV. The difference is very similar to the discrepancy
shown in Fig. 5 between the P7CLEAN data and the all-sky
MC. We elected to use the P7CLEAN data set for this study,
as the discrepancy is larger in that data set than in
P7REP_CLEAN, and thus provides a more conservative

estimate of the magnitude of this effect. Also, the differ-
ence between the ‘‘true’’wsigðPEÞ and the fitwROIðPEÞwas
somewhat larger than the PE distribution variation we
see in the data. On average, using the incorrect wROIðPEÞ
in the fit resulted in an error on the total number of signal
counts of 	nsig=nsig 	 0:01. Therefore, the approximation

wbkgðPEÞ ¼ wsigðPEÞ ¼ wROIðPEÞ in the fit does not result

in a large systematic effect.
Though the event incidence angle (�) and PE are corre-

lated, the expected 2D energy dispersion, DðE0;E; PEÞ,
varies only moderately with �. In a given PE bin, the
energy resolution for events with large � tends to be better
than for on-axis events. Since the � distribution in the
monochromatic MC we used to derive the 2D energy
dispersion model is very similar to the � distribution in
the flight data, we do not expect differences in the �
distribution compared to the MC to introduce a large
systematic effect. We reweighted the monochromatic
MC in each PE bin to match the � distribution in the
flight data and rederived the energy dispersion model. On
average, the scale factor to convert the average widths of
the nominal model to the widths of the reweighted model
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is 0.97. Using the scaling relation derived in the previous
section, the resulting relative uncertainty on nsig is 2%

on average.

5. Cosmic ray background contamination

Our energy reconstruction algorithm is based on the
assumption that the incoming particle is a � ray, and
therefore that the energy deposited in the calorimeter is
well described as an electromagnetic shower. For hadronic
CRs, the energy reconstruction is therefore incorrect and
can create spectral artifacts. Furthermore, although care
was taken to ensure that the selection criteria vary
smoothly with energy for � rays, this was not the case
for hadronic CRs. This second point implies that any
spectral features caused by CRs are likely to be different
for different event classes.

The P7REP_CLEAN event selection rejects CR back-
grounds at a level of 105 or higher. This makes it difficult
to use MC to study the spectra of background contamina-
tion for two reasons: (i) the need to generate prohibitively
large samples to have reasonable statistics for the CR
backgrounds leaking through the �-ray event selection,
and (ii) by definition, the background events that survive
�-ray event selection are very unusual events, so that small
problems with the fidelity of the MC simulation can easily
contribute at a large enough level to invalidate predictions.

To investigate the possible effects of background
contamination in our sample, we considered the set of
events in the P7REP_SOURCE class that did not enter the
P7REP_CLEAN class. (We note that the P7REP_CLEAN event

sample is a strict subset of the P7REP_SOURCE sample.)
This allows us to estimate the CR contamination in the
P7REP_SOURCE class.

Figure 24 shows the fraction of events in P7REP_SOURCE

that survive in the P7REP_CLEAN sample for the various

ROIs, as well as the counts spectrum of the events which do
not survive into the P7REP_CLEAN sample for the R180
ROI. When we fit the counts spectrum of these events for
a linelike signal using the P7REP_CLEAN to estimate the size
of potential induced signals, we find that several of the fits
show >2� induced signals, with the induced fractional
signal for this CR-rich sample reaching fCR ¼ 0:05.
To estimate the effect this CR contamination might have

on the analysis performed with P7REP_CLEAN class events,
we estimated the amount of background contamination in
the P7REP_SOURCE sample by comparing the fraction of
events in the P7REP_SOURCE sample that survive into the
P7REP_CLEAN sample relative to the ratio of the accep-

tances, AccðE0Þ; i.e., the effective area integrated over the
field of view:

nCRðE0Þ
n�ðE0Þ ’ AccCLEANðE0Þ

AccSOURCEðE0Þ
nSOURCEðE0Þ
nCLEANðE0Þ � 1: (D1)

The induced fractional signal from CR contamination
in the total P7REP_SOURCE sample is smaller than in the
CR-rich subsample that does not survive in the
P7REP_CLEAN event class:

fSOURCEðE0Þ ¼ nCRðE0Þ
nCRðE0Þ þ n�ðE0Þ fCR: (D2)

Combining the last two equations gives us an estimate
of the induced fractional signal in the P7REP_SOURCE

class:

fSOURCEðE0Þ ¼ fCR � AccSOURCEðE0Þ
AccCLEANðE0Þ

nCLEANðE0Þ
nSOURCEðE0Þ fCR:
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FIG. 24. CR background contamination estimation: (a) The fraction of events in the P7REP_SOURCE sample also present in the
P7REP_CLEAN sample as a function of energy for all the ROIs. (b) The counts spectrum of events in the P7REP_SOURCE sample but not

the P7REP_CLEAN sample for the R180 ROI. The dashed line in (a) is the ratio AccSOURCEðE0Þ=AccCLEANðE0Þ.
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Based on MC simulations, we estimate that the
CR contamination fraction for the P7REP_CLEAN class
is less than 10% of the P7REP_SOURCE class fraction
above 10 GeV. This suggests that for the P7REP_CLEAN

class, CR contamination is a negligible (	f < 0:01)
effect. However, residual CRs surviving from the
P7REP_SOURCE to the P7REP_CLEAN data set over a narrow

range of energies could induce or mask a line signal.
We have not seen any evidence of such contamination,
and have chosen to assign 50% of the estimated
induced fractional signal for the P7REP_SOURCE event
class, fSOURCE, as the uncertainty for the P7REP_CLEAN

event class. With this assignment, we found that the
CR-background contamination is negligible at all ener-
gies for the R3 and R16 ROIs, but rises to f ¼ 0:014 for
the R180 ROI at high energies.

6. Point source contamination

We estimated the effect of point source contamina-
tion using a similar method to the one described above
for CR background contamination. First, we fit the com-
posite spectrum of the events removed with source
masking. We found fractional signals of 	f ¼ 0:010 on
average. Independently, we estimated that the residual
contamination of the Celestial data set from point
sources in our energy range is &10% (see Sec. II A).
Taken together, these imply that potential induced
fractional signals from point source contamination are
negligible (	f < 0:001).

7. Spectral smoothness of control samples

a. Spectral smoothness of the Earth Limb

We used the counts spectrum of � rays from the Limb to
estimate the size of induced fractional signals from varia-
tions in the effective area. As stated in Sec. II A, the Limb
data set is obtained by selecting times when j�rj> 52�.

Given that the Limb photon spectrum is expected to be a
featureless power law, it is an excellent control region for a
spectral line search where one looks for narrow deviations
from power-law behavior. We expect any linelike features
observed in the Limb to be due to statistical fluctuations or
variations in the effective area of the LATover narrow ranges
of energy. To estimate the size of the latter, we fit for spectral
lines with our standard energy spacing and compare the
measured fractional signals with the expected statistical
variation given the number of events in the Limb data set.

Most of the narrow features measured in the Limb are
consistent with statistical fluctuations from the power-
law-only hypothesis. However, more than 5% of the fea-
tures have a fractional size larger than the statistical 95%
containment band, suggesting that variations in the effec-
tive area are contributing as well. We approximated the
size of the effective area contribution by calculating the
required variation in the effective area (fAeff) that allows

all observed features to lie within the 95% containment
band and assigning half of that variation as an estimate of
the 1� systematic uncertainty. We found that fAeff ¼
0:005 for low energies (<10 GeV) and increases to
fAeff ¼ 0:015 at 100 GeV. Above 100 GeV, the statistics
from the Limb are marginal; we assign fAeff ¼ 0:020 and
fAeff ¼ 0:025 as the magnitudes of the potential fractional
signals at 150 and 300 GeV, respectively. We note in
passing that the fit at 133 GeV gives an anomalously
large fractional signal, f ¼ 0:14; see Sec. VIII C 1 for
more details and discussion.

b. Spectral smoothness along the Galactic plane

Representing the complex �-ray emission from the
Galaxy as a power law is an oversimplification, and any
deviations from a power law will induce signals at some
level in the likelihood fit. However, it is generally assumed
that any spectral features in the Galactic emission are much
wider than the LAT energy resolution, and therefore that
the magnitude of the induced signal is negligible.
To test this hypothesis with data, we systematically

scanned across the Galactic plane and inner Galaxy, jbj<
8�, jlj< 90�. We used ROIs of 2� � 2�, 4� � 4�, and
8� � 8�, and fit for a line in each energy interval. We
compared these results to a second scan performed with
the measured energies randomly redistributed amongst the
events to remove any correlation between energy and
direction.
In this study only, we allowed for both positive and

negative deviations from a power law (i.e., we allowed
nsig to be negative) to estimate the extent to which a true

signal might be masked by non-power-law behavior of
the background. Accordingly, we define the signed sig-

nificance as slocal ¼ � ffiffiffiffiffiffi
TS

p
, where the sign matches the

sign of the deviation. For this study, we adopted an
upper limit of 56 GeV (100 GeV) for the energy range
in the 2� � 2� (8� � 8�) ROIs to avoid having the min-
imizer step into a parameter range where the likelihood
function is negative. Given the large number of fits
performed, we used the simpler ‘‘1D’’ energy dispersion
model (see Sec. IV), which does not include PE, and
performed binned likelihood fits. Finally, we scanned in
b and l using step sizes of 1

2 the ROI width; thus, each

ROI overlaps by 50% with the four nearest neighbors.
However, all the results shown here were made using
only a set of nonoverlapping ROIs obtained by removing
every other step from the scan.
Figure 25 shows the distribution of signed significan-

ces for the scan along the Galactic plane using 2� � 2�
ROIs. For comparison, we have overlaid the distribution
for the energy-shuffled data. We see that the flight data
match the shuffled data very well; this was also true of
the scan using 4� � 4� and 8� � 8� ROIs. Furthermore,
in each case the distributions were consistent with
Gaussians with unit width and zero mean, suggesting
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that describing the background as a power law is a good
approximation.

On the other hand, the distribution of slocal at any given
energy for ROIs of a particular size tended to be slightly
narrower than for the full distribution, and the means were
inconsistent with zero at many energies.

For 2� � 2� ROIs, the means of the slocal distributions
were jslocalj< 0:2� for E� < 56 GeV, while for the 8� �
8� ROIs they were jslocalj< 0:8� for E� < 100 GeV. The

corresponding means of the fractional signal distribution
were small, but inconsistent with zero at many energies:
rising from j �fj ¼ 0:008 below 10 GeV, to j �fj ¼ 0:018 at
30 GeV, and to j �fj< 0:042 at E� ¼ 56 GeV. Interestingly,

this effect is present both in the flight data and in the
sample of events with shuffled energies, suggesting that it
may be related to the overall distribution of counts with
energy, rather than to correlations between energies and
directions. We also note that the overlapping energy
ranges introduce correlations in the means of the slocal
distributions at different fit energies. However, we have
chosen to assign 25% of the magnitude of the deviations
of j �fj from zero as a potential systematic uncertainty for
the larger ROIs (R41, R90, R180), rising to 	f ¼ 0:02 at
300 GeV. This is an empirically motivated choice. We
believe that this study gives a reasonable measure of the

non-power-law-like behavior for relatively large regions
of the sky.

c. Induced signals from limitations
in the background modeling

Here we quantify the fractional signal expected if the
true spectrum is a broken power law, with the spectral index
changing from �1 and �2 at the line-fit energy. We created
1000 MC simulations with broken power-law spectra. The
fractional signal size for various break sizes is given in
Table VI. We see that a true broken power law spectrum
could mimic a linelike feature, though a relatively large
break would be needed to induce a fractionally large signal.
Although we could in principle distinguish between a

broken power law and a linelike signal on a power-law
background given large statistics, in practice this is only
possible at the lowest energies and for the largest ROI
because of the relatively narrow energy ranges used in
our fits. Since the smaller ROIs are more likely to be
dominated by local variations in the diffuse �-ray emis-
sion, and thus more likely to depart from the generally
power-law-like behavior described in Appendix D,
Sec. D 7 b, we have chosen to assign the induced fraction
signal of 	f ¼ 0:019 for a broken power law with a small
change in index (�1 ¼ 2:5 to �2 ¼ 2:55) as the potential
systematic uncertainty for our smaller ROIs (R3 and R16).

APPENDIX E: 95% CONFIDENCE LEVEL LIMITS

We present the 95% C.L. flux upper limits derived for
each of our 5 ROIs in Tables VII, VIII, IX, and X. We also
give the annihilation-cross-section upper limits for the DM
profiles in each ROI where sensitivity to that DM model
has been optimized (see Sec. III): R3 (contracted NFW
profile), R16 (Einasto profile), R41 (NFW profile), and
R90 (isothermal profile), and the decay lifetime lower limit
for R180.

TABLE VI. Fractional signal f from fits to 1000 broken
power-law MC simulations with various break sizes.

�1 �2 f

2.50 2.55 0.019

2.50 2.60 0.021

2.50 2.70 0.062

2.00 3.00 0.085

2.00 4.00 0.147

2.00 6.00 0.233
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FIG. 25. Distribution of signed significances for ROIs along the Galactic plane for all E� < 56 GeV: (a) for 2� � 2� ROIs, and
(b) mean slocal versus E�; the large gray error bars show the rms of the distribution at a given energy, and the small black error bars

show the error on the mean. Note that these results were made using only a set of nonoverlapping ROIs.
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TABLE VII. 95% confidence level limits from all ROIs for fit energies from 5–11.48 GeV. The first column for each ROI is the
(���) upper limit in 10�9 cm�2 s�1. The second column for each is the upper limit on h�vi�� in 10�28 cm�3 s�1 for the DM profile

for which that ROI is optimal. For R180, we give the lower limit on 
�� (NFW) in 1029 s. Note that for 
��, the energy is m�=2.

R16 R41 R90 R180

Energy (GeV) ��� h�vi�� Ein ��� h�vi�� NFW ��� h�vi�� Iso ��� 
�� NFW

5.00 3.97 0.15 4.59 0.17 4.32 0.20 3.54 5.52

5.20 2.96 0.12 2.53 0.10 3.09 0.15 3.36 5.59

5.41 2.25 0.10 3.44 0.15 3.60 0.19 4.28 4.22

5.62 1.83 0.09 4.58 0.21 4.24 0.24 5.16 3.37

5.85 1.90 0.10 5.82 0.29 5.55 0.34 7.91 2.11

6.08 2.03 0.11 6.21 0.34 7.19 0.48 11.69 1.37

6.33 2.22 0.13 5.47 0.32 6.75 0.49 11.83 1.30

6.58 2.21 0.14 4.11 0.26 6.28 0.49 9.21 1.61

6.84 2.06 0.14 2.90 0.20 5.60 0.47 7.99 1.79

7.12 2.05 0.15 2.17 0.16 5.48 0.50 7.37 1.86

7.40 1.16 0.09 1.46 0.12 3.90 0.39 5.41 2.44

7.70 0.56 0.05 1.49 0.13 2.16 0.23 2.67 4.74

8.01 0.86 0.08 2.07 0.20 2.02 0.23 2.25 5.42

8.33 1.51 0.16 1.39 0.14 1.38 0.17 2.12 5.54

8.67 1.36 0.15 1.05 0.12 1.15 0.16 1.52 7.41

9.02 1.08 0.13 0.91 0.11 1.41 0.21 1.18 9.15

9.39 0.89 0.12 1.27 0.17 1.64 0.26 1.20 8.68

9.77 0.73 0.10 1.45 0.20 1.36 0.24 1.14 8.78

10.17 0.51 0.08 1.18 0.18 1.94 0.36 1.50 6.40

10.59 0.87 0.15 1.51 0.25 1.60 0.33 1.54 5.98

11.02 1.82 0.33 1.84 0.33 1.31 0.29 1.54 5.74

11.48 1.48 0.29 1.85 0.36 1.86 0.44 1.93 4.42

TABLE VIII. 95% confidence level limits from all ROIs for fit energies from 11.96–29.57 GeV. The first column for each ROI is the
(���) upper limit in 10�9 cm�3 s�1. The second column for each is the upper limit on h�vi�� in 10�28 cm�3 s�1 for the DM profile

for which that ROI is optimal. For R180, we give the lower limit on 
�� (NFW) in 1029 s. Note that for 
��, the energy is m�=2.

R16 R41 R90 R180

Energy (GeV) ��� h�vi�� Ein ��� h�vi�� NFW ��� h�vi�� Iso ��� 
�X NFW

11.96 0.66 0.14 1.04 0.22 1.67 0.43 2.52 3.24

12.46 0.50 0.12 0.92 0.21 2.26 0.63 4.80 1.63

12.98 1.26 0.31 1.14 0.28 2.47 0.75 5.19 1.45

13.53 1.55 0.42 1.32 0.36 1.54 0.51 3.46 2.09

14.10 0.97 0.29 0.87 0.25 0.73 0.26 1.74 3.99

14.70 0.43 0.14 0.84 0.27 0.74 0.29 1.32 5.03

15.33 0.40 0.14 0.95 0.33 1.31 0.56 1.61 3.95

15.99 0.37 0.14 1.13 0.42 1.85 0.86 2.70 2.27

16.69 0.39 0.16 1.56 0.64 1.72 0.87 2.47 2.37

17.42 0.61 0.27 1.93 0.86 2.46 1.35 2.93 1.92

18.18 0.70 0.34 1.78 0.87 2.15 1.28 2.45 2.20

18.99 0.55 0.30 1.55 0.83 1.78 1.16 1.91 2.70

19.84 0.46 0.27 1.50 0.87 1.90 1.35 2.04 2.41

20.73 0.45 0.29 0.71 0.45 0.80 0.62 0.88 5.35

21.66 0.42 0.29 0.53 0.36 0.55 0.47 0.87 5.18

22.64 0.50 0.38 0.36 0.28 0.40 0.37 0.75 5.76

23.66 0.90 0.74 0.71 0.59 0.69 0.70 1.00 4.12

24.74 0.77 0.70 0.82 0.74 1.61 1.78 1.80 2.19

25.86 0.81 0.80 1.50 1.48 1.96 2.37 2.25 1.68

27.04 0.72 0.78 1.21 1.30 1.37 1.81 1.14 3.18

28.28 0.37 0.43 0.92 1.09 1.68 2.43 1.34 2.58

29.57 0.24 0.32 0.62 0.79 1.21 1.91 1.43 2.31
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TABLE IX. 95% confidence level limits from all ROIs for fit energies from 30.93–83.43 GeV. The first column for each ROI is the
(���) upper limit in 10�9 cm�3 s�1. The second column for each is the upper limit on h�vi�� in 10�28 cm�3 s�1 for the DM profile

for which that ROI is optimal. For R180, we give lower limit on 
�� (NFW) in 1029 s. Note that for 
��, the energy is m�=2.

R3 R16 R41 R90 R180

Energy (GeV) ��� h�vi�� NFWc ��� h�vi�� Ein ��� h�vi�� NFW ��� h�vi�� Iso ��� 
�X NFW

30.93 0.08 0.07 0.18 0.26 0.32 0.45 0.36 0.62 0.68 4.67

32.36 0.07 0.07 0.19 0.29 0.24 0.36 0.29 0.56 0.59 5.13

33.85 0.07 0.08 0.22 0.37 0.21 0.35 0.30 0.62 0.36 7.97

35.42 0.12 0.13 0.58 1.07 0.72 1.33 1.10 2.51 0.95 2.90

37.07 0.29 0.36 0.66 1.34 1.04 2.10 1.38 3.44 0.97 2.73

38.80 0.23 0.31 0.45 1.00 1.07 2.38 0.80 2.17 0.89 2.82

40.62 0.25 0.38 0.36 0.89 1.07 2.60 0.77 2.29 1.27 1.89

42.54 0.46 0.75 0.65 1.74 1.40 3.73 1.35 4.43 1.98 1.16

44.55 0.43 0.78 0.46 1.35 0.87 2.53 0.70 2.52 0.66 3.32

46.66 0.34 0.67 0.50 1.62 0.66 2.13 0.57 2.27 0.56 3.73

48.88 0.27 0.58 0.35 1.24 0.29 1.00 0.43 1.86 0.59 3.37

51.22 0.14 0.33 0.16 0.63 0.24 0.94 0.38 1.82 0.73 2.62

53.69 0.15 0.39 0.21 0.90 0.24 1.02 0.37 1.91 0.73 2.49

56.30 0.14 0.41 0.50 2.35 0.69 3.23 0.99 5.68 1.32 1.32

59.05 0.11 0.34 0.32 1.63 0.46 2.39 0.60 3.78 0.50 3.32

61.96 0.09 0.33 0.35 1.98 0.34 1.94 0.66 4.57 0.62 2.56

65.04 0.14 0.55 0.22 1.38 0.36 2.26 0.38 2.89 0.66 2.28

68.29 0.22 0.91 0.37 2.54 0.47 3.23 0.41 3.50 0.87 1.64

71.75 0.18 0.82 0.44 3.32 0.52 3.95 0.73 6.78 1.12 1.21

75.41 0.13 0.64 0.29 2.47 0.25 2.08 0.57 5.88 0.70 1.85

79.30 0.07 0.39 0.10 0.93 0.20 1.85 0.28 3.21 0.32 3.91

83.43 0.06 0.39 0.09 0.97 0.22 2.30 0.29 3.67 0.42 2.77

TABLE X. 95% confidence level limits from all ROIs for fit energies from 87.82–300 GeV. The first column for each ROI is the
(���) upper limit in 10�9 cm�3 s�1. The second column for each is the upper limit on h�vi�� in 10�28 cm�3 s�1 for the DM profile

for which that ROI is optimal. For R180, we give the lower limit on 
�� (NFW) in 1029 s. Note that for 
��, the energy is m�=2.

R3 R16 R41 R90 R180

Energy (GeV) ��� h�vi�� NFWc ��� h�vi�� Ein ��� h�vi�� NFW ��� h�vi�� Iso ��� 
�X NFW

87.82 0.08 0.56 0.18 2.02 0.27 3.07 0.25 3.53 0.71 1.57

92.51 0.04 0.34 0.10 1.29 0.34 4.28 0.40 6.25 0.67 1.59

97.50 0.06 0.48 0.08 1.18 0.33 4.66 0.55 9.44 0.54 1.86

102.82 0.11 1.05 0.14 2.22 0.48 7.47 0.57 11.00 0.46 2.09

108.49 0.06 0.67 0.22 3.81 0.45 7.85 0.32 6.73 0.45 2.01

114.51 0.10 1.13 0.33 6.49 0.37 7.19 0.19 4.52 0.28 3.03

120.89 0.15 2.01 0.42 9.01 0.30 6.50 0.23 6.00 0.46 1.77

127.66 0.28 4.09 0.37 8.94 0.42 10.15 0.51 15.08 0.50 1.52

134.86 0.31 5.05 0.38 10.32 0.51 13.59 0.63 20.86 0.63 1.15

142.51 0.25 4.52 0.28 8.28 0.35 10.46 0.52 19.23 0.47 1.46

150.66 0.11 2.16 0.14 4.78 0.24 7.91 0.39 16.01 0.47 1.37

159.32 0.06 1.42 0.18 6.80 0.16 5.97 0.28 12.87 0.28 2.19

168.56 0.06 1.59 0.20 8.63 0.15 6.13 0.36 18.31 0.37 1.57

178.41 0.12 3.46 0.20 9.62 0.21 10.01 0.37 21.20 0.34 1.60

188.92 0.11 3.50 0.14 7.50 0.10 5.17 0.15 9.65 0.21 2.41

200.15 0.08 2.85 0.12 7.33 0.10 5.75 0.09 6.70 0.17 2.83

212.16 0.05 2.18 0.14 9.25 0.13 8.52 0.08 6.71 0.13 3.48

225.08 0.07 3.41 0.06 4.15 0.10 7.55 0.06 5.95 0.11 3.98

239.01 0.04 2.02 0.05 4.41 0.11 9.18 0.07 7.74 0.12 3.48

254.05 0.05 2.99 0.08 7.69 0.16 15.40 0.16 18.13 0.14 2.82

270.33 0.04 2.58 0.09 10.26 0.12 12.94 0.13 16.57 0.14 2.68

300.00 0.04 3.29 0.13 17.62 0.23 31.02 0.30 48.83 0.35 0.93
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