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Planck data has not found the ‘‘smoking gun’’ of non-Gaussianity that would have necessitated

consideration of inflationary models beyond the simplest canonical single-field scenarios. This raises

the important question of what these results do imply for more general models, and in particular, multifield

inflation. In this paper we revisit four ways in which two-field scenarios can behave differently from

single-field models; two-field slow-roll dynamics, curvaton-type behavior, inflation ending on an

inhomogeneous hypersurface and modulated reheating. We study the constraints that Planck data puts

on these classes of behavior, focusing on the latter two which are the least studied in the recent literature.

We show that these latter classes are almost equivalent, and extend their previous analyses by accounting

for arbitrary evolution of the isocurvature mode which, in particular, places important limits on the

Gaussian curvature of the reheating hypersurface. In general, however, we find that Planck bispectrum

results only constrain certain regions of parameter space, leading us to conclude that inflation sourced by

more than one scalar field remains an important possibility.

DOI: 10.1103/PhysRevD.88.063533 PACS numbers: 98.80.Cq

I. INTRODUCTION

Inflation is currently the most promising framework for
the dynamics of the very early Universe. At present, how-
ever, we are some way from a complete understanding of
high energy physics beyond the Standard Model in which
inflation is presumably embedded. Nevertheless, attempts
have been made to realize inflation within supersymmetric
extensions, and within supergravity and string theories (for
example, see Refs. [1,2]). No one model is at the present
time convincing, but all share a common feature that the
inflationary dynamics is expected to be sensitive to more
than one scalar degree of freedom [3–5]. Much of the
inflationary literature therefore argues that while single-
field models are simpler, in the sense that they possess
fewer degrees of freedom, multiple-field models may be
more natural, in the sense that they may be better moti-
vated by fundamental theory.

When more than one light field is present, the dynamics
of an inflationary model can become extremely rich due to
the presence of isocurvature modes. One possible conse-
quence of this richness is the generation of perturbations
whose statistics deviate from Gaussian at a much higher
level than the order of slow-roll values that canonical
single-field models allow [6]. Planck data, however, has
not found evidence for deviations from Gaussianity [7],1

and this raises the important question of what this lack of
detection implies for multifield inflation.

Here we confine ourselves to two-field models, as pro-
totypes of more general multifield models, and consider
four types of behavior which are not possible in single-field
settings, and which have been shown to be capable of
producing levels of non-Gaussianity much larger than
those possible in canonical single-field models. These
consist of models in which both fields evolve during
inflation, leading to a wide spectrum of possible behavior
[8–19]; curvaton-type behavior which we define as the case
where a second field begins to oscillate after the first field
has reheated into radiation and its relative contribution to
the energy density can gradually increase2 [20–27] (also
see Refs. [28,29]); and finally scenarios in which the
process by which one (or both) of the fields reheat is
directly dependent on the value of one of the light
fields, which includes the scenarios known as modulated
reheating (MR) [30–37] and the inhomogeneous end of
inflation (IEI) [38–44]. For reviews of these scenarios see
Refs. [45–47].
A particular aim of our work is to show that, despite the

assertion that Planck data ‘‘severely limits the extensions
of the simplest paradigm’’ [48], multifield models which
exhibit the behavior described above only produce an
inconsistent level of non-Gaussianity for (often very) re-
stricted ranges of their possible initial condition and pa-
rameter ranges. As we will see, this conclusion is obvious
for the curvaton-type case and for models where both fields
evolve during inflation, as these generically rely on ‘‘finely
tuned’’ initial conditions in order to produce a level of
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1It is important to note that the current constraints still allow a

local bispectrum orders of magnitude larger than the single-field
slow-roll value.

2Our analysis is slightly more general than the standard
curvaton or mixed curvaton-inflaton cases which implicitly
assume that the contribution to the curvaton perturbation from
the second field is significant.

PHYSICAL REVIEW D 88, 063533 (2013)

1550-7998=2013=88(6)=063533(13) 063533-1 � 2013 American Physical Society

http://dx.doi.org/10.1103/PhysRevD.88.063533


non-Gaussianity inconsistent with data. Moreover, these
cases have been studied in detail in recent years [13,45]
and in particular since the Planck results [49,50]. To gain
further understanding of the consequences of the Planck
constraints for two-field models, we therefore focus on the
IEI and MR scenarios. In order to form a more complete
understanding of the restrictions Planck data puts on these
models, we study them in a geometric way that allows us to
present the first calculation that includes evolution of the
isocurvature mode during inflation. This extends previous
geometric approaches by Naruko and Sasaki [44], Huang
[51] and Matsuda [52], and also Battefeld and Battefeld
[53] who considered Planck bounds on an embedding of
the IEI scenario nearby an inflection point feature in the
inflationary landscape. Using this broader framework we
show, in a precise way, that the MR and IEI scenarios are
almost, but not exactly, identical. This broader framework
also highlights the physical processes that allow a large
cosmic microwave background (CMB) bispectrum signal
to occur. Our study is complementary to other works which
have highlighted the relations between various two-field
models [33,54].

The outline of the paper is as follows. Section II covers
background material and in Sec. III we give a brief dis-
cussion of the four scenarios discussed above. In Sec. IV
we discuss the evolution of � and isocurvature in the MR
and IEI scenarios. Section V then presents the analytic
predictions for the MR and IEI scenarios, demonstrating
the degree to which they are equivalent as well as discus-
sing the conditions required for them to generate a large
CMB bispectrum. To concretize the level of tuning re-
quired for the production of non-Gaussianity in these
scenarios we then consider two representative models in
Sec. VI, where we study their parameter spaces by simul-
taneously imposing the Planck bounds on the spectral
index and the bispectrum. Finally, we conclude in Sec. VII.

II. BACKGROUND THEORY

The most important observational signatures of an infla-
tionary model are the statistics of the scalar curvature
perturbation on uniform density hypersurfaces, denoted
by � , and of the tensor perturbations also produced by
inflation. The two-point function of � is parametrized
by the power spectrum P � ðkÞ, the weak scale dependence

of which is given by the spectral index, n� � 1 �
d lnP � ðkÞ=d ln k. About some pivot scale k�, taken to be

close to the largest observable scale, the amplitude of the
scalar power spectrum and the spectral index have been
observationally determined to high accuracy. Current data
gives P � ¼2:196þ0:051

�0:060�10�9, and n� ¼ 0:9616� 0:0094
at 68% C.L. [55]. Tensor perturbations remain undetected,
with the current constraint on the ratio of the tensor to the
scalar power spectra at the pivot scale given by r < 0:11 at
95% C.L. [55]. Likewise no evidence for the primordial
distribution of � being non-Gaussian has yet been detected.

The first non-Gaussian statistic which could potentially be
observed is the three-point function of � , the prediction of
which is often written in terms of the reduced bispectrum
fNLðk1; k2; k3Þ. For the models considered in this paper,
only the local-shape bispectrum is generated at a level
which could possibly be observed and this is simply a
number. For brevity we denote it as fNL. Planck constraints
are fNL ¼ 2:7� 5:8 at 68% C.L. [7].
Separate-universe picture. The separate universe picture

asserts that when considering the perturbed Universe
smoothed on scales much greater than the horizon size,
spatial gradients may be neglected, and smoothed patches
evolve as independent ‘‘separate universes’’ [56–58].
Local quantities—such as pressure, density, and the
amount of expansion—can be different in different
patches, but each patch evolves according to the back-
ground equations of motion for a Friedman-Lemaı̂tre-
Robertson-Walker (FLRW) universe.
Phase-space bundle. For inflationary applications, the

initial conditions for each separate universe are usually
fixed on a flat slicing of spacetime at the time of horizon
crossing, and are perturbatively different for each universe.
The statistical homogeneity of our Universe implies that
we do not care about the spatial position of individual
separate universes, but only about the statistics of local
quantities, such as the variance of the expansion undergone
by the universes. These properties can be related to the
statistics of � through the �N formalism [59,60], as we
describe below.
Given that we only wish to track information about the

local properties in each separate universe, and not spatial
information, the universes can be mapped onto trajectories
in a phase space defined by the FLRW system. The en-
semble of separate universes can then be intuitively de-
scribed as a ‘‘bundle’’ in phase space (for a more detailed
description see for example Refs. [61,62] and references
therein), and the evolution of this bundle encodes all the
information we require about the perturbed Universe.
During slow-roll inflation, which applies around horizon

exit, the evolution of a scalar field approaches an attractor
solution,

3H _�i ’ V;i; (1)

with _�i ¼ d�i=dt and 3M
2
plH

2 ¼ �, where � and V are the

density and the inflationary potential, respectively, and
� � V during slow roll. Under this attractor condition it

is clear that �i and _�i are not independent and so the
effective dimensionality of the phase space is reduced.
It then proves convenient to define the potential deriva-

tives V;i ¼ @V=@�i in terms of the potential slow-roll

parameters

�i ¼
M2

pl

2

V2
;i

V2
; �ij ¼M2

pl

V;ij

V
; �2

ijk ¼ M3
pl

ffiffiffiffiffiffi
2�

p V;ijk

V
;

(2)
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where � ¼ P
i�i. For the application of Eq. (1) we may

pick, without loss of generality, _�i < 0. This then implies
that we take the positive branch when taking the square
root of �i such that MplV;i ¼ þV

ffiffiffiffiffiffiffi
2�i

p
.

�N formalism. It is helpful to evaluate the separate
universes described above at some time after horizon
crossing at which they all share the same energy density,
which defines a uniform density slicing of spacetime. In
phase space, this defines a uniform density hypersurface,
the geometry of which is inextricably linked to the infla-
tionary dynamics, since it lies perpendicular to the direc-
tion of evolution of the bundle. Each separate universe,
when compared to some fiducial member, will reach this
uniform density hypersurface at a slightly different time
�N. The ‘‘�N formalism’’ then prescribes that � ¼ �N. In
the presence of multiple light fields one expands �N
perturbatively via a Taylor expansion in the horizon-
crossing field values as

� ¼ �N ¼ N;i��
�
i þ

1

2
N;ij��

�
i ��

�
j þ � � � ; (3)

where ‘‘�’’ indicates evaluation on the flat hypersurface at
horizon crossing and N;i ¼ @N=@��

i . We will utilize the

label ‘‘c’’ for quantities evaluated on the final uniform-
density hypersurface.

The evolution of � . Since � is additive, we may simplify
some of the discussion in this paper by decomposing it into
three components as � ¼ �hor þ �inf þ �reh, where �hor is
the contribution present at horizon crossing, �inf is the
contribution arising during inflation and �reh is the contri-
bution arising from the mechanism by which the Universe
reheats. For a system with two fields � and �, this decom-
position of � is particularly useful if we choose a field basis
such that � is the adiabatic field at horizon exit (i.e. it is
aligned with the direction of phase-space flow), and
� is the perpendicular isocurvature field.

On the flat hypersurface near horizon exit, both fields
have Gaussian field perturbations [63] f���; ���g. One
then finds �hor by computing the excess expansion �N
that puts the separate universes onto a nearby uniform
density hypersurface where �� ¼ 0. This means that, to
second order, �hor obeys the single-field result

�hor ¼ 1ffiffiffiffiffiffiffiffi
2��

p ���
Mpl

þ 1

2

�
1� ��

��

2��

�
��2�
M2

pl

þOð��3�Þ: (4)

From this expression we may read off the ‘‘�N coeffi-
cients’’ N;� and N;�� and these remain constant regardless

of the subsequent evolution. Conversely, the perturbations
��� are unaltered by this gauge transformation and so N;�,

N;�� and N;�� are all zero at horizon exit, although one

expects these to evolve subsequently. If these evolve during
inflation then this will source a contribution to �inf and/or if
these evolve at the time of reheating then they will con-
tribute to �reh.

Cosmological parameters. We may use the �N formal-
ism to write simple expressions for the cosmological pa-
rameters P � , n� , r and fNL. It proves convenient to write

these in terms of the parameter R ¼ N2
;�=N

2
;� such that, at

linear order, R � 1 implies that the �-field effects domi-
nate and � � �hor, whereas R 	 1 implies that the �-field
effects dominate and � � �inf þ �reh. Both fields contrib-
ute equally to � when R ¼ 1. This same notation was
recently applied to the curvaton scenario in Ref. [49].
We therefore see that R ¼ 0 at horizon crossing, after
which R will evolve; this evolution may involve both the
growth and decay of R, but R always remains positive
definite. Restricting to sum-separable potentials which do
not possess direct couplings between the two fields, one
finds [10,59]

P � ¼ 1

2��
ð1þ RÞM�2

pl P ��; (5a)

r ¼ 16��

1þ R
; (5b)

n� � 1 ¼ 2Rð��
�� � ��Þ þ 2��

�� � 6��

1þ R
; (5c)

6

5
fNL 
 R2

ð1þ RÞ2
N;��

N2
;�

; (5d)

where P �� ¼ h������i ¼ h������i ¼ H2�=4	2.

Equation (5d) is only valid if fNL is ‘‘large’’ [i.e. the
observationally relevant regime where jfNLj � Oð1Þ],
and in other settings one finds fNL ¼ Oð��Þ.
Constraint on bundle width. The power spectrum P � is

the only cosmological parameter that is proportional to the
energy scale of inflation through H�. As a result, the value
of P � can be fixed by picking the normalization of the

inflationary potential. However, we point out that there is
another subtle constraint that can be derived from the
power spectrum by noting that it informs us about the
width of the bundle on a uniform-density hypersurface
‘‘c’’ at some later time during its evolution. To show this,
it proves convenient to define a new basis that is aligned
with the adiabatic and isocurvature fields at the later time
in question, with ~�c as the local isocurvature field. The
bundle width at this time is therefore denoted �~�c and may
be calculated as

�~�c ¼ @~�c

@��

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2��M2

plP �

1þ R

s
: (6)

When we look at particular models in Sec. VI we shall
impose two constraints on this bundle width. The first
constraint is that the absolute value of �~� does not ever
grow sufficiently large that the bundle picture becomes
invalid. To this end we require that �~�< 0:1Mpl. The

second constraint is that the bundle width is much smaller
than the characteristic scale describing any feature associ-
ated with the inflationary potential, such as the radius of
curvature of the reheating hypersurface. This assumption is
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made to eliminate the more complex possibility that the
bundle may bifurcate, which then requires the different
branches of this bifurcation to follow almost identical
expansion histories to avoid violating the observed statis-
tical homogeneity. This possibility has been considered
elsewhere [64–66]. For the models that we consider in
Sec. VI, we find that this second constraint is always
satisfied.

III. FOUR CLASSES OF MODELS
COMMONLY CONSIDERED

Our four classes of models sample the spectrum of
possible behaviors for the evolution of � for inflationary
models with two scalar degrees of freedom. In discussing
‘‘two-field slow-roll inflation’’ we consider two light fields
that both evolve during inflation, causing � to evolve
during inflation too. The remaining three classes of models
do not alter � during inflation, but rather cause � to evolve
after inflation has ended, or through the process by which
inflation ends. For simplicity we shall consider these ef-
fects independently, but one should be mindful that combi-
nations are a possibility (for examples, see Refs. [67–70]).

The three classes of models for which � evolves after
inflation are distinguished by the parameters that define
their effective phase spaces, be they fields or fluids (fluids
may include radiation, or a scalar field that is oscillating
about a potential minimum such that its time-averaged
behavior may be described by a fluid). The case of
curvaton-type dynamics has an effective phase space de-
scribed by two fluids, the MR scenario is described by one
fluid and one (nonoscillating) scalar field and the IEI
scneario is described by two (nonoscillating) scalar fields.
We give full details of these cases in the respective sections
below.

For the first two classes, ‘‘two-field slow-roll’’ and the
‘‘curvaton-type,’’ we summarize some well-established
results in simple cases, and discuss the implications of
Planck data for them. For the second two classes, the MR
and IEI scenarios, this section serves as a brief introduction
to the rest of the paper, which concentrates on extending
earlier analyses and confronting them with Planck
constraints.

A. Two-field slow-roll inflation

This section summarizes how � may be generated during
inflation sourced by the joint slow-roll evolution of two
scalar fields. As discussed at length in Refs. [13,61], � may
be generated transiently as the bundle responds to particu-
lar features in the inflationary potential, such as ridges,
valleys and inflection points. Subsequently, if the potential
allows for quenching of isocurvature perturbations, then �
will become conserved [71,72] as one approaches an adia-
batic limit. A large non-Gaussianity is possible either
during the transient evolution or in an adiabatic limit, but
both scenarios require a high degree of fine-tuning. This is

easily visualized through the heat-map approach of Byrnes
et al. [12], later adopted and simplified in Ref. [14]. This
approach relies on an analytic expression for fNL that is
only available under the assumptions of slow roll and a
separable potential. However, numerical studies [18,73] of
nonseparable potentials appear to agree with the conclu-
sion that a large fNL requires very specific initial condi-
tions. Additionally, work on the transport approach to
inflationary perturbations gives an alternative perspective
on the conditions required for a large non-Gaussianity by
considering the statistics of field perturbations on a flat
hypersurface at the end of inflation, and the transformation
which converts these to the statistics of � [62,74–77].
If the inflationary potential is product-separable or sum-

separable with a dominant constant term (such as the
valley-potential example considered below), then fNL can
be written as [14]

6

5
fNL ’ f½2�c

~� ~� � ��
���; (7)

where the isocurvature �-parameters are computed at the
different times ‘‘c’’ and ‘‘�’’ corresponding to isocurvature
fields ~� and �, respectively. This result holds to an ex-
cellent degree of approximation in the limit where fNL is
large enough to detect. An analogous result holds for
general sum-separable potentials [14], but for brevity we
shall not discuss this case here. Since ��� is a slow-roll
parameter, a necessary (though not sufficient) condition for
a large fNL is that f 	 1. f depends on the angle of phase-
space velocity, 
, defined with respect to the field basis in
which the potential is separable as

f ¼ sin 22
cðcos 2
c � cos 2
�Þ2
4ðcos 4
csin 2
� þ sin 4
ccos 2
�Þ2 : (8)

We plot fð
c; 
�Þ in Fig. 1. Since 
� is a constant for any
inflationary model, one immediately sees that a large non-
Gaussianity can only arise if the initial conditions are such
that the initial motion is highly aligned to one of the
principal axes where 
� ¼ 0,	=2. If the hierarchy between
the masses of the two evolving fields is not large (which is
required for both fields to evolve without slow roll being
violated) then this represents a severe fine-tuning of initial
conditions [12]. (Note that the two limits 
� ¼ 0, 	=2 are
equivalent up to an arbitrary field relabeling, so one may
consider the case with 
� � 1 without loss of generality).
Physically, this fine-tuning is always associated with re-
quiring the phase-space bundle to originate in close prox-
imity to special features in the potential, such as ridges,
uplifted valleys or inflection points [13,14,61], which leads
to a nonlinear distortion of the phase-space bundle. In
addition, further tuning is required to ensure that inflation
ends at the right time to ensure that 
c accesses the ‘‘hot’’
region at the end of the evolution.
As a simple example, let us consider the potential

V ’ V0 þ 1
2m

2
��

2 þ 1
2m

2
��

2, where we presume that the
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vacuum term V0 dominates throughout. This can be
thought of as a Taylor expansion of a more general model.
A simple way of attaining fNL 	 1 is to have similar but
not equal masses with m� <m� and an initial condition

�� � Mpl with �� 
Mpl. These initial conditions give


� � 1 such that � is approximately the isocurvature
field. However, from Fig. 1 we see that 
 must grow a
small amount in order for jfNLj 	 1 to be possible,
requiring that the bundle begins to turn. As discussed in
Ref. [13], fNL grows to a large positive value in the early
stages of such a turn, but if we allow the turn to become
even halfway complete then fNL decays to a value

Oð�Þ. We find that the peak value of fNL occurs when

 � 1 and R ¼ 3, meaning that both � and � contribute
roughly equally to � , and we find

6

5
fNL

��������peak
¼ 3

ffiffiffi
3

p
16

��
��


� : (9)

Not only does a large peak value require fine-tuning of

� � 1, an additional fine-tuning is required to ensure
that inflation ends in the region of the peak.

Through this example, and the general heat-map analy-
sis, we therefore conclude that the Planck bispectrum
bounds only provide a very small constraint on the parame-
ter space of two-field slow-roll inflation. We note that the
toy example that we have considered produces a blue-tilted
spectrum. In more complex cases, however, with a similar
level of fine-tuning, it is possible construct models of slow-
roll inflation which have a reasonable spectral index and a
large non-Gaussianity.

B. Curvaton-type behavior

Curvaton-type behavior involves an inflaton field � that
drives inflation before reheating into radiation of density
��. The ‘‘curvaton’’ is a spectator field � during inflation

with negligible energy density and—if we presume a sim-
ple quadratic potential Vð�Þ—negligible contribution to �
before it begins oscillating about the minimum when
� ¼ �osc. During these oscillations in the quadratic mini-
mum, its averaged energy density decreases like a pressur-
eless fluid ��, and so its energy redshifts more slowly than
that of the radiation. It therefore slowly starts to dominate
the dynamics of the universe, and �reh grows. At some
point, the curvaton also decays into radiation and � be-
comes conserved. If �reh grows to dominate �hor at linear
order, then this defines the standard curvaton scenario,
whereas in this section we consider the more general
case where the inflaton perturbations may be non-
negligible or even completely dominant. This has been
referred to as the mixed curvaton-inflation scenario and
studied in Refs. [78,79]. But even that description implies
that perturbations in the curvaton contribute significantly
to � . This need not be the case even if the ‘‘curvaton’’ field
comes to completely dominate the energy density, which is
why we adopt the curvaton-type label. This scenario has
more recently been considered in detail in Refs. [49,50].
Under what conditions can �reh dominate �? At linear

order one finds [60] �reh¼ 2
3
rH�
�osc

@�osc

@��
, where r¼3��=

ð3��þ4��Þ is bounded between zero and unity. For this

to dominate �hor requires quite specific initial conditions, as
first pointed out in Ref. [80], that mirror the fine-tuning seen
in the previous section on two-field slow-roll inflation. For
example, if both fields evolve in quadratic potentials,
�reh * �hor requires �� & 0:1Mpl (where we have further

presumed �osc 
 ��), whereas we require �� ’ 16Mpl.

This disparity comes into sharper focus when we recall
that the inflaton must be much heavier at horizon exit and
hence will evolve to its minimum more rapidly than the
curvaton field. This disparity in initial conditions demon-
strates a measure of fine-tuning in this model.
Requiring that fNL is sufficiently large to be constrained

by Planck bispectrum data exacerbates this fine-tuning.
The evolution of fNL in this standard quadratic curvaton
model closely mirrors how fNL evolves in the two-field
slow-roll example considered in Sec. III Awith an uplifted
valley potential. Specifically, we again find that the peak in
fNL is positive; it occurs when R ¼ 3 and the peak value of
fNL is identical to that given in Eq. (9). If we pick ��

�� 

0:01, this model is only capable of producing a large
bispectrum peak for �� & 0:01Mpl.

3 This tuning is

FIG. 1 (color online). Heat map of the function f on a linear
scale. Only the ‘‘hot’’ regions can produce a detectable fNL, and
the white region has saturated the scale. Models begin on the
diagonal 
c ¼ 
� and then evolve vertically only.

3The main difference between these two models is the limiting
value of fNL in the limit R ! 1, if indeed the model is capable
of producing large values of R. In this limit one finds fNL 
Oð�Þ
for the two-field slow-roll case and fNL ¼ �5=4 for the standard
curvaton.
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increased if we demand a smaller value of ��
��.

Furthermore, one also needs to ensure that the curvaton
reheats in the vicinity of this peak in fNL, which requires
additional tuning of the model parameters.

We conclude that curvaton-type dynamics remain an
interesting possibility for two-field models. It is clear,
however, that for such models to produce a level of fNL
which is constrained by Planck requires a similar level of
fine-tuning to that required by the pure inflationary models
discussed in the last subsection. Of course, in both cases,
some dynamical process before the observable inflationary
phase might set these initial conditions in a natural way, but
even this cannot remove the tuning that enables reheating
to occur when fNL is near its peak value. We therefore find
that such models are not challenged by Planck bispectrum
data, except for rather specific choices of initial conditions.

C. Inhomogeneous end of inflation models

The IEI scenario [38,39,41] can be thought of as a
straightforward generalization of the �N picture we have
described in Sec. II, where the bundle evolves from a flat
initial hypersurface to a final uniform-density one. Instead,
the IEI scenario ends inflation on a hypersurface of arbi-
trary geometry, and �reh is generated by the additional �N
taken for different members of the bundle to reach this
end-of-inflation hypersurface. In principle there will be a
contribution from after the transition too, as we must
ultimately evaluate � on a constant-density hypersurface,
but this contribution is subdominant. Physically, such a
sudden end to inflation can be achieved, for example, at a
hybrid-like transition. Trajectories before the transition
undergo slow-roll evolution, but inflation ends abruptly at
the transition. The simplest realization involves an inflaton
� that determines both the Hubble rate Hð�Þ and the
number of e-foldings Nð�Þ [39], and an end-of-inflation
hypersurface, the geometry of which is prescribed by an
independent isocurvature field �.

As noted by Huang [51], one possible source of non-
Gaussianity in this case can be understood in terms of the
geometric properties of the end hypersurface, with fNL
being proportional to its Gaussian curvature. In the next
section, we shall generalize this scenario, allowing the
perturbations �� to evolve during inflation which leads
to important new effects, including a secondary mecha-
nism for generating large fNL that is related to the non-
linear evolution of the �-field perturbations.

D. Modulated reheating

The MR scenario [30–32,34] shares a number of sim-
ilarities with the IEI case. In its simplest realization, a
scalar field � is employed to generate inflation, which
ends gracefully as the inflaton reaches the quadratic mini-
mum of its potential. Subsequently, the� field oscillates in
this quadratic minimum such that it behaves as a pressure-
less fluid. Reheating then occurs, and in the simplest

picture of perturbative reheating one defines a constant
decay width � such that the fluid �� decays quickly into

radiation when H ¼ �. The MR scenario is a simple gen-
eralization, promoting the constant parameter � to become
a function �ð�Þ where � is some light scalar field [81,82].
The time of reheating for any given separate universe is
now dependent on the local value of �. Since the energy
density decays faster after reheating, this leads to a varia-
tion in the number of e-folds taken to reach a future
uniform-density hypersurface and so an additional contri-
bution to �reh arises.

IV. MR AND IEI SCENARIOS: EVOLUTION
OF � AND ISOCURVATURE

Our calculation for � in the IEI and MR scenarios is split
into three additive parts, corresponding to the contributions
�hor, �inf and �reh. The first of these terms is always present
and was computed in Eq. (4). Since these three contribu-
tions to � decouple, and since our interest is in �reh rather
than �inf , we are motivated to consider the simplified limit
where the phase-space bundle follows a straight line such
that �inf ¼ 0. If one wishes to consider more general
scenarios where the bundle turns during inflation, then
�inf may be calculated either numerically or, in certain
scenarios, analytically [10,83].
This is not, however, the complete story. Whilst the

observable predictions (i.e. the contribution to �) from
each of these three regimes are all additive, the underlying
physics of each regime is not decoupled. This is due to the
presence of an isocurvature perturbation which is sensitive
to the inflationary dynamics and has the capacity to influ-
ence the process of reheating, and thus alter �reh. Following
the notation of Sec. II, where �~�c is the isocurvature
perturbation on a uniform-density hypersurface taken just
before reheating commences, and ��� is the isocurvature
perturbation near horizon exit, the fact that isocurvature
can evolve during inflation means that �~�c is a nontrivial
function of ���. To account for such behavior up to second
order, as required for the computation of the bispectrum,
we may expand �~�c as

�~�c ¼ @~�c

@�� ��
� þ 1

2

@2 ~�c

@�2�
��2� þOð��3�Þ: (10)

Note that we do not need to include derivatives with
respect to �� because this is defined as the adiabatic field
at horizon exit and so perturbations ��� have no effect
after horizon exit. We therefore see that, up to second
order, there are two physical degrees of freedom associated
with the evolution of isocurvature: firstly, the term
@~�c=@�� represents the growth or decay of the width
of the bundle, and secondly, the term @2 ~�c=@�2� informs
us about the generation of any nonlinear growth of
isocurvature.
Consequently, when we compute �reh in Sec. V, we can

be sure that we are accounting for an arbitrary evolution of
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isocurvature by simply incorporating the two terms appear-
ing in the expansion (10). Importantly, we note that the
inclusion of these two terms is not contingent on the value
of �inf and so we can make the simplifying assumption that
�inf ¼ 0 without running the risk of inadvertently ignoring
pertinent physical degrees of freedom in �reh. Furthermore,
the assumption that the bundle evolves in a straight line
means that we are able to easily compute the derivatives
such as @�c=@��, where the assumption of straight-line
evolution means that the tilde on �c is now redundant and
has therefore been dropped.

Isocurvature evolution for a straight bundle. Evolution
equations for field perturbations such as �� can be for-
mulated by perturbing the equations of motion for the
background evolution, once they are written with the cor-
rect time variable [76,84]. In the present case we wish to
follow the evolution ��� ! ��c, and this can be done by
perturbing Eq. (1) with respect to the� field (H andN need
not be perturbed since the assumption that the bundle
evolves in a straight line requires these to be functions of
� only) and then integrating. One finds

@�c

@�� ¼ exp

�
�
Z c

�
V;��

3H2
dN

�
; (11a)

@2�c

@�2�
¼ � @�c

@��
Z c

�
V;���

3H2

@�

@�� dN: (11b)

These results tell us that the derivative @�c=@�� only
varies from unity if ��� � 0 and @2�c=@�2� is only non-
zero if �2

��� � 0. The latter condition requires that the
potential Vð�Þ is not an even function, and so we know that
the nonlinear effect will be absent if the � potential is, for
example, a quadratic, quartic or axion (cosine) form. The
simplest potential that will generate nonlinear isocurvature
evolution is an inflection point, Vð�Þ ¼ ��3=6.

V. THE MODULATED REHEATING
AND INHOMOGENEOUS END OF

INFLATION EQUIVALENCE

We now present the analytic predictions for the IEI and
MR scenarios which will allow us to show precisely in
what ways these scenarios are equivalent and in which
ways they differ. The aim of this section is to understand
the physical processes at play in these systems, and in
particular to identify how a large fNL may develop.
Subsequently, in Sec. VI, we shall embed the IEI and
MR behavior in two representative inflationary scenarios
and constrain these with current data.

The only factors in Eqs. (5a) to (5d) that relate to the
end-of-inflation effects are R and N;��=N

2
;�. It is therefore

sufficient to derive these in both cases and then compare.
Inhomogeneous end of inflation. As discussed above,

�reh is generated in the IEI case by the bundle evolving
from a hypersurface of uniform density to a hypersurface
with an arbitrary geometry. To compute the bispectrum,
we need to specify this geometry to second order. The

first-order description is simply the angle between the
hypersurfaces, which we denote by �. The second-order
piece is the rate of change of this angle across the bundle
width d�=d�c which is nonzero if the end-of-inflation
hypersurface is curved. It proves more notationally eco-
nomical to work with the Gaussian curvature K ¼ d�=d�c

which is related to the radius of the arc that defines the end-
of-inflation hypersurface L as K ¼ 1=L. We illustrate this
scenario in Fig. 2. We then calculate R and N;��=N

2
;� as

R ¼ ��

�c
tan 2�

�
@�c

@��

�
2
; (12a)

N;��

N2
;�


 �
ffiffiffiffiffiffiffiffi
2�c

p
M�1

pl

�
Kcosec2�þ cot�

@2�c

@�2�

�
@�c

@��

��2
�
;

(12b)

where in the last expression we have omitted terms that
cannot produce a large value of fNL. For clarity, we shall
refer to the two terms in Eq. (12b) as the curvature term
and the nonlinear term with respect to their order of
appearance. It may appear that there is a divergence in
fNL as � ! 0 due to the factors of cosec2� and cot�.
However, these are regularized by the prefactor of
R2 / tan 4� in the expression for fNL.
Modulated reheating. In this case one calculates �reh

by integrating the fluid equations of motion d�=dN ¼
�3ð1þ!Þ�, where ! ¼ 0 before the modulated reheat-
ing hypersurface and ! ¼ 1=3 afterwards. These have
exact solutions, which one can Taylor expand as

FIG. 2 (color online). The geometry of the IEI scenario. The
bundle (shaded green) begins at horizon crossing ‘‘*’’ with
perturbations in both fields (shown schematically as a circle).
The bundle then evolves along the � direction, but its width is
able to vary. Inflation ends when the bundle hits the curved
hypersurface (solid blue line) which has a Gaussian curvature
K ¼ 1=L. This hypersurface intercepts a nearby uniform-density
hypersurface ‘‘c’’ at an angle �.
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�reh ¼ � 1

6
ln

�
1þ �;�

�

��������c
��c þ 1

2

�;��

�

��������c
��2

c þ � � �
�
:

(13)

We note that in this equation �;� ¼ d�=d� is a local

derivative, defined on the hypersurface ‘‘c,’’ rather than
the bilocal quantity @�=@�� that is otherwise commonly
employed in the literature. We now expand the logarithm
to yield

N;� ¼ � 1

6

�;�

�

��������c

@�c

@�� ; (14a)

N;�� ¼ �6N2
;�

�
�;���

�2
;�

��������c
�1

�
þ N;�

@2�c

@�2�

�
@�c

@��

��1
:

(14b)

These results apply if the argument of the logarithm in
Eq. (13) is near to unity, which requires N;� � 105 and

N;�� � 1010 for consistency. We note that these con-

straints must be true if � is to be treated perturbatively.
It is not immediately obvious how to express the MR

scenario in a geometric way. To achieve a homogeneous
description that does not depend on the absolute value of
�, we choose to define the angle � using the ratio of �ð�Þ
to �jc, where �jc is a reference constant. To maximize
the similarity with the IEI case we include a number
of other Oð1Þ coefficients in the definition of �, which
we define as the angle between the function
1
6Mpl

ffiffiffiffiffiffiffiffi
2�c

p
�j�1

c �ð�Þ and the � axis. Note that �c ¼ 3=2.

This definition yields �;�jc ¼ 6�jcM�1
pl ð2�cÞ�1=2 tan� and

�;��jc ¼ 6�jcKM�1
pl ð2�cÞ�1=2sec 2�, where we have again

used the Gaussian curvature K ¼ d�=d�c. With these
definitions we then find R and N��=N

2
;� as

R ¼ ��

�c
tan 2�

�
@�c

@��

�
2
; (15a)

N��

N2
;�


 6�
ffiffiffiffiffiffiffiffi
2�c

p
M�1

pl

�
Kcosec2�þ cot�

@2�c

@�2�

�
@�c

@��

��2
�
:

(15b)

We now see the motivation for our definition of �: it makes
R and all but one of the terms in N��=N

2
;� functionally

identical to that found for the IEI case.
Physically, the difference between the MR and IEI sce-

narios lies in the behavior of the inflaton at the time of its
reheating. In the MR case, � is oscillating and so inflation
has already ended, whereas in the IEI case,� is undergoing
slow-roll evolution and inflation is still in progress. By
writing the formulas for these scenarios in the above forms
we demonstrate that these scenarios are very similar,
involving identical physical processes, although their
predictions are not identical.

How to generate jfNLj � Oð1Þ. From the above
expressions we see that there are three ways to generate
jfNLj � Oð1Þ:
(1) A hypersurface with nonzero curvature, K � 0.
(2) Nonlinear evolution of isocurvature, @2�c=@�2� /

��
���

2 � 0.
(3) Specific to the MR scenario, one finds fNL ! 5

in the limit of large R (this result may be modified
if K takes large values).

A very important point to note is that R depends on
three quantities: the angle �, the evolution of the bundle
width @�c=@�� and the ratio of initial to final field
velocities ��=�c. If we were to consider the IEI scenario
and ignore two of these degrees of freedom such that
��c ¼ ��� and �c ¼ ��, then the only way to obtain a
large fNL is for K or ��

���
2 to be much larger than

ð2�cÞ�1=2. This either requires a large curvature of the
reheating hypersurface or a total violation of slow roll.
However, if we allow for ��c 	 ��� or �c � �� then it
is quite possible for R to take a significant value even in
the limit where � is small. One interesting effect of this is
that it allows us to generate large values of fNL over a
much wider region of parameter space, without requiring
such large values of K or ��

���
2. This leads us to make a

preliminary inference: although a significant region of the
parameter space for these models will produce a small
bispectrum signal, a non-negligible region of parameter
space will be ruled out by Planck’s bounds on the bispec-
trum. We shall show this concretely by considering two
representative examples in Sec. VI.
A second important point to note is that the value of �c

differs between the two scenarios, being a slow-roll pa-
rameter for the IEI scenario and �c ¼ 3=2 in the MR case.
This has two competing effects for the generation of large

fNL. On the one hand, N��=N
2
;� is proportional to

ffiffiffiffiffiffiffiffi
2�c

p
and so the larger value of �c in the MR scenario makes it
easier to generate large fNL. On the other hand, the ratio
��=�c appearing in R is now suppressed in the MR scenario
and so this will act to mitigate the opportunity for large
fNL. There does not appear to be a clear dominance of
either of these effects, so we shall simply accept that this
leads to different effects in the predictions of the two
scenarios.

VI. REPRESENTATIVE EXAMPLES

The previous section discussed the physical mechanisms
that can lead to a large fNL in the IEI and MR scenarios.
We now wish to concretize these statements by applying
observational constraints. For this to be possible we need to
make some choices about the form of the inflationary
potential that defines the dynamics of the inflaton �.
Inhomogeneous end of hybrid inflation. For the IEI

scenario we shall pick a typical hybrid scenario with a
small initial velocity �� ¼ 10�4 at horizon crossing and
choose the parameters ���, ��� and �2

��� to be constants.

JOSEPH ELLISTON, DAVID MULRYNE, AND REZA TAVAKOL PHYSICAL REVIEW D 88, 063533 (2013)

063533-8



We can then find �c by integrating the equation d�=dN ¼
4�2 � 2���� over 60 efolds to obtain

�cð���Þ ¼ ��
�
2��

���

ð1� e120���Þ þ e120���

��1
: (16)

Requiring �c < 0:1 to maintain slow-roll consistency we
obtain the bound ��� >�0:043. We then impose further

slow-roll bounds as ��� < 0:1 and �0:1<��� < 0:1.

The next constraint we can apply is that of the spectral
index. Since the constraint provided by Planck is very
tight, we assume for simplicity that our model exactly
reproduces the best-fit Planck value, which allows us to
write the function R in terms of ��� and ��� as

Rð���; ���Þ ¼
2��� � 6�� � ðn� � 1Þ
ðn� � 1Þ þ 2�� � 2���

: (17)

The positivity of R requires that the numerator and de-
nominator of Eq. (17) are either both positive or negative.
This splits the f���; ���g phase space into four regions,

only two of which are viable. There is also a constraint
arising from the upper bound on the tensor-scalar ratio,
although the small value of �� means that this is satisfied
for the whole of the f���; ���g space.

We may then calculate �ð���; ���Þ by inverting

Eq. (12a) and substituting for �c using Eq. (16). The
evolution of isocurvature is given by Eqs. (11a) and
(11b). For this hybrid model, these formulas simplify
because V;�� and V;��� are constant by virtue of � being

fixed at zero. Furthermore, the dominant vacuum term
ensures that H is roughly constant during inflation and so
Eqs. (11a) and (11b) simplify as

@�c

@�� ’ e�60��
�� ; (18a)

@2�c

@�2�
’ � @�c

@��

�
1� @�c

@��

�
��
���

2

Mpl

ffiffiffiffiffiffiffiffi
2��

p
��
��

; (18b)

where we have presumed 60 efolds of observable inflation.
Combining these ingredients we find �ð���; ���Þ, which
we plot in Fig. 3. The region with more positive ���

requires predominantly large angles �, whereas the region
with more negative ��� is valid for a wide range of smaller
angles.
We can now consider fNL by looking at Eq. (12b). It is

natural to split this calculation into two parts: firstly
that with K � 0 and �2

��� ¼ 0, and secondly that with
�2
��� � 0 and K ¼ 0. For the case with nonzero curvature,

and working to the Planck 1-sigma bounds on fNL, we
obtain slightly different but broadly similar constraints on
positive and negative curvature K. We plot the constraint
on negative K in Fig. 4. This shows a wide range of upper
bounds on jKj. By comparison with Fig. 3, we see that the

FIG. 3 (color online). Values of � in degrees over the phase
space for hybrid inflation. The plot is logarithmic, so � ¼ 10x

where x may be read from the legend. The two white regions are
excluded by the requirement of a viable spectral index. Each
phase-space point has a precise value of � in order to obtain the
correct value for the spectral index.

FIG. 4 (color online). Top panel: Upper bounds on jKMplj for
K < 0 on a logarithmic scale (jKMplj ¼ 10x, where x relates to

the legend shown). Again, the two white regions are excluded by
the requirement of a viable spectral index. Lower panel: Upper
bounds on �2

��� for �2
��� > 0, on a similar logarithmic axis.
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regions with the tightest upper bounds on jKj are those
with the smallest angles �. Specifically, when ��� ¼ 0:1

and ��� ¼ �0:1 we find �4:6�10�5<KMpl<1:7�
10�5. However, we note that this requires a very small
angle of � ¼ 4:3� 10�4 degrees and, depending on the
model-building scenario, this in itself may be fine-tuned.
Alternatively, if we set � ¼ 1 degree, then the smallest
bounds that we can place on K are �2:03<KMpl < 0:74.

Both sets of bounds are surprisingly small, demonstrating
that the bispectrum is able to place significant constraints
on the curvature of the reheating hypersurface.

The nonlinear term in Eq. (15b) is parametrized by
�2
���. We may perform an analogous analysis to that above

for K and obtain bounds on �2
���, which again will differ

depending on whether this third slow-roll parameter is
positive or negative. The tightest constraints arise for the
bottom right-hand corner of the phase space in Fig. 4,
where we find 0:0032< �2

��� < 0:0087. For a larger angle
of � ¼ 1 degree the tightest constraints that we find are
�0:034< �2

��� < 0:095. These latter constraints are
weaker than those expected purely from slow roll. We
conclude that the nonlinear isocurvature evolution of these
models produces a non-Gaussianity that is consistent with
the Planck bispectrum across the vast majority of the
parameter range.

Modulated reheating of vanilla inflation. For modulated
reheating, the requirement of a quadratic minimum and a
graceful end to inflation are both most easily satisfied by
working with the ‘‘vanilla inflation’’ potential Vð�Þ ¼
1
2m

2
��

2. We prescribe 60 efolds of slow-roll inflation to

arise between horizon exit and the time when �c ¼ 3=2,
where we presume that the oscillations begin and that there
is no further evolution of isocurvature. Since we know the
form of the potential, � and ��� follow straightforwardly

following the assumption of slow roll. Again, the lack of
direct coupling between the � and � fields means that we
still expect V;�� and V;��� to remain constant, but the fact

that inflation ends gracefully in this model prevents us
from approximating the Hubble parameter to be a constant.
This enters our calculation through the evolution of iso-
curvature, which we may calculate from Eqs. (11a) and
(11b) under the approximation of slow-roll evolution.
We find

@�c

@�� ’ e�
��
�� ; (19a)

@2�c

@�2�
’ � @�c

@��
��
���

2

Mpl

ffiffiffiffiffiffiffiffi
2��

p
��
��

; (19b)

where 
 ¼ � 1
2�

2� ln ð�c=��Þ. We find �� ¼ 15:53Mpl in

order to get 60 efolds of inflation, and by presuming �c ¼
3=2 we find �c ¼ 2=

ffiffiffi
3

p
. This then gives 
 ¼ 313:6. This

contrasts to the value of 60 found for the hybrid IEI case,
meaning that we expect more significant evolution of iso-
curvature in this MR model. For the MR scenario one

would also expect some isocurvature evolution to occur
during the dust-like phase where the inflaton is oscillating,
but we ignore this contribution by assuming that the infla-
tionary e-foldings dominate.
We also anticipate a minor tension with the tensor-scalar

ratio for this class of models, but since this is only marginal
and furthermore since our aim here is to show a simple
illustrative example for constraints on fNL, we shall ignore
this issue.
Since ��

�� is prescribed by the model, ��
�� is now the

only arbitrary degree of freedom. One finds R and �
identically to the method used in the previous case, except
in this case they only vary with ��

��. The requirement of
a viable spectral index places an upper bound on ��

��,
and we obtain a lower bound on ��

�� by demanding that
��c < 0:1Mpl. This leaves a viable parameter window as

�0:031<��
�� <�0:011.

The bounds on K and �2
��� then follow by taking each

term separately and these are shown in Fig. 5. We see that
K is bounded as�2:42<KMpl < 5:61 over the full range

FIG. 5 (color online). Top panel: Upper bounds on jKMplj
plotted against �, showing reasonable constraints across all
angles, but particularly tight constraints at small angles. Lower
panel: Upper bounds on j�2

���j.
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of angles �, with much tighter bounds at low angles.
Specifically, for ���¼�0:031 we find �3:36�10�5<

KMpl<1:26�10�5 which occurs when �¼0:016degrees.

Again we find that the nonlinear term yields constraints that
areweaker than those required for slow-roll consistency. The
tightest bounds are �0:22< �2

��� < 0:25 which requires
22< �< 45 degrees.

VII. CONCLUSIONS

A key question concerning inflation is how to narrow
down the plethora of models that have been proposed, and
in particular how this is affected by the bounds on non-
Gaussianity recently obtained by Planck. Given the com-
patibility of Planck data with small non-Gaussianity, it
could be tempting to interpret this as an indication that
the models underpinning inflation are likely to be the
simplest models compatible with the data, namely canoni-
cal single-field models, as indeed has been recently argued
by a number of authors.

To assess how reasonable this interpretation is, we have
considered two-field models as the simplest multifield
generalizations, and have looked at ways in which these
models can behave differently from their single-field
counterparts. Given that the two-field slow-roll inflation
and the curvaton scenario have been studied recently,
we have concentrated on the MR and the IEI scenarios.
Employing a geometrical approach, we have shown that
these two scenarios are very similar, though not identical.

Generalizing previous work to allow for arbitrary evolu-
tion of the isocurvature perturbations, we have shown that
there are two physical mechanisms that can produce fNL in
excess of the Planck bispectrum bounds. Firstly, reheating
may occur on a curved hypersurface, leading to a contribu-
tion to fNL that is proportional to the Gaussian curvature K
of the reheating hypersurface. The capacity for this term to
generate jfNLj 	 1 is significantly enhanced for models for
which the isocurvature perturbations grow. Secondly, one
obtains a contribution to fNL from the nonlinear growth of
the isocurvature perturbations, which is proportional to the
third slow-roll parameter �2

���. We have shown how both
these effects can be parametrized in terms of the angle � that
measures the relative orientation of the reheating hypersur-
face from one of uniform density.

To concretize the degree of fine-tuning required by these
scenarios to produce a large bispectrum, we have consid-
ered two representative examples: hybrid inflation with an
inhomogeneous ending, and vanilla inflation with modu-
lated reheating. By scanning the relevant parameter spaces,
we have placed bounds on K or �2

��� by treating each
source of the bispectrum independently. These bounds are
fully consistent with the bounds on the spectral index.

For these particular models we find that Planck bounds
can eliminate significant ranges of possible values of K,
with this effect being most striking in the MRmodel where
we find�2:42<KMpl < 5:61 as the weakest bound in the

parameter space under consideration. These bounds be-
come much tighter for values of � nearer to zero, such as
the bound �3:36�10�5<KMpl<1:26�10�5 which oc-

curs when ���¼�0:031 and requires �¼0:016 degrees.
For the IEI model we obtain a wide range of constraints,
with jKMplj<Oð1Þ for a significant region of the parame-

ter space, whereas in more restricted scenarios we obtain
tighter bounds such as �4:6� 10�5 <KMpl < 1:7�
10�5 which applies for the case with ��� ¼ 0:1 and

��� ¼ �0:1, although we note that this case requires � ¼
4:3� 10�4 degrees. These examples show clearly that
Planck spectral-index and bispectrum bounds are definitely
not able to rule out these multifield scenarios, although we
do find that they are able to place some significant con-
straints on the geometry of the reheating hypersurface.
We do not find the same behavior for the contribution to

fNL that is mediated by nonlinear growth of the isocurva-
ture perturbations because �2

��� is constrained to have
small values by slow roll. We find that this ‘‘nonlinear’’
contribution is totally unconstrained for vanilla inflation
with additional MR effects, and for the hybrid IEI model it
can only be constrained for very small regions of the
parameter space which coincide with very small values
of the angle �
 10�4 degrees. This is similar to the
scenario which we encountered for models of two-field
slow-roll inflation or in curvaton-type models, where only
very restricted regions of initial condition and parameter
space lead to a large non-Gaussianity. As a result, such
models remain compatible with observational data for the
vast majority of their parameter spaces.
In summary, we find that the simplest representative

two-field inflationary models are easily consistent with
the tighter bounds that Planck has placed on the spectral
index and the bispectrum, since they only generate a large
bispectrum for certain regions of their parameter space.
These results, combined with the motivation for consider-
ing multifield models coming from candidate theories of
fundamental interactions, suggest that inflation sourced by
more than one scalar field remains an important possibility.
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