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We explore the MSSM with nine free parameters (p9MSSM) that have been selected as a minimum set

that allows an investigation of neutralino dark matter and collider signatures while maintaining con-

sistency with several constraints. These include measurement of the dark matter relic density from

PLANCK, main properties of the discovered Higgs boson, LHC direct supersymmetry searches, recent

evidence for a Standard Model–like branching ratio BRðBs ! �þ��Þ, and the measurement of �ðg�
2Þ�, plus a number of other electroweak and flavor physics constraints. We perform a simulation of two

LHC direct supersymmetry searches at
ffiffiffi
s

p ¼ 8 TeV: the CMS inclusive �T search for squarks and gluinos

and the CMS electroweak production search with 3lþ Emiss
T in the final state. We use the latter to identify

the regions of the parameter space, consistent at 2� with �ðg� 2Þ�, that are not excluded by the direct

limits from the electroweak production. We find that they correspond to a neutralino mass in the window

200 GeV & m� & 500 GeV. We also implement the likelihood for the XENON100 exclusion bound, in

which we consider for the first time the impact of a recent determination of the ��N term from CHAOS

data, ��N ¼ 43� 12 MeV. We show that in light of this measurement, the present statistical impact of

the XENON100 bound is greatly reduced, although future sensitivities of the LUX and XENON1T

experiments will have decisive impact on the mixed bino/Higgsino composition of the neutralino. We

point out some tension between the constraints from �ðg� 2Þ� and XENON100. Finally, we present

prospects for various indirect searches of dark matter, namely �-ray fluxes from dSphs and the Galactic

Center at Fermi-LAT, and the positron flux at AMS02. We also show the five-year sensitivity on the spin-

dependent neutralino-proton cross section due to neutrino fluxes from the Sun at IceCube.
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I. INTRODUCTION

The recent discovery of a particle consistent with the
Standard Model (SM)1 Higgs boson at the LHC [1] pro-
vides a strong constraint on models of low-scale super-
symmetry (SUSY). According to the latest measurements,
the mean value of the particle’s mass at CMS is 125:7�
0:4 GeV [2] and at ATLAS 125:5� 0:6 GeV [3]. It was
shown in many studies [4–11] that the predictions of the
minimal supersymmetric Standard Model (MSSM) for the
lightest Higgs boson are consistent with the measured
value if large radiative corrections are added to the tree-
level mass. If the observed new particle is the lightest
CP-even Higgs h of the MSSM, mh ’ 126 GeV can be
achieved, at one loop, either by requiring the stop masses in

the multi-TeV range or by requiring maximal stop mixing,

jXtj=MSUSY ’ ffiffiffi
6

p
. Additionally, if one requires that the

present observed value of the relic density is due exclu-
sively to neutralino dark matter (DM), the fact that only a
limited number of mechanisms can enhance the annihila-
tion cross section up to the value measured by WMAP or
PLANCK puts even more severe constraints [12–15] on the
parameter space of models defined at the low-energy
SUSY breaking scale, and even more so [16–25] in
SUSY models constrained by universality conditions at
the scale of grand unification (GUT), like the constrained
MSSM (CMSSM) [26] and the nonuniversal Higgs mass
model (NUHM) [27]. In particular, it was shown, first in
the MSSM [28] and more recently in unified SUSYmodels
[22–25,29], that in addition to the previously favored gau-
ginolike neutralino, the right relic density can be obtained
also with a nearly pure Higgsino lightest SUSY particle
(LSP) with mass around 1 TeV.
The above picture is in agreement with the recent posi-

tive observation [30] of the branching ratio BRðBs!
�þ��Þ¼3:2þ1:5

�1:2�10�9 at LHCb: if this value converges

in future measurements with higher integrated luminosity
to the SM expectation, about 3:6� 10�9 [31,32], then it
was shown in [25] that this measurement will strongly
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disfavor a substantial part of the CMSSM (specifically, the
A-funnel (AF) region), unless the value of the pseudoscalar
Higgs mass mA is, again, in the multi-TeV regime. The
described picture is also in agreement with the nonobser-
vation of SUSY particles at the LHC so far. All of this
suggests that if low-energy SUSY exists and takes one of
the forms that theorists have hypothesized, it probably
comes with masses larger than the energy scale tested by
the most recent LHC runs. Recent mass limits calculated
with simplified model spectra (SMS), with highly simpli-
fied decay chains, which on a case-by-case basis assume
only a few SUSY masses in reach of experimental obser-
vation whereas the others are decoupled, imply that when
the neutralino is very light, the mass of the gluino should be
greater than �1300 GeV [33,34], the masses of the first-
and second-generation squarks should be at least as heavy
[34], the masses of third-generation squarks should exceed
600–700 GeV [35–37], and the mass of the chargino
should be greater than �650 GeV [38]. (We emphasize
again that these limits are, however, obtained under as-
sumptions that are, in general, not applicable to realistic
SUSY models.)

The only piece of information suggesting the sub-TeV
scale of SUSY masses is �ðg�2Þ�¼ð28:7�8:0Þ�10�10

[39], which is more than 3� in excess of zero (axiomati-
cally its SM value), and which seems to favor light smuons,
muon sneutrinos, charginos, and neutralinos, if the discrep-
ancy is to be explained within SUSY. It has been shown in
several studies (see, e.g., [18,20,40]) that this cannot be
achieved in constrained models, due to the fact that the soft
scalar masses for squarks and sleptons are unified at the
GUT scale. On the other hand, relaxing some of the uni-
fication conditions, so to allow the first-two-generation
sleptons to be light, will easily reduce the tension with
the ðg� 2Þ� constraint, and still maintain consistency with

the above picture.
Recently, there has been great proliferation of studies

investigating the impact of different constraints on phe-
nomenological parametrizations of the MSSM. The idea is
to treat the n SUSY-scale parameters of the MSSM that
parametrize the sector of the theory to be studied as free,
and constrain the remaining ones by some unifying con-
ditions, or fix them at some decoupled value. Most of the
papers on these ‘‘pnMSSM’’ models analyzed the impact
of constraints from direct LHC SUSY searches [41–47],
from the Higgs discovery [12,48–54], from b-physics
[54–59], and from direct and indirect detection of DM
[12,47,51,54]. Also, in the past few months there has
been a resurgence of interest in scenarios that can reconcile
the ðg� 2Þ� anomaly with the most recent experimental

determination from other sectors, like the LHC [60], DM
[14], the Higgs [61], and lepton-flavor violation [62,63] in
SUSY, and also in other beyond-the-SM models [64].

A detailed study of the impact of the experimental
constraints described above on the DM sector of a

MSSM parametrization with 13 free parameters
(p13MSSM) was presented in [15]. The study focused
primarily on neutralino DM in the sub-TeV regime, thus
only touching the parameter space giving Higgsino DM at
1 TeV, which has been shown to be an important candidate
in studies of GUT-constrained model, as explained at the
beginning of this section. We think it would therefore be
interesting to also investigate how this sector of the theory
agrees with the global set of constraints. Moreover, it has
been demonstrated in many studies (see, e.g., [65]) that a
proper treatment of the experimental constraints through a
likelihood function can lead to significantly different re-
sults from scans where such constraints are typically
implemented in a more simplified boxlike fashion, with
all points accepted when satisfying experimental values
within some fixed ranges (e.g., 95% C.L.), and otherwise
rejected.
In this paper we perform a statistical analysis of the

MSSM at the SUSY scale with 9 free parameters
(p9MSSM), which we identify as a minimal set of parame-
ters to allow good agreement with constraints from the
relic density, the Higgs mass and decay rates, �ðg� 2Þ�,
b-physics constraints, limits from the XENON100 DM
direct detection (DD) experiment, limits from LHC direct
SUSY searches, and limits from indirect detection (ID)
of DM.
To this end we construct approximate but accurate like-

lihood functions to incorporate in our analysis limits on
SUSY from the

ffiffiffi
s

p ¼ 8 TeV �T inclusive search for
squarks and gluinos with 11:7=fb integrated luminosity
[66] and the

ffiffiffi
s

p ¼ 8 TeV, 9:2=fb, 3lþ Emiss
T electroweak

(EW) production search at CMS [38]. The latter in par-
ticular gives the strongest limits on chargino-neutralino
pair production to date, so that our detailed implementation
can accurately constrain the sector of the theory consistent
with �ðg� 2Þ�. Likewise we construct an approximate but

accurate likelihood function to incorporate limits on the
spin-independent (SI) neutralino-nucleon cross section,
�SI

p , from XENON100 [67]. We include the theoretical

uncertainties due to the determination of the ��N term
[68], in light of the recent determination from CHAOS
data presented in [69].
We will focus, in particular, on the DM sector of the

model, by not only including an accurate implementation
of the XENON100 limit, but also by investigating in detail
the impact of ID searches: �-ray fluxes from the Galactic
Center (GC) of the Milky Way and from its dwarf sphe-
roidal satellite galaxies (dSphs) at Fermi-LAT, and positron
fluxes at AMS02. We will also try to evaluate the reach
of future DM experiments for the parameter space of
the model.
The article is organized as follows. In Sec. II we briefly

revisit the model, highlighting some of its salient features,
and detail our methodology, including our statistical ap-
proach. In Sec. III we describe the relevant experimental
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results and their likelihood functions, including a detailed
discussion of our derivation of the bounds on SUSY from
direct searches at the LHC, and of the bound from
XENON100. In Sec. IV we present the results from our
scans and discuss their novel features. We summarize our
findings in Sec. V.

II. MODEL DESCRIPTION AND
NUMERICAL METHODOLOGY

As mentioned in the Introduction, and shown in many
studies (see, e.g., our previous work [20,25,70,71]), the
discovery of the Higgs mass has made the multi-TeV scale
of MSUSY � m~t difficult to avoid in constrained SUSY
models (although, given the theoretical uncertainties, in
the stau-coannihilation region of the CMSSM the mass
of the lightest Higgs is consistent with the measured
value even if MSUSY ’ 1 TeV, thanks to maximal
jXtjMSUSY [20,25]). On the other hand, several groups
[49,55,72] have shown that in the general MSSM, the
parameter space is much less constrained given the large
number of free parameters.

In this paper we investigate the impact of the global
constraints on the p9MSSM, whose nine free parameters
have been chosen on the basis of their relevance for the
constraints involving DM, the Higgs sector, and other
relevant quantities. In this section, we will describe our
p9MSSM parameter choice.

We make some reasonable and simplifying assumptions,
as is usually done in the MSSM. First, we assume univer-
sality for the bino and wino masses,M1 ¼ 0:5M2, resulting
in the absence of winolike neutralino as the LSP. It is
known that a winolike neutralino can hardly satisfy the
relic density constraint, unless taken to be very heavy
(m� � 1:6 TeV [28,73] but see [47] for very recent nu-

merical work on the issue), and it has been shown to be in
potential conflict with ID experiments due to its large
annihilation cross section [74]. On the other hand, in order
to mitigate possible impacts on the DM sector from LHC
multi-jet limits, we treat the gluino massM3 � m~g as a free

parameter. We scan it in the range 0:7 TeV<M3 < 8 TeV
since lower values are now disfavored by most LHC direct
SUSY searches.

The squarks of the first two generations are strongly
constrained by direct searches at the LHC and are basically
irrelevant for the constraints that we will employ. We there-
fore fix them at a decoupled scale, m ~Q1;2

¼m
~uð1;2ÞR

¼m~dð1;2ÞR
¼

2:5TeV. Instead, we allow wide ranges for the third-
generation squark masses, m ~Q3

¼m~tR ¼m~bR
, because they

are not constrained by the LHC as strongly as the first and
second generations, and they affect the Higgs sector.

In order to save computer time and make sure we do not
generate many points with charged LSP, which would then
be rejected, we unify the first- and second-generation slep-
tons and set them to m ~L1;2

¼m~eR ¼m ~�R
¼M1þ50GeV. It

will be shown that, when the relic density constraint is taken
into account, this choice does not compromise good cover-
age of the sector related to ðg� 2Þ�.
On the other hand, we scan over m ~L3

¼ m~�R to

investigate scenarios where the relic density is obtained
via stau-coannihilation.
We unify all the lepton trilinear couplings to Ae ¼ A� ¼

A�. All up-type squark trilinear couplings are unified to At

but down-type squark trilinear couplings are fixed to Ab ¼
�0:5 TeV, since our likelihood function will not be sensi-
tive to down-type squark trilinear couplings. We allow
broad ranges for At and A� to investigate the Higgs sector
and mechanisms for stau-coannihilation, respectively.
We investigate the Higgs sector by scanning over mA,

the Higgs/Higgsino mass parameter �, and the ratio of the
Higgs doublets’ vacuum expectation values (VEV), tan	.
In summary, our multi-dimensional scan is parametrized

by 9 free SUSY parameters:

M2;M3; m ~Q3
; m ~L3

; At; A�; mA;�; tan	:

In addition, we scan over the bottom quark mass,

mbðmbÞMS, and top quark pole mass, Mt, to include SM
uncertainties. In contrast to our previous papers, we do not
vary the strong interaction coupling, �s, or the electromag-
netic coupling �em because they are well constrained.
Moreover, �em is used in CMSSM and NUHM scans to
set the GUT scale, which is not an issue in here, since soft
SUSY-breaking parameters are defined at the scale
MSUSY ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m~t1m~t2

p
, which is found iteratively by our

RGE code (SOFTSUSY-3.3.5 [75]).
The set of input parameters we consider in this paper and

their scanned ranges are shown in Table I.

TABLE I. Prior ranges for our p9MSSM input parameters,
over which we perform our scan. All masses and trilinear
couplings are in TeV, unless indicated otherwise.

Parameter Range

Gluino mass 0:7<M3 < 8
Wino mass 0:01<M2 < 4
Bino mass M1 ¼ 0:5M2

Stop trilinear coupl. �7< At < 7
� trilinear coupl. �7< A� < 7
Sbottom trilinear coupl. Ab ¼ �0:5
Pseudoscalar mass 0:2<mA < 4
� parameter 0:01<�< 4
3rd gen. soft squark mass 0:3<m ~Q3

< 4
3rd gen. soft slepton mass 0:1<m ~L3

< 2
1st/2nd gen. soft slepton mass m ~L1;2

¼ M1 þ 50 GeV
1st/2nd gen. soft squark mass m ~Q1;2

¼ 2:5
Ratio of Higgs doublet VEVs 3< tan	< 62

Nuisance parameter Central value, error

Bottom mass mbðmbÞMS (GeV) (4.18, 0.03)

Top pole mass Mt (GeV) (173.5, 1.0)
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We perform our scans by using the package BAYESFITS,
which interfaces different publicly available programs. For
sampling, it uses MULTINEST [76] with 20 000 live points,
evidence tolerance factor equal to 10�4, and sampling
efficiency equal to 0.8. We compute mass spectra and mW

with SOFTSUSY-3.3.5 [75] and pass the spectra via SUSY
LesHouches Accord to SUPERISO V3.3 [77] to calculate
BRð �B ! Xs�Þ, BRðBs ! �þ��Þ, BRðBu ! �
Þ, and
�ðg� 2ÞSUSY� . DM observables, such as the relic density

and DD and ID observables, are calculated with
MICROMEGAS 2.4.5 [78] and DARKSUSY [79]. Higgs cross

sections, �MBs
and �eff , are computed with FEYNHIGGS

2.9.4 [80–83]. In addition, we also check the exclusion

bounds obtained from the Higgs searches at LEP and the
Tevatron with HIGGSBOUNDS 3.8.0 [84].

Note that MULTINEST is optimized for Bayesian sam-
pling. The scans are driven by the likelihood function, and
the input parameters are subject to prior distributions. We
combine six separate scans: three with log priors in the
mass parameters (with the exclusion of �) and three with
flat priors, so to obtain good coverage of the parameter
space. We take flat priors for the trilinear couplings, for �,
and for tan	 in all six scans. Moreover, the nuisance
parameters are always scanned over with Gaussian prior
distributions.

We employ in this work the profile-likelihood approach,
which we briefly summarize in the next section, to draw
inferences on the multi-dimensional parameter space of the
p9MSSM. The advantage of the profile-likelihood method
with respect to our previous papers [20,70,85], where we
were calculating Bayesian inferences based on the poste-
rior probability density function, is that we can merge
together many chains with different priors to explore the
whole parameter space in good detail, without worrying
about appropriate prior weights.

III. STATISTICAL TREATMENT OF
EXPERIMENTAL CONSTRAINTS

In this section we briefly describe the profile-likelihood
method and the experimental constraints used in this analy-
sis. We will later show our results as 68% (1�) and 95%
(2�), or 90% (1:65�) confidence intervals in the p9MSSM
parameter space.
For a theory described by a set of n parameters m, one

can compare experimental observables �ðmÞ with data d
through the likelihood functionLðmÞ � pðdj�ðmÞÞ, which
at any point m in parameter space gives the probability of
the data d given m.
One can draw inference on a subset of r � n specific

model parameters or observables, or a combination of both
(collectively denoted by c i), by ‘‘profiling’’ the likelihood
along the other directions in the parameter space [65,86],

Lðc i¼1;...;rÞ ¼ max
m2Rn�r

LðmÞ: (1)

Confidence intervals are calculated from tabulated
values of ��2 � �2 ln ðL=Lmax Þ. For example, in r ¼ 2
dimensions, 68.3% confidence regions are given by ��2 ¼
2:30 and 95.0% confidence regions by ��2 ¼ 5:99.
The constraints that we include in the likelihood func-

tion are listed in Table II. For the purpose of presentation,
we denote the constraints in the first block of the table as
basic, as we shall explain in Sec. IV. As a rule, following
the procedure developed earlier [93], we implement posi-
tive measurements through a Gaussian likelihood, in which
the experimental and theoretical uncertainties are added in
quadrature. For the Higgs mass, we use the most recent
CMS determination of its central value and experimental
uncertainty, as it is in good agreement with the determi-
nation obtained by ATLAS at the end of the

ffiffiffi
s

p ¼ 8 TeV
run. The theoretical uncertainty is estimated to be 3 GeV

TABLE II. The experimental constraints that we include in our likelihood functions to constrain our p9MSSM model. We denote the
first block of constraints as basic.

Measurement Mean or range Error: experimental, theoretical Distribution Reference

CMS �T 11:7=fb,
ffiffiffi
s

p ¼ 8 TeV See text See text Poisson [66]

mh (by CMS) 125.8 GeV 0.6 GeV, 3 GeV Gaussian [87]

��h
2 0.1199 0.0027, 10% Gaussian [88]

BRð �B ! Xs�Þ � 104 3.43 0.22, 0.21 Gaussian [89]

BRðBu ! �
Þ � 104 1.66 0.33, 0.38 Gaussian [90]

�MBs
17:719 ps�1 0:043 ps�1, 2:400 ps�1 Gaussian [91]

sin 2�eff 0.23146 0.00012, 0.00015 Gaussian [91]

MW 80.399 GeV 0.023 GeV, 0.015 GeV Gaussian [91]

BRðBs ! �þ��Þ � 109 3.2 þ1:5, �1:2, 10% Gaussian [30]

mbðmbÞMS 4.18 GeV 0.03 GeV, 0 Gaussian [91]

Mt 173.5 GeV 1.0 GeV, 0 Gaussian [91]

�ðg� 2ÞSUSY� � 1010 28.7 8.0, 1.0 Gaussian [39,92]

XENON100 (2012) See text See text Poisson [67]

CMS 3lþ Emiss
T 9:2=fb,

ffiffiffi
s

p ¼ 8 TeV See text See text Poisson [38]
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[6,20]. For the relic density we use the recent determina-
tion by PLANCK [88].

Additionally, we impose 95% C.L. lower limits from
direct searches at LEP [91], smeared with 5% theoretical
errors, for the following particles:

m� > 46 GeV; m~e > 107 GeV;

m��
1
> 94 GeV if m��

1
�m� > 3 GeV and tan	< 40;

m ~� > 94 GeV if m ~� �m� > 10 GeV and tan	< 40;

m~� > 81:9 GeV if m~�1 �m� > 15 GeV;

m~b1
> 89 GeV if m~b1

�m� > 8 GeV;

m~t1 > 95:7 GeV if m~t1 �m� > 10 GeV: (2)

The MSSM predictions for BRðBs ! �þ��Þ must be
matched with what was measured by the LHCb experi-
ment, i.e., the time-averaged, flavor-averaged branching
ratio, whose measured value is given in Table II. This
averaging incorporates oscillations between the Bs and
�Bs flavor eigenstates between the primary vertex and the
secondary decay vertex, which occur in the experiment.
This effect is nontrivial, because the flavor eigenstates have
different decay widths. Therefore, to connect with the
experiment, one should multiply the theoretical prediction
by a factor that takes into account this effect [94,95],
so that

BRðBs ! �þ��Þtime ave ¼ corr 	 BRðBs ! �þ��Þtheory;
(3)

where the ‘‘correction’’ factor is given, for example, in
Ref. [56].

SUPERISO gives BRðBs ! �þ��ÞSMtime ave ¼ 3:87�
10�9, which is higher than the most recent time-averaged
calculation, BRðBs ! �þ��ÞSMtime ave ¼ ð3:56� 0:18Þ �
10�9 [32]. The difference in the two values is due to
differences in the chosen value of fBs

and other input

parameters such as the Bs lifetime, the top mass, and the
CKM elements. Other sources of uncertainty arise from the
chosen renormalization scheme for sin �W and Mt [96].
Since the uncertainties enter multiplicatively in Eq. (3) as a
correction factor and we assume a theoretical uncertainty
of 10% in our scans, we use the non time-averaged output
of SUPERISO, which gives in the SM limit BRðBs !
�þ��ÞSM ¼ 3:53� 10�9, consistent with the determina-
tion of [32] within 1�. In addition, since the experimental
uncertainty in BRðBs ! �þ��Þ is asymmetric, we pa-
rametrize the likelihood function as a combination of two
half-Gaussians, one for positive and negative error each.

In Table II,mh refers to the mass of the lightest CP-even
Higgs boson of the model. In principle, it is possible for the
heavier CP-even Higgs, H, to be SM-like with mass
�126 GeV, in the so-called nondecoupling regime of the
model. However, such a possibility is confined to a
very fine-tuned region of the parameter space, which is

essentially ruled out by the direct search limits on the
lightest Higgs h and the pseudo-scalar Higgs A and other
experimental constraints from flavor physics [10,97–99].
Hence we do not explore such a possibility here.
The construction of the likelihood for limits from

direct SUSY searches and the likelihood for XENON100
deserve a more detailed explanation, which we give in the
following subsections.

A. Likelihood for LHC direct SUSY searches

In order to implement the impact of direct SUSY search
limits on the p9MSSM parameter space, we extend the
procedure developed previously in [20,25] for the deriva-
tion of approximate but accurate likelihood maps. For the
first time, in this study we apply the SUSY likelihood
functions on-the-fly, point by point in our scan. Note that
in our previous studies of constrained models [20,25,70],
we relied on likelihood maps prepared separately for
subsets of input parameters.
In this paper we apply the results from two different

searches: CMS inclusive search for SUSY final states with
large missing transverse energy and b-quark jets in

ffiffiffi
s

p ¼
8 TeV pp collisions with the variable �T [66]; and direct
EW production of charginos and neutralinos in pp colli-
sions at

ffiffiffi
s

p ¼ 8 TeV [38]. Each search is implemented
through a step-by-step procedure that includes generation
of a SUSY signal at the scattering level with PYTHIA6.4

[100] and a simulation of the CMS detector response with
PGS4 [101] to calculate the efficiency once the kinematic

cuts are applied. We modified the CMS detector card as
recommended by the CMSCollaboration, and we tuned the
algorithm used by PGS4 to reproduce the b-tagging effi-
ciency reported by CMS. The obtained signal yields are
finally statistically compared to the publicly available
observed and background yields of the searches, provided
by the CMS Collaboration, as described in [25], which
updated the procedure described in detail in [20,85].

1. CMS �T 11:7=fb,
ffiffiffi
s

p ¼ 8 TeV

The search employs a set of 8 different boxes, with hard
jets and missing energy in the final states, and different
combinations of b-tagged jets. The boxes with zero
b-tagged jets in the final states are used to impose limits
on the squarks of the first two generations produced either
directly or in gluino decays. Increasing numbers of
b-tagged jets in the final state implies direct production
of third generation squarks, or gluinos decaying to the
latter. The boxes, together with the number of the
observed and background events provided by the CMS
Collaboration, are given in [102].
We validate our procedure against the official experi-

mental limits in the framework of SMS. In Fig. 1(a) we
present the bounds obtained from our likelihood in the
gluino-LSP plane for model T1 of pair-produced gluinos
decaying into a neutralino and quarks of the first two
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generations [66]. In Fig. 1(b) we show the bounds in the
sbottom-LSP plane for model T2bb for pair-produced bot-
tom squarks. Gray dots represent the points excluded by
our likelihood function at the 99.7% C.L., cyan circles
those excluded at the 95.0% C.L., and blue triangles those
excluded at the 68.3% C.L. The remaining points (red
squares) are considered as allowed. The solid green line
shows the official 95% C.L. CMS exclusion limit.

As one can see, we reproduce the experimental exclu-
sion bound in model T1 very well, with a discrepancy in
the gluino mass limit that stays below 50 GeV for most of
the parameter space, although it can be twice as large for
m� ’ 400 GeV. The agreement is slightly worse for model

T2bb, where the discrepancy is about 70 GeV. The reason
is that we use in our analysis the cross section at the leading
order, as provided by PYTHIA6.4, which differs from the
cross section implemented in the experimental analysis by
a factor of around 1.8. Also note that the theoretical sbot-
tom production cross section is subject to a large theoreti-
cal uncertainty (shown in Fig. 1(b) as dashed green lines)
that could affect the determination of the experimental
95% C.L. line by around 60 GeV. It is important to keep
in mind that such uncertainties will not have a significant
impact on the determination of the profile-likelihood con-
fidence regions and the best-fit points, as the other con-
straints favor the multi-TeV region for squarks and gluinos.

We apply the described procedure to calculate the
�T-given ��2 of all the points of the p9MSSM sensitive
to the search (about 1% of the total set).2 One just needs to
bear in mind that the �T constraints presented in this paper
are conservative.

Although the
ffiffiffi
s

p ¼ 8 TeV �T search imposes strong
limits on the masses of third-generation squarks in the
p9MSSM, very recently the ATLAS and CMS collabora-
tions updated their results for direct top squark pair pro-
duction [35,37] with the analyses based on 20:7=fb and
19:5=fb of data, respectively. We will test at the end the
consistency of our best-fit point with the most updated
ATLAS and CMS third-generation searches.

2. CMS 3l þ Emiss
T 9:2=fb,

ffiffiffi
s

p ¼ 8 TeV
(EW production)

We follow the same procedure to construct the likeli-
hood function for chargino-neutralino pair production (EW
production). We use the CMS search [38], which currently
gives the strongest direct limits.
We consider the channels with three leptons in the final

state: an opposite-sign-same-flavor lepton pair, ee or ��,
and a third lepton being either an electron or a muon. We
have checked on a few test scans that these channels yield
the highest sensitivity. The observed and background
events are given in Table 1 of [38]. We validate our
procedure against the official CMS 95% C.L. exclusion
bound for a SMS with m~l ¼ 0:5m� þ 0:5m��

1
[38]. The

result is shown in Fig. 2, where the color code is the same
as in Fig. 1. As one can see the discrepancy in the
chargino mass bound is less than 50 GeV for the neutra-
lino mass range.
Given our parameter choice and ranges, the likelihood

for EW production of neutralinos and charginos can rule
out a large fraction of the total number of scanned points.
Even by preliminarily considering only the points that can
satisfy all other constraints, the number of points in our
scans that can be potentially affected by the EW-
production likelihood is about 400,000 (out of 1.8 millions
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FIG. 1 (color online). Our �T likelihood as a function of sparticle masses in (a) SMSModel T1 and (b) SMSModel T2bb. Points that
are excluded at 3� are shown as gray dots, at 2� as cyan circles, and at 1� as blue triangles. The 95% C.L. limit from CMS (solid
green line) is also shown to facilitate a comparison with our result (boundary of cyan circles and blue triangles).

2With respect to the SMS used for validation, the PYTHIA card
is changed for the full scan to include inclusive production.
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in total). For this reason, including this search in the
global likelihood function has proven to be a numerically
unmanageable task. Thus, the contribution to the �2 of this
search is calculated on a randomly chosen sample of
approximately 40 000 points from our chains. This will
be enough to draw general conclusions. We will use this
information to check the consistency of this search with the
other constraints (and particularly �ðg� 2Þ�), and also we
will test the best-fit points from the global likelihood
against EW production to make sure that they are not
excluded.

B. XENON100 likelihood

A proper treatment of the XENON100 90% C.L. bound
in the ðm�;�

SI
p Þ, plane [103–105] is not straightforward

because, as it has been long known, the limits from DD of
DM experiments on SUSY parameter space are marred by
large nuclear physics uncertainties [106,107]. The astro-
physics uncertainties resulting from the DM local density
and velocity distribution, on the other hand, affect the
elastic scattering cross section by only around 50% in the
mass range considered in this paper [108].

Nuclear physics uncertainties enter the picture through
the calculation of the cross section of DM-quark elastic
scattering. To connect this prediction with experiment one
has to estimate a nucleon mass matrix, hNj �qqjNi, to trans-
form the cross section from the quark level to the nucleon
level. The nucleon mass matrix calculation is subject to
uncertainties on the quark masses md;c;b;t, on the ratios

mu=md and ms=md, and on the hadronic quantities related
to the change in the nucleon mass due to nonzero quark
masses, �0 and ��N:

�0 ¼ mu þmd

2
hNj �uuþ �dd� 2�ssjNi;

��N ¼ mu þmd

2
hNj �uuþ �ddjNi:

(4)

��N is generally derived by extrapolating information
from experimental input, generally �-N elastic scattering
cross sections. It has been long known that these hadronic
uncertainties can be much larger than astrophysical uncer-
tainties (see [109] and references therein).
In a recent paper [69], the differential elastic �-N scat-

tering cross sections [110] measured with the CHAOS
detector at TRIUMF [111] were employed to derive a
new determination of the ��N term, ��N ¼43�12MeV,
where the error bar is mostly due to the experimental
uncertainties. This value is substantially lower than the
values previously calculated using phase-shift analyses
from the GWU/SAID database [112], or using chiral per-
turbation theory [113], and it can have substantial impli-
cations, as we shall see, when deriving limits on SUSY
from DD experiments.
To illustrate this point, we show in Fig. 3 the dependence

of the SI cross section on the ��N term for three different
neutralino masses and gaugino/Higgsino fractions. One
can see that �SI

p can vary by more than one order of

magnitude over the plotted range of ��N, and by a factor
of five over the 1� range of [69] (light red band on the left).
Thus, in this study we include the most recent ��N
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FIG. 2 (color online). Our EW-production likelihood as a
function of neutralino and chargino masses. Points that are
excluded at 3� are shown as gray dots, at 2� as cyan circles,
and at 1� as blue triangles. The 95% C.L. limit from CMS (solid
black line) is also shown to facilitate a comparison with our
result (boundary of cyan circles and blue triangles).

FIG. 3 (color online). The spin-independent neutralino-proton
scattering cross section versus the pion-nucleon � term for three
p9MSSM points (shown in Table III), characterised by their
neutralino composition: the dash-dotted blue line shows a point
corresponding to mixed neutralino, the solid red line to a
Higgsino-like neutralino, and the dashed green line to a gaugino-
like neutralino. 1� confidence intervals for the pion-nucleon �
term from [69] (light red, left) and [114] (light green, right) are
shown by vertical shaded blocks.
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determination of [69] (with its uncertainties) in the like-
lihood function for XENON100.

The likelihood function for XENON100 is given
by the product of an experimental and a theoretical part.
We build the experimental, model-independent part fol-
lowing the procedure described in detail in Sec. IIIB of
Ref. [115]. We assume that number of observed events
follows a Poisson distribution about the number of
‘‘signalþbackground’’ events. The systematic uncertain-
ties are parametrized by marginalizing the background
prediction with a Gaussian distribution of mean b ¼ 1
and standard deviation �b ¼ 0:2, as given by the
XENON Collaboration [67]. An ‘‘exclusion signal,’’ s
90,
is thus calculated,

0:1 ¼
R1
s

90
P ðs0 þ bjoÞds0R1

0 P ðs0 þ bjoÞds0 ; (5)

where the probability distribution is given by

P ðsþ bjoÞ ¼
Z 1

0

e�ðsþb0Þðsþ b0Þo
o!

exp

�
�ðb0 � bÞ2

2�b2

�
db0;

(6)

and o ¼ 2 is the number of observed events [67].
For each pair ðm�;�

SI
p;90Þ lying on the 90% C.L. exclu-

sion line, a signal smo is then calculated with MICROMEGAS,
in the nuclear recoil energy range of 6:6–30:5 keVnr. We
shall use the default setting of DM velocity distribution
(the truncated Maxwell distribution). One can thus derive
experimental ‘‘efficiencies,’’

"ðm�;�
SI
p;90Þ ¼

s
90
smoðm�;�

SI
p;90Þ

; (7)

which account for the experimental acceptances.
We finally account for nuclear physics uncertainties by

profiling over ��N with Gaussian distribution,

L½m�;�
SI
p ð��NÞ� ¼ max

�0
�N

P ½"smoðm�;�
SI
p ð�0

�NÞÞ þ bjo�

	 exp
�
�ð�0

�N ���NÞ2
2�2

��N

�
; (8)

where the probability P is given in Eq. (6). Here, we
only vary ��N as the largest source of uncertainty but fix
other mass matrix parameters, such as mu=md ¼ 0:553,
ms=md ¼ 18:9 and �0 ¼ 35:5 MeV.
In Fig. 4(a), we show the impact of incorporating the

��N uncertainties into the likelihood. All the points in the
plot satisfy the constraints from LEP, �T limits, Higgs
mass, PLANCK, and flavor physics. The points excluded
by the likelihood function of Eq. (8) at the 90% C.L.
(��2 ¼ 4:61) are shown as gray crosses and the rest of
the points as yellow circles. Note that, since we profile on
the theoretical uncertainty, the position of the points in the
plane can float according to the value of ��N producing
the largest likelihood, see Eq. (8). One can see that, given
the new determination and uncertainties on ��N , the im-
pact of the XENON100 constraint on the parameter space
of the p9MSSM is almost negligible.
In contrast, we repeated the same procedure by

considering a recent determination ��N ¼ 66� 6 MeV
[114,116] obtained from the most recent GWU

FIG. 4 (color online). p9MSSM points scattered in the ðm�;�
SI
p Þ plane assuming (a) ��N ¼ 43� 12 MeV and

(b) ��N ¼ 66� 6 MeV. The XENON100 90% C.L. exclusion contour is shown in solid black. Points excluded through the likelihood
of Eq. (8) at the 90% C.L. (��2 > 4:61) are shown as gray crosses. All the points in the plots satisfy the constraints from LEP, �T ,
Higgs mass, PLANCK, and flavor physics.
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pion-nucleon phase-shift analysis [117]. One can see in
Fig. 4(b) that in this case a substantial fraction of points is
excluded by XENON100.

In our results we will show the effect of applying in turn
one or the other determination, and discuss the ensuing
implications for the p9MSSM.

IV. RESULTS

We collected a total of about 1:8� 106 points through
several scans of the p9MSSM parameter space, as defined
in the previous sections.

We identify three different sets of constraints, which are
shown separately in Table II. The upper box encapsulates
what we define as the basic set of constraints, which are
taken into account in all of the plots presented below. On
the other hand, the ðg� 2Þ� and XENON100 constraints

are included in the global likelihood when discussing the
impact of these specific constraints, and we will indicate
explicitly in the text and figures when this is the case.
Finally, the EW-production constraint is treated separately,
as this contribution is added to the likelihood only for a
randomly chosen thinned selection of points, as explained
in Sec. III A.

In Fig. 5(a), we show the distribution of our points in the
ðM1; �Þ plane. The gray dots are excluded at the 95% C.L.
based on the profile-likelihood method, after applying the
basic set of constraints (��2

basic > 5:99). In the remainder

of this section, we will not show the gray dots again, i.e.,
we will present our results as 95% confidence regions in
two-dimensional (2D) projections based on the profile-
likelihood method. However, before we move on, we

want to point out a couple of features of the gray dots.
The first is that their distribution appears in the plot to lie
on a grid. The reason is that, although all of our >106

points are generated randomly, we binned the data ex-
cluded at the 95% C.L. in a 100� 100-step grid to reduce
the size of the picture. The second is that some of the points
are missing from the upper right corner of Fig. 5(a). The
reason has to do with our choice of parameter ranges
(Table I): those points are characterized by a neutralino
mass around 2000 GeV, and the upper limit on the stau
mass is also �2000 GeV. Thus, in that region MULTINEST

is likely to generate points with stau LSP, which are
automatically rejected.
The relic density is a strong constraint, since it is a

positive measurement with a rather small experimental
uncertainty. Therefore, the shape and size of the 2D 95%
confidence regions presented in this section will be deter-
mined predominantly by the relic density as measured by
PLANCK.
The color code in the 95% confidence region of Fig. 5(a)

shows the composition of the lightest neutralino, which is
the lightest mass eigenstate of mixed bino, wino, up-type
Higgsino and down-type Higgsino gauge eigenstates,

� � �0
1 ¼ Z1

~Bþ Z2
~W þ Z3

~Hu þ Z4
~Hd; (9)

where the coefficients Zi (i � 4) are determined by diago-
nalizing the neutralino mass matrix. To describe the neu-
tralino compositions, it is convenient to introduce a
gaugino fraction, gf ¼ Z2

1 þ Z2
2. When gf is close to 1,

gauginos dominate the neutralino; on the other hand the
neutralino will be Higgsino-like if gf ’ 0. The points for

which the neutralino is a nearly pure gaugino are presented

FIG. 5 (color online). (a) Scatter plot of p9MSSM points in the ðM1; �Þ plane. Gray crosses show the points excluded by the basic
likelihood at the 95% C.L. Allowed points are divided by the composition of the neutralino: gauginolike (green squares), mixed (blue
circles), or Higgsino-like (red stars). (b) Magnified plot of the low-mass region of (a) with logarithmic scales.
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as green squares, the points for which the neutralino is
Higgsino-like are marked as red stars, and the points
for which the neutralino composition is some mixture of
gaugino and Higgsino states are shown as blue circles.

A binolike LSP is obtained when m� � M1 <�. One

can see in Fig. 5(a) that, when M1 & 400 GeV, gaugino-
like neutralino DM satisfies the relic abundance for a broad
range of � values (green squares on the left). In Fig. 5(b)
we show a zoomed-in view of this region of the parameter
space. One can identify two separate gauginolike branches.
On the left, forM1 & 65 GeV the correct value of the relic
abundance is obtained by efficient annihilation to b-quarks
in the early universe through s-channel diagram exchange
of the lightest Higgs boson (note that for this to occur the
neutralino must have a nonzero Higgsino component) and,
for slightly larger M1 & 100 GeV, through ‘‘bulk’’ anni-
hilation to leptons through t-channel slepton exchange. We
will refer to this region as the h-resonance/bulk region
[118] (HR/bulk). To the right of the HR/bulk region, for
100–150 GeV & M1 & 300 GeV, a second area for gau-
gino DM can be observed, where the correct relic density is
obtained through coannihilation with sleptons of the three
generations [119] (selectrons and smuons for 100 GeV &
M1 & 200 GeV, staus for 200 GeV & M1 & 300 GeV).
We will refer to this region as the slepton-coannihilation
(SC) region.

By decreasing� down to� � M1 (<M2), the Higgsino
fraction in the neutralino increases (mixed composition,
blue circles). Along the blue strip that extends to � �
M1 & 800 GeV in Fig. 5(a), the relic density constraint
is satisfied thanks to �� annihilation into gauge bosons,
through t-channel exchange of Higgsino-like ��

1 and/or

�0
2. This is the p9MSSM equivalent of the focus point/

hyperbolic branch (FP/HB) region of the CMSSM
[120,121], and we will loosely use the same acronym to
describe this region of the p9MSSM in what follows. The
‘‘hook’’ feature in points with mixed composition at � &
150 GeV results from aWW threshold. In only that region,
the neutralino has a bino/Higgsino composition and, at the
same time, m� <MW while m��

1
> 94 GeV. Because the

�� ! WþW� annihilation is suppressed by a threshold
due to chargino exchange, the relic density is not too small.
Note that the green strip of gauginolike DM, adjacent
and above the FP/HB region up to M1 ’ 1:2–1:6 TeV in
Fig. 5(a) is the AF region [122].

As one considers ever larger � along the FP/HB region,
the neutralino becomes almost purely Higgsino-like, and
its mass stabilizes at m� � � ’ 1 TeV. We call this the

1TH region and it is indicated with red stars in Fig. 5(a).
Here � and �0

2 are either both Higgsino-like or one of them

is Higgsino- and the other binolike, respectively, while ��
1

is always Higgsino-like. The relic density constraint is
satisfied for broad ranges of M1, partially through LSP
co-annihilation with the second lightest neutralino, �0

2,

and/or the lightest chargino ��
1 .

Note, finally, the lower density of gray dots in the lower
left corner of Fig. 5(b). In fact, in that region of the
parameter space the LEP constraints on the chargino
mass, Eq. (2), become much harder to satisfy.

A. Impact of the XENON100 limit

In this subsection we analyze the impact of the
XENON100 90%C.L. upper bound on the parameter space
of the p9MSSM. We emphasize that the bound is applied
through the likelihood function given by Eq. (8).
In Figs. 6(a) and 6(b), we show the difference between

the basic 95% confidence region (all points) and the 95%
confidence region obtained by adding the likelihood of
Eq. (8) (all points except gray crosses) in the ðm�;�

SI
p Þ

plane. The color code describes the gaugino fraction of the
LSP, and it is the same as in Fig. 5.
In Fig. 6(a), we show the case with nuclear physics

uncertainties parametrized around ��N ¼ 43� 12 MeV,
as described in Sec. III B. One can see that a small fraction
of points characterized by mixed gaugino-Higgsino com-
position andm� ’ 60–90 GeV is excluded at the 95% C.L.

by the global likelihood. For these points, in fact, the
lightest Higgs boson exchange in the t channel due to the
non-negligible Higgsino fraction of the neutralino can
enhance �SI

p . At the tree level, there are only two

Feynman diagrams contributing to �SI
p [123]; t-channel

diagram Higgs exchange and s-channel squark resonance.
While the squark resonance is suppressed by the fact that
LHC limits now imply heavy squarks, one can always tune
the gaugino fraction to increase or decrease the contribu-
tion from the Higgs exchange mode. Also, the mass values
for the excluded points correspond to the region of greater
sensitivity for XENON100.
Note that, as pointed out in Sec. III B, the large theo-

retical uncertainties drastically reduce the impact of the
XENON100 constraint on the parameter space. This point
is emphasized in Fig. 6(b), where we parametrize the
theoretical uncertainties around ��N ¼ 66� 6 MeV, fol-
lowing the determination of [114,116]. One can see that, in
this case, the mixed gaugino/Higgsino region of the pa-
rameter space becomes almost entirely excluded at the
95% C.L.
In Figs. 6(a) and 6(b) we also plot the expected reaches

of LUX [124] and XENON1T [125]. One can see that, even
when substantial theoretical uncertainties are taken into
account, those experiments have the potential to bite into a
large fraction of the mixed gaugino/Higgsino region, par-
ticularly if the determination of��N stabilizes in the future
around the larger value.

B. Impact of �ðg � 2Þ� and limits from the LHC

As mentioned in Sec. II, we imposed a GUT-inspired
universality condition, M1 ¼ 0:5M2, on our parameter
space. We additionally assumed m ~L1;2

¼ M1 þ 50 GeV,

in order to enhance ðg� 2Þ�.
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The anomalous magnetic moment of the muon, ðg�
2Þ�, is subject to SUSY contributions that can enhance its

SM value for �> 0. At the leading order, the dominant
terms are given by a chargino-sneutrino (of the second
generation) loop and by a neutralino-smuon loop
(Ref. [60] and references therein).

In Fig. 7(a) we show the distribution of scan points in the
ðm�;m ~�R

Þ plane and in Fig. 7(b) the one in the ðm~
�
; m��

1
Þ

plane. The purple (orange) squares (circles) indicate the
points for which �ðg� 2Þ� is satisfied at 1� (2�), i.e.,

�2
g�2 < 1 (�2

g�2 < 4).

For � � M2 ¼ 2M1, � and ��
1 are Higgsino-like, or �

is a bino/Higgsino mixed state and ��
1 is Higgsino-like, and

their masses are comparable. They are both lighter than the
sleptons, so �ðg� 2Þ� gives the bound m ~� ’ m~
�

&

600 GeV, which is independent of our parametrization.
On the other hand, for �>M2, the neutralino is binolike
and the (winolike) chargino mass presents an upper limit
m��

1
� 2m�. Thus, by placing an upper bound on the mass

of the neutralino, m� & 500 GeV, the ðg� 2Þ� constraint

indirectly places a limit on the chargino mass m��
1
&

1 TeV. Besides, since we have set m ~L1;2
¼ M1 þ 50 GeV,

when the neutralino is binolike an upper bound on its mass
translates on an indirect upper bound on the smuon mass.

So, the two parameters of relevance to the ðg� 2Þ�
constraint are � andM2. On the other hand, when the relic
density constraint is included, the region where the neu-
tralino is almost purely Higgsino-like is excluded at the
95% C.L. for m� � 1 TeV, as shown in Figs. 5 and 6. In

Figs. 7(a) and 7(b), the points for which the basic set of
constraints is satisfied together with �ðg� 2Þ� at 2� are

shown as green empty circles. One can identify two main
branches: on the diagonal, close to the edge of the parame-
ter space, �>M2; elsewhere � � M2.
Inclusive searches for SUSY particles, like the�T search

that we included in the likelihood function, have little
sensitivity to models in which the squarks are heavy and
the sleptons are light. On the other hand, searches for EW
production of pair-produced charginos with multiple lep-
tons and missing energy in the final state are designed to
probe the parameter space of the theory that overlaps with
the ðg� 2Þ� sector. As described in Sec. III A, we calcu-

lated the likelihood for the CMS EW-production search atffiffiffi
s

p ¼ 8 TeV and L ¼ 9:2=fb, which is the one giving the
strongest limits. Due to the great number of points in our
scan that can be affected by this search, we apply the
numerical procedure to calculate the likelihood to a ran-
domly selected sample of approximately 40,000 points, all
of which satisfy the basic set of constraint at the 95% C.L.
We show the exclusion due to EW production in

Fig. 8, where we plot the 95% confidence region for the
basic constraints applied to the thinned chain in the
ðm�; �ðg� 2Þ�Þ plane (note that after the other constraints
are taken into account, in the p9MSSM �ðg� 2Þ� is

parametrized only by m�). The color code is the same as

in Figs. 1 and 2. The cyan circles are excluded at the
95.0% C.L., and the gray dots at the 99.7% C.L. One can
see again that the ðg� 2Þ�-2� region requires m� &

500 GeV, whereas the strongest EW-production search at

FIG. 6 (color online). p9MSSM points that are allowed at 2� by the basic constraints in the ðm�;�
SI
p Þ plane. The points consistent at

2� with the basic and XENON100 constraints are divided by the composition of the neutralino: gauginolike (green squares), mixed
(blue circles), or Higgsino-like (red stars). Points excluded at the 95% C.L. by basicþ XENON100 are shown as gray crosses.
(a) ��N ¼ 43� 12 MeV, (b) ��N ¼ 66� 6 MeV.
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the LHC requires m� * 200–250 GeV, the range depend-

ing on the parameters and on the chargino and neutralino
compositions. Thus, there is a window of availability in the
parameter space for 200 GeV & m� & 500 GeV, of points

in good agreement with all constraints.

As a side note, on the left of Fig. 8 one can notice the
presence of some points at m� ’ 50 GeV not excluded

by the LHC EW production search. Those points are
characterized by jm~l �m�0

2
ð��

1
Þj & 1 GeV (the neutralino

is binolike and we chose m ~L1;2
¼ M1 þ 50 GeV andM1 ¼

0:5M2) and the intermediate sleptons are considered on-
shell by PYTHIA. As a consequence, two of the final state
leptons are soft and the search loses sensitivity.

C. Higgs mass and h ! �� signal rate

In Fig. 9(a), we present the 1� (blue points) and 2�
(cyan diamonds) confidence regions of the basic likeli-
hood in the ðmh;m~t1Þ plane. One can see that mh presents

a normal distribution around the central value, as ex-
pected from the Gaussian likelihood. A Higgs mass con-
sistent at 1� with all constraints including the measured
value of the Higgs mass can be obtained for stop masses
as small as �600 GeV, thanks to maximal stop mixing,

jXtj=MSUSY ’ ffiffiffi
6

p
. The 2� region allows for stop masses

as small as �280 GeV. For m� & 200 GeV the �T con-

straint excludes m~t1 & 350 GeV at the 95% C.L. (we

remind the reader that our implementation of the �T

search is very conservative for the third generation
squarks, as was discussed in Sec. III A) unless the
SUSY spectrum is compressed (m� * m~t1 �Mt), in

which case the search becomes sensitive to initial state
radiation, and a reliable bound cannot be produced. This
is the case for the two points at m~t1 & 350 GeV shown in

the plot, which are characterized by neutralino masses of
order m� � 220–230 GeV.

FIG. 8 (color online). Our chargino-neutralino pair production
(EW) likelihood in the (m�, �ðg� 2Þ�) plane for a thinned

sample of p9MSSM points consistent at 2� with the basic
constraints. The allowed 2� interval for ðg� 2Þ� is shown

with horizontal solid lines. The ��2 from EW production is
indicated by the different colors: grey dots, cyan circles and blue
triangles are excluded at the 99.7%, 95% and 68.3% C.L.,
respectively.

FIG. 7 (color online). (a) p9MSSM points scattered in the ðm�;m ~�Þ plane. Points with a �2 from the ðg� 2Þ� constraint of greater
than 4 are shown with gray crosses. Points with �2 < 1 and 1<�2 < 4 are shown with purple squares and orange circles, respectively.
Points compatible with both ðg� 2Þ� and basic at 2� are shown with light green circles. (b) p9MSSM points scattered in the

ðm~
�
; m��

1
Þ plane. The color code is the same as in (a).
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In this subsection we also check to what extent the
MSSM lightest Higgs boson h complies with the LHC
observations in the �� channel. In order to do so, we
calculate its reduced cross section, defined in literature
(see, e.g., [126]) as

Rhð��Þ ¼ �ðpp ! hÞ
�ðpp ! hSMÞ �

BRðh ! ��Þ
BRðhSM ! ��Þ : (10)

The branching ratios in Eq. (10) are calculated using
FEYNHIGGS 2.9.4 [80–83] both for the MSSM h and the SM

Higgs, hSM, with the same mass. The total Higgs produc-
tion cross sections are computed from the parton level
production cross sections as follows:

�ðpp! hÞ
�ðpp! hSMÞ ¼

X
Y2prod

�ðpp! Y ! hSMÞ
�ðpp! hSMÞ � �ðY ! hÞ

�ðY ! hSMÞ ;

(11)

where Y spans over the different production channels:
gluon-fusion, vector boson-fusion, Higgs-strahlung off a
W=Z boson, and associated Higgs production with top
quarks. The parton level cross sections �ðY ! hÞ and
�ðY ! hSMÞ are computed for h and hSM using
FEYNHIGGS 2.9.4. For each production mode Y, we then

obtain a coefficient �ðpp ! Y ! hSMÞ=�ðpp ! hSMÞ to
transform the calculation from the parton to the hadron
level using the public tables provided by the LHC Higgs
Cross Section Working Group [127,128] for

ffiffiffi
s

p ¼ 8 TeV.
In Fig. 9(b) we show the p9MSSM distribution of points

in the (mh, Rhð��Þ) plane. The complete sample is shown

in gray crosses, while the points that satisfy the basic
constraints at 2� are shown as orange circles. We also
superimpose the CMS and ATLAS central values and
experimental errors. One can notice the �� rate can be
enhanced in the p9MSSM by 20% with respect to the SM,
when all constraints are taken into account. The value of
Rhð��Þ can, however, also be as low as 0.6. Different
mechanism of di-photon rate enhancement were discussed
in the literature, including the effects of the light staus [13]
or light charginos [129]. In our scan, di-photon rate en-
hancement is in general a combination of different
mechanisms.

D. Indirect detection of DM

Having tested the compatibility of our model with the
limits from XENON100, ðg� 2Þ� and the LHC SUSY

searches, we now proceed to examine the implications
from ID of DM experiments on the allowed regions of
the parameter space. We derive constraints from Fermi
�-ray data from the GC of the Milky Way as well as
from its dSphs and from IceCube data on neutrinos from
the Sun.
The quantity relevant for indirect DM detection searches

is the neutralino annihilation cross section in the limit of
small momenta, �v � �vjp!0. In Fig. 10 we present the

95% confidence regions obtained by adding the XENON100
likelihood to the basic set of constraints, projected onto
the ðm�;�vÞ plane. As was done in Fig. 6, we show the

case with ��N ¼ 43� 12 MeV in Fig. 10(a) and the one
with ��N ¼ 66� 6 MeV in Fig. 10(b). The color code

FIG. 9 (color online). (a) 68.3% (blue points) and 95.0% (cyan diamonds) confidence regions for the basic likelihood in the ðmh;m~t1 Þ
plane. (b) Scatter plot of p9MSSM points in the ðmh; R��Þ plane. The points consistent with basic constraints at 2� are shown as

orange circles. The Standard Model value R�� ¼ 1 is marked with a horizontal solid line. The ATLAS and CMS measurements are

marked with red and blue cross hairs respectively.
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describing the gaugino fraction of the LSP is the same as in
the previous figures.

Different mechanisms of generating the correct value of
the relic density, associated with different regions of the
ðM1; �Þ plane in Fig. 5, can be also identified in Fig. 10(a).
The first vertical branch on the left, characterized by
gauginolike neutralinos at m� ’ 60 GeV, corresponds to

the HR region of the ðM1; �Þ plane, while the adjacent
gaugino region at �v ’ 10�26 cm3 s�1 corresponds to the
bulk region.

The second vertical branch atm� ’ 80 GeV, with mixed

gaugino/Higgsino composition, becomes horizontal for
larger masses and extends to �800 GeV. As we pointed
out while discussing Fig. 5, this is the MSSM counterpart
of the FP/HB region in GUT-constrained models. One can
see that the opening of the WW annihilation channel at
m� * 80 GeV increases the value of�v. Also note that the

only points excluded at the 95% C.L. by adding
XENON100 in the case ��N ¼ 43� 12 MeV lie in this
region (gray crosses).

More to the right, there is an additional vertical branch,
at m� ’ 100–300 GeV, characterized by a large gaugino

fraction. This is the SC region. The AF region can instead
be identified with the widespread area of gauginolike LSP
at 400 GeV & m� & 1:2 TeV.

In the 1TH region, for 800 GeV & m� & 1:2 TeV,

about 50% of the contribution to the relic density reduction
comes from �1�

� and �1�2 coannihilations. Most of the
remaining half of the total contribution in this branch is due
to �� annihilation to fermions.

We remind the reader that, although the value of �v is
related to the value of the relic abundance of neutralinos at

present, the correlation between the two quantities is not
straightforward, since the annihilation (and coannihilation)
cross sections used to determine the relic density are
thermally averaged in the early Universe. This is the reason
why many of the points in Fig. 10 present cross sections in
excess of or below the ‘‘default’’ value of 3� 10�26 cm3=s
for the relic density. We give a short review of this issue in
Appendix B.

1. � rays from dSphs

In order to quantify the impact of the Fermi-LAT exclu-
sion bounds from dSphs in the ðm�;�vÞ plane of the

p9MSSM we use a publicly available code written by
one of us [130], which calculates the likelihood function
for each model point given the 4-year data made available
by the experimental collaboration [131]. The program,
described in detail in [130], takes the �-ray yield spectrum
for �� annihilation at each model point, dN�=dE�, as

an input.
The likelihood does not exclude any of the points in our

scan. One should bear in mind, though, that the values of
dN�=dE� given by different simulation codes such as

PYTHIA6 [100], PYTHIA8 [132], or HERWIG++ [133] can

differ by a significant factor [134], hence the predictions
are subject to a certain amount of theoretical uncertainty.
We incorporated possible uncertainties in our results by
multiplying the SUSY-predicted �-ray flux with a phe-
nomenological boost factor, BF, adjusted point by point
to maximize the likelihood. We show in Fig. 11(a) the
points of the 95% confidence region in the ðm�;�vÞ plane
from the combined basicþ XENON100 profile-likelihood
(we assume ��N ¼ 43� 12 MeV). The color code

FIG. 10 (color online). p9MSSM points allowed at 2� by the basic constraints in the ðm�;�vÞ plane. The points consistent at 2�
with the basic and XENON100 constraints are shown for different composition of the neutralino: gauginolike (green squares), mixed
(blue circles), or Higgsino-like (red stars). (a) ��N ¼ 43� 12 MeV, (b) ��N ¼ 66� 6 MeV.
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indicates the boost factor required at each point to max-
imize the dSphs likelihood [130]. For the green diamonds,
BF < 10, for the orange squares 10< BF < 20, and for the
gray circles BF > 20. One can see that the dSphs 4-year
data can be used to test some of the points (green points)
not tested by XENON100 (see Fig. 10(a) for comparison),
provided a small boost factor is assumed.

2. � rays from the Galactic Center

Of the points shown in green in Fig. 11(a), we take the
three with the smallest BF and we simulate numerically the
diffused �-ray fluxes from the GC with the GALPROP pack-
age [135]. The p9MSSM parameters of the three selected
points are given in Table III. We assume the Einasto halo
profile [136] and a local density 
0 ¼ 0:4 GeV cm�3

[137]. The � rays from the GC can be produced via �0

decay, as well as inverse Compton scattering and brems-
strahlung of the electrons and positrons along the propa-
gation line in the interstellar medium. For each point, we
insert dN�=dE� into GALPROP to calculate �-ray fluxes

from �0 decay. For inverse Compton scattering and brems-
strahlung, we insert dNe�=dEe� into GALPROP to obtain
�-ray fluxes due to the propagation of the e� from the GC
to the Earth. In our analysis, we use the best-fit propagation
model [138]. In Fig. 11(b), we show the comparison of the
residual ‘‘data-background/data’’ ratio, calculated for the
three selected points in the Galactic coordinates jlj< 80o

and jbj< 8o, with the experimental data published in

[139]. Interestingly, the points that seem to be closer to
reproducing the data (with BF < 5) are the ones charac-
terized either by heavy Higgsino-like neutralinos, because
of the enhancement in �v and of a substantial integrated
flux, or by a light gauginolike �, because the flux suppres-
sion due to m2

� is reduced. A more refined analysis of the

DM halo and astrophysical background sources will, how-
ever, be required to draw more quantitative conclusions.

FIG. 11 (color online). (a) p9MSSM points consistent with the basic and XENON100 constraints at 2� in the ðm�;�vÞ plane. The
�-ray flux boost factor BF is indicated by the different colors: points with BF > 20 are shown with gray circles, 10<BF < 20 with
orange squares, and BF < 10 with green diamonds. (b) The expected �-ray flux distribution above the background from the GC for
three p9MSSM points (shown in Table III) with small BF, but with different neutralino composition: a point with gauginolike
neutralinos is shown with a dashed green line, mixed neutralinos with a dash-dotted blue line, and Higgsino-like neutralinos with a
solid red line. The Einasto halo profile and a local density of 
0 ¼ 0:4 GeV cm�3 have been assumed. The measured �-ray flux
distribution from Fermi-LAT is shown with red circles.

TABLE III. Our three benchmark p9MSSM DM candidate
points, which are denoted by their neutralino compositions.
All the three points are consistent with LEP, �T , PLANCK,
flavor physics, measurements of nuisance parameters, Higgs
mass measurements and XENON100 limit at 2�.

Parameter Gaugino Mixed Higgsino

tan	 7.94 52.63 4.76

M2 (GeV) 148.56 457.82 3810.98

M3 (GeV) 1847.66 2785.12 2281.29

� (GeV) 620.95 275.72 1345.21

mA (GeV) 1454.49 3648.84 2716.89

At (GeV) 2086.52 3607.58 5277.32

A� (GeV) �2786:17 5256.12 �4519:05
m ~Q3

(GeV) 3335.38 2330.03 3577.35

m ~L3
(GeV) 144.74 1613.40 1500.82

m� (GeV) 70.29 210.61 1360.36

�v (cm3 s�1) 1:33� 10�26 2:64� 10�26 3:75� 10�25

BF 4.49 6.11 3.14
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3. Sensitivity of IceCube

As mentioned earlier, data from the IceCube neutrino
telescope can also be used to test the parameter space of the
model. In particular, neutrinos from the Sun provide a
means to test the spin-dependent cross section of
neutralino-nucleon elastic scattering, �SD

p , to which DD

experiments are insensitive [106].
We use DARKSUSY to compute the 5-year, 95% C.L.

sensitivity of the IceCube’s 86 string configuration. We
adopt the default values of the effective area, of the atmos-
pheric neutrino background, and of the quark spin content

of the nucleon. The maximum opening angle is set to 20

from the center of the Sun.
In Fig. 12(a), we show the 95% confidence region

from the basicþXENON100 profile-likelihood (��N ¼
43�12MeV) in the ðm�;N�Þ plane, whereN� is the number

of muon events at the detector in 5 years. The color code is

the same as in Fig. 6. In Fig. 12(b) we show the case with

��N ¼ 66� 6 MeV. One can see from Fig. 12(a) that many

of the points at present not excluded by the XENON100

likelihood with the most conservative choice of theoretical

uncertainty, are in reach of the five-year sensitivity at IceCube.

FIG. 12 (color online). (a) p9MSSM points allowed at 2� by the basic constraints in the ðm�;N�Þ plane. The points consistent at 2�
with the basic and XENON100 (��N ¼ 43� 12MeV) constraints are characterized by the composition of the neutralino: gauginolike
(green squares), mixed (blue circles), or Higgsino-like (red stars). The expected 95% C.L. sensitivity of IceCube-86 with 5 years of
data is shown with a horizontal solid line. (b) Same as (a), but with ��N ¼ 66� 6 MeV. (c) p9MSSM points consistent at 2� with the
basic and XENON100 (��N ¼ 43� 12MeV) constraints in the ðm�;�

SD
p Þ plane. The points to be excluded by IceCube-86 (5-year

sensitivity) are shown as orange crosses. Achieved 95% C.L. limits from IceCube-79 [140] for neutralinos annihilating into b �b and
WþW� channels are shown as dashed red and solid red lines, respectively. Note, however, that for m� <mW , the solid red line shows

the limit for neutralinos annihilating into �þ��. (d) Same as (c), but with ��N ¼ 66� 6 MeV.
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In Fig. 12(c) we show the 95% confidence region for
the basicþ XENON100 (��N ¼ 43� 12 MeV) likeli-
hood in the ðm�;�

SD
p Þ plane. The points excluded by the

IceCube-86, five-year sensitivity are shown as orange
crosses. The case with ��N ¼ 66� 6 MeV is shown in
Fig. 12(d).

4. Positron flux

Finally we present the model’s predictions for the posi-
tron flux from neutralino annihilation in the local halo.
Annihilation of DM particles may give rise to a large
enough signal of positrons that can be identified by several
antimatter search experiments. PAMELA [141] first ob-
served a rise of the cosmic ray positron fraction for posi-
tron energies greater than 10 GeV. This anomalous
enhancement was subsequently confirmed by Fermi-LAT
[142] and by the recently released AMS02 first result
[143]. In the recent AMS02 result, this continuing rise is
extended up to positron energy�350 GeV. Explanation of
these anomalies by neutralino DM is not easy, since the
described enhancement requires a large boost factor for the
annihilation cross section �v [29]. On the other hand,
several groups [144–149] have fitted the positron results
by including AMS02 in a model independent way, and
they found that only heavy DM mass, from m� ’
800 GeV to a few TeV can peak at the right position of
positron spectrum.

One must bear in mind that in the p9MSSM analyzed
in this study, the positron flux would be suppressed
by such large masses. However, one can also consider
the case in which such enhancement could come from
the combined effect of nearby pulsars and DM annihi-
lation, so that m� can be lowered down to a few hundred

GeV [147].
Similar to what we did for the �-ray flux, we employ the

Einasto profile with the caution that the halo uncertainties
can affect the �-ray flux by as much as a factor of 10 [150],
but they do not affect the positron flux. This is because
positrons will lose energy during the propagation and,
since most high-energy positrons originate from a local
neighborhood the size of a few kpc [151,152], their flux is
less dependent on the halo. However, for the purpose of
this paper here we ignore the uncertainties and we use the
best-fit propagation model from the GALPROP group
[138], in which they fitted a number of isotopic abundance
ratios such as B/C, Be10=Be9 and others. Again, we
set the local density to 
0¼0:4GeV 	cm�3. We modified
DARKSUSY to generate the positron-flux spectrum

dNeþ=dEeþ . The source term for solving the diffusion
equation to obtain the positron spectrum is given in terms
of the DM density profile 
 as a function of the distance
from the GC, r,

Qeþðr; EeþÞ � 
ðrÞ2
m2

�

� �v� dNeþ

dEeþ
: (12)

This source term is then fed into GALPROP with the running
parameters of the best-fit model [138].
Since we are interested in the positron fraction at large

energy, we do not include the solar modulation effect. In
Fig. 13, we present the positron flux fraction produced by
DM annihilation in the Galactic halo against the positron
energy Eeþ for a point with gauginolike neutralino (blue
dot-dashed), mixed composition (green dashed) and
Higgsino-like neutralino (red solid). We find that the neu-
tralino contribution to the positron fraction does not match
the observed data. In order to do so, one would require a
boost factor of order 65, 120, and 60 for the three cases,
respectively.
It is a known fact that �v for 1 TeV Higgsino-like (or

winolike, for that matter) neutralinos can be boosted by a
Sommerfeld enhancement factor of order 3–6 [153–155]
(for multi-TeV neutralinos the �v boost factor could even
be of several orders of magnitude). However, for m� &

1 TeV the Sommerfeld enhancement would still not be
enough to obtain the boost factors cited above. On the
other hand, the boost factor can also come from astrophys-
ical sources like mini-spikes [156] or subhalos [157]. Such
astrophysical sources can give an energy-dependent boost
factor for positron fluxes. (For example, Fig. 5 of

FIG. 13 (color online). Positron flux fraction from dark matter
annihilation in the Galactic halo versus the positron energy Eeþ ,
for three p9MSSM points with different neutralino composition
(shown in Table III): the point with gauginolike neutralino is
shown with a dashed green line, mixed neutralino with a dash-
dotted blue line and Higgsino-like neutralino with a solid red
line. We assume a boost factor of BF ¼ 1, a local density of 
 ¼
0:4 GeV cm�3 and the Einasto profile. The AMS-02 data is
shown with red circles. The highest part of the positron fraction
distributions would reach the AMS-02 data if the boost factors
were BF � 65, 120, and 60 for gauginolike, mixed, and
Higgsino-like neutralino, respectively.
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Ref. [156] shows enhancements from mini-spikes of order
104 at Eeþ � 300 GeV for �1 TeV DM.)

E. Best fits and mass spectrum

We identify the best-fit points (the points with the small-
est total �2) in four cases: the one due to the basic set of
constraints (hereafter called just basic); the one obtained
by adding the ðg� 2Þ� constraint to basic; the one

obtained by adding XENON100 to basic; and the one
obtained by considering all three sets together. The relative
breakdown of the contributions from the different con-
straints is shown for each case in Figs. 14(a)–14(d),
respectively.

The corresponding mass spectra for the best-fit
points, together with their 68% and 95% confidence
regions for the cases in question, are shown in
Figs. 15(a)–15(d).

For each best-fit point, we also show in Fig. 14 the
contribution due to the EW-production likelihood,
although we remind the reader that it is not included
in the total �2 computation, but applied separately, for
the reasons explained in Sec. III A. As a consequence, it
always appears in the figures in green (see caption). In
the cases where the ðg� 2Þ� constraint is included,

which tend to favor light sleptons, charginos and

neutralinos (see Figs. 15(b) and 15(d)), we have selected
the points with the lower �2 that are not excluded at the
95% C.L. by direct electroweakino searches at the LHC,
i.e., points with ��2

EW < 5:99. In particular, our selected

points have ��2
EW ’ 4:5 and ��2

EW ’ 4, respectively.

Note also that when a particular experiment is not con-
straining for the parameter space its contribution to the
�2 is approximately zero and the corresponding bar does
not show in Fig. 14. This is particularly the case of the
�T constraint for the best-fit points since, as can be seen
in all four panels of Fig. 15, the squark and gluino
masses are favored to be well above the present LHC
sensitivity.
The four cases in Fig. 14 exhibit similar behavior;

only the contributions from ðg� 2Þ�, XENON100 and

EW production differ between scenarios. The contribu-
tions from EW precision observables, Higgs mass, CMS
direct search and relic density are negligible in the total �2

at the best-fit points, while contributions from B-physics
observables Bu ! �
 and �MBs

are substantial. The dis-

crepancy between the SM value BRðBu ! �
ÞSM ¼
8:014� 10�5 and the measured value (Table II) is known
in the literature [158]. XENON100’s �2 is moderate when
not constrained by the likelihood [Fig. 14(a) and 14(b)],
but when it is included in the likelihood its �2 is reduced

FIG. 14 (color online). Breakdown of �2 at the best-fit points in four likelihood combinations. Note that while in each plot all
contributions are plotted, only specific contributions were minimized in each case. Contributions that were (were not) minimized are
shown with red, darker (green, lighter) bars. The procedure for identifying these points is described in the text. The total �2 in each
case is marked with a vertical dashed red line.
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without damaging other predictions (compare Fig. 14(a)
with Fig. 14(c)).

The �2 from ðg� 2Þ� is substantial when not con-

strained in the likelihood (Fig. 14(a) and 14(c)) and
even when ðg� 2Þ� is constrained in the likelihood,

its �2 can only be reduced at the expense of an increase
in the EW-production �2 and, to a lesser extent,
XENON100 (Fig. 14(b) and 14(d)), thus highlighting
the tension between these constraints.

As was shown in Sec. IVB, however, we identified
a fairly broad region of the parameter space in good
agreement with all the constraints included here.

V. SUMMARYAND CONCLUSIONS

In this paper we have performed a global statistical
analysis of a parametrization of the MSSM with 9 free
parameters defined at the SUSY scale, the p9MSSM. The
parameters have been selected as a minimum set that
allows investigation of the dark matter sector assuming
that the lightest neutralino is the only source of dark matter,
and that its composition is either binolike, or Higgsino-
like, or a mixture of the two. We analyzed a sample of
1:8� 106 points, which were subject to constraints from
the relic density as measured by PLANCK, the Higgs

boson mass measurement at the LHC, the recent evidence
of BRðBs ! �þ��Þ ¼ 3:2þ1:5

�1:2 � 109 at LHCb, the

measurement of �ðg� 2Þ�, direct SUSY limits from the

LHC at
ffiffiffi
s

p ¼ 8 TeV, and the upper bound on �SI
p from

XENON100.
The statistical analysis was performed by construct-

ing a global likelihood function and we presented 95%
confidence regions in 2D projections of the parameter
space according to the profile-likelihood method. The
global likelihood function was calculated for each
scanned point, and it includes an approximate but
reasonably accurate implementation of the inclusive
search for squarks and gluinos with the �T variable
at CMS, with 11:7=fb of data at

ffiffiffi
s

p ¼ 8 TeV. It also
includes an approximate but accurate implementation
of the XENON100 bound. For the first time we in-
cluded in the XENON100 likelihood a recent determi-
nation [69] from CHAOS data of the ��N term, which
parametrizes the effect of the theoretical uncertainties
due to nuclear physics on �SI

p . We quantified the effect

of the new ��N determination on the parameter space
and we showed that, when compared to the case where
the theoretical uncertainty is neglected, or to cases
where the theoretical uncertainty is calculated on the
basis of alternative determinations of the same matrix

FIG. 15 (color online). Best-fitting mass spectra of the p9MSSM in four likelihood combinations (red stars), and the associated 1�
(blue, darker bars) and 2� (green, lighter bars) confidence intervals.
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element, the impact of the XENON100 bound is
greatly reduced.

In this study, we also analyzed the compatibility of the
ðg� 2Þ� constraint with the strongest lower bounds on

the neutralino, chargino, and slepton masses from direct
EW-production searches at the LHC. We did so by
selecting a uniformly distributed sample of �2% of the
total points, and by constructing an approximate but
accurate likelihood that simulated the CMS 3lþ Emiss

T

search at
ffiffiffi
s

p ¼ 8 TeV, and 9:2=fb. We found that, when
all constraints are taken into account, there is at present
a small window in the neutralino mass, 200 GeV &

m� & 500 GeV, and similarly in the sleptons masses,

which is not excluded by any one of the constraints,
including LHC direct searches and �ðg� 2Þ�. The LHC

run at
ffiffiffi
s

p ¼ 14 TeV should, however, definitely probe
this region.

In the last part of the paper, we calculated the impact on
the parameter space of the constraints on the annihilation
cross section �v from Fermi-LAT data on �-ray fluxes
from dSphs and from the Galactic Center. We confirm the
findings of other groups that, in both cases, the present data
is constraining for the p9MSSM only when including a
phenomenological boost factor. The same conclusion
pertains also to the analysis of data from the positron
flux at AMS02.

We also considered sensitivities for direct and
indirect detection of dark matter for those experiments
which will run or collect data in the near future. We
showed the projected sensitivities for direct detection
at LUX and XENON1T, and for indirect detection
we showed the 5-year, 95% C.L. sensitivity at
IceCube-86.

Finally, we showed the best-fit points and relative
spectra for different combinations of our constraints:
basic (for a definition of this box see Sec. III), basicþ
ðg� 2Þ�, basicþ XENON100, and all combined. The

best-fit points show in all four cases squarks an gluinos
around 2–3 TeV, as required by the Higgs mass mea-
surement and LHC direct searches, with the exception of
small regions where the squarks of the third generation
are favored around 1 TeV, for large stop mixing. The
basic set favors sleptons in the ballpark of 1–2 TeV, and
neutralinos and charginos almost degenerate and around
1 TeV, as required in the Higgsino region of good relic
density. When including the ðg� 2Þ� constraints the

best-fit point shows sleptons, charginos and neutralinos
lighter than 500–600 GeV, which is possible for
bino, or mixed bino/Higgsino LSPs. When including
XENON100, but neglecting ðg� 2Þ�, the situation is

not dissimilar from the basic case, due the reduced
impact of the direct detection constraint with the new
determination of ��N .

The best-fit �2 for the case where all contraints are
included together is slightly larger than in both the case

with basicþ ðg� 2Þ� and the case with basicþ
XENON100 constraints. This points to a slight tension
between the present constraints from direct detection and
the measurement of �ðg� 2Þ�.
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APPENDIX A: ABBREVIATIONS USED
IN THE PAPER

The abbreviation acronyms appearing in this paper are
summarized in Table IV.

TABLE IV. List of the abbreviation acronyms appearing in this
paper.

Abbreviation Full text

AF A-funnel
(C)MSSM (Constrained) minimal supersymmetric

Standard Model

DD Direct detection

DM Dark matter

dSphs Dwarf spheroidal satellite galaxies

EW Electroweak

FP/HB Focus point/Hyperbolic branch

GC Galactic Center

GUT Grand unified theory

HR Higgs resonance

ID Indirect detection

LSP Lightest supersymmetric particle

NUHM Nonuniversal Higgs Model

pnMSSM Phenomenological MSSM with n
free parameters

SC Slepton coannihilation

SI Spin-independent

SM Standard Model

SMS Simplified model spectrum

SUSY Supersymmetry

VEV Vacuum expectation value

1TH 1 TeV Higgsino

2D Two-dimensional
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APPENDIX B: RELATION OF �v WITH THE
RELIC DENSITY

We dedicate this appendix to reviewing the relationship
between the velocity-averaged cross section for annihila-
tion and coannihilation of neutralinos in the early
Universe, which enters the calculation of the relic density,
and the cross section times velocity in the limit of small
momenta �v, shown in Fig. 10.

Let us start with �v, which is the relevant quantity in
indirect DM searches. Since the relative velocities of DM

particles are at present very small relative to those in the

early Universe at the time of freeze-out, �v is the neutra-

lino pair-annihilation cross section �vann
�� ðpÞ in the limit

p ! 0. More precisely, its value is determined by averag-

ing over the distribution of small DM velocities in the halo

at the present time, and we can thus denote it as h�viannID .
On the other hand, the value of the relic density, ��h

2,

is calculated by taking the thermally averaged h�viannþco
abund

that results from convolving the total �vannþcoðpÞ due to

both annihilation and coannihilation mechanisms, with a

FIG. 16 (color online). The Boltzmann factor, � (dashed black), and the annihilation cross section, �v (solid red), versus effective
neutralino momentum (p ¼ j ~p2j ¼ j ~p1j for annihilating neutralinos labelled �1�2) for four p9MSSM points for which the neutralino
relic density is achieved via distinct mechanisms: (a) Higgs resonance, (b) A-funnel, (c) �1 TeV Higgsino, and (d) the focus point,
with mixed-composition neutralinos. The thermally averaged cross section, which is �v weighted by �, h�viannabund (applicable to

neutralino annihilation in the early Universe), is shown with a dash-dotted magenta line, while that over low momenta, h�viannID

(applicable to indirect detection), is shown with a dotted blue line. Note that while we display only annihilation cross sections,
throughout our analysis the relic densities include coannihilation effects, as well.

DARK MATTER AND COLLIDER SIGNATURES OF THE MSSM PHYSICAL REVIEW D 88, 055012 (2013)

055012-21



Boltzmann distribution �ðp;m�; TÞ over the neutralinos’

(and coannihilating particles’) 3-momenta of magnitude p
in the early Universe,

h�viannþco
abund �

Z
�vannþcoðpÞ�ðp;m�; TÞdp: (B1)

The explicit form of �ðp;m�; TÞ is not particularly illumi-

nating for the discussion, and can be found for instance in
Eq. (3.9) and Fig. 1 of Ref. [159].

The correct value of the relic density observed in the
Universe, ��h

2 ’ 0:1, corresponds to h�viannþco
abund ’

3� 10�26 cm3 s�1. Note that, on the other hand, h�viannID

is not bound to assume the same value as h�viannþco
abund . In

fact, one can notice in Fig. 10 that for some points h�viannID

is significantly smaller than 3� 10�26 cm3 s�1, while for
others it is larger. Still, the points in the plot have been
selected on the basis of having the correct ��h

2.

This is easy to explain for the regions of the parameter
space where early-Universe coannihilation with some
particle other than the neutralino is involved, like the
SC region or part of the 1TH region, characterized by
�1�

� coannihilation and/or �1�2 coannihilation. There,
the annihilation cross section does not have to be �3�
10�26 cm3 s�1, because the deficit to fulfil the relic
density constraint is made up by the coannihilation
cross section.

However, the discrepancy can also be explained for the
regions where only neutralino pair-annihilation is in-
volved, h�viannþco

abund � h�viannabund, due to the effects of ther-

mal averaging. In what follows, we show the effects of
Eq. (B1) for some benchmark points.

In Fig. 16(a) we show in solid red the rescaled annihi-
lation cross section �vann

�� ðpÞ=ð10�20 � cm3 s�1Þ (we ne-

glect the suffix �� in what follows) and in dashed black the
rescaled Boltzmann factor �ðp;m�; TÞ=GeV�1 for a point

representative of the HR region. The corresponding
h�viannID is shown as a dotted blue line, and h�viannabund

as a dash-dotted magenta line. One can see that the

distribution of �vannðpÞ drops quickly for p ! 0. When
the neutralino annihilates at rest the cross section is sup-
pressed by the off-shell propagator. At p ’ 25–40 GeV
the resonance with mh ’ 125 GeV is met (a small peak in
�vannðpÞ is observed) and for larger p the cross section
keeps increasing thanks to the opening WW pair-
production channels. Since the Boltzmann distribution
�ðp;m�; TÞ=GeV�1 has a sharp maximum for p > 0

(typical of a light neutralino mass) the thermal averaging
yields h�viannabund ’ 10�26 cm3 s�1.

In Fig. 16(b) we show �vannðpÞ and �ðp;m�; TÞ for a
point of the AF region, for which h�viannID < h�viannabund. In

this region the correct value of relic density is obtained
through the exchange of the pseudoscalar A in the
s-channel, which requires s � m2

A. Thus, one can see that
�vannðpÞ shows a relatively broad peak at p ’ 300 GeV.
The Boltzmann distribution is fairly flat given the large
value of the neutralino mass, so that the convolution can
produce the correct value of h�viannabund.

In Fig. 16(c) we consider a point of the 1TH region,
for which h�viannID > h�viannabund. This point is characterized

by mA � 2m�, so that the correct value of the relic density

can be obtained, partially at least, again through
A-resonance in the s channel. With increasing p, the
resonance region is increasingly left behind, so that
�vannðpÞ decreases. The large value of m� makes

�ðp;m�; TÞ fairly flat over almost all of the momentum

range, with the exception of p ! 0, where it is suppressed
by p2 in the Jacobian. This is enough to bring the con-
volution down to the correct h�viannabund.

Finally, in Fig. 16(d) we show the results for a point of
the FP/HB region, for which h�viannabund and h�viannID are

comparable. As one can see, �vannðpÞ is almost flat, since
the rapidly falling cross section for h resonance is en-
hanced at large p by processes with t-channel exchange
of stops and/or charginos. The convolution with the
Boltzmann factor will thus not change significantly the
value of the cross section.
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