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We give analytical and numerical solutions for the zero modes of the Dirac operator in topological SUð2Þ
gauge backgrounds at nonzero chemical potential. Continuation from imaginary to real chemical potential is

used to systematically derive analytical zero modes for calorons at arbitrary holonomy and, in particular

limits, for instantons and dyons (magnetic monopoles). For the latter a spherical ansatz is explored as well.

All the zero modes exhibit stronger peaks at the core and negative regions in their densities. We discuss the

structure of the corresponding overlap matrix elements. For discretized calorons on the lattice we consider

the staggered operator and show that it does possess (quartet quasi)zero modes, whose eigenmodes agree

very well with the continuum profiles, for zero as well as nonzero chemical potential.
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I. INTRODUCTION

The thermodynamics of quantum chromodynamics
(QCD) has attracted a lot of attention in recent years,
both experimentally and theoretically. While at high tem-
perature the transition to a phase of deconfined gluons and
quarks obeying chiral symmetry is rather well understood,
the exploration of a finite quark density is still immature.
Theoretical progress in this part of the QCD phase diagram
has mainly been hindered by the failure of the most power-
ful nonperturbative method from first principles, lattice
gauge theory. At finite chemical potential the Dirac opera-
tor is not purely anti-Hermitian and its complex determi-
nant prevents an interpretation as a probability weight.
This is the famous sign-problem. Ways to proceed include
reweighting and expansion techniques on the lattice, com-
plex Langevin dynamics, and studies of finite density in
diagrammatic and related approaches and approximations
to QCD or similar theories such as random matrix theory;
for reviews see e.g. [1–3].

Here we investigate the semiclassical approach to QCD,
which is based on solutions of the Euclidean Yang-Mills
equations. At zero temperature these are the celebrated
instantons [4], localized lumps of action density charac-
terized by an integer topological charge. At finite tempera-
ture, the corresponding solutions are called calorons [5].
Calorons have been found to be governed by an additional
parameter, the holonomy, and consist of constituent dyons
(magnetic monopoles, see below) [6,7]. Individual dyons
constitute static solutions at finite temperature. All these
configurations are self-dual or anti-self-dual and thus min-
ima of the Yang-Mills action in the given topological
sector.

The semiclassical theory of instantons and calorons
with trivial holonomy has been studied at zero and finite
temperature [8–12] as well as nonzero chemical potential
[13–17] (see [18] for a review). The corresponding mecha-
nism of chiral symmetry breaking is rather robust: exact
fermionic zero modes become low-lying modes and thus

generate a nonzero density of states at zero Dirac eigen-
value, which via the Banks-Casher relation is linked to the
chiral condensate. Confinement, on the other hand, could
not be obtained from instantons or calorons of trivial
holonomy. This changes drastically for calorons at non-
trivial holonomy, as has first been shown semianalytically
in [19]. The lesson is that the holonomy plays an important
role with the confinement mechanism becoming close to
the old dual superconductor picture. Promising results in this
context are the possibility to show confinement analytically
from the moduli space metric of dyons [20] and even from a
noninteracting gas of dyons [21]. Although the interactions
between calorons or dyons are not fully worked out, there
are more hints on confinement, namely from the quantum
weight [22], the detection of calorons in lattice quantum
configurations [23–25] and the vortex content of calorons
[26]. In the high temperature phase either dyons of particular
kinds are suppressed [27,28] or dyons formmolecules due to
their fermionic interactions [29].
Instantons, calorons and dyons also share the support for

fermionic zero modes, which are present due to the index
theorems [30–33]. These modes localize to the background
as can be seen from the existing explicit solutions [34–36].
Generalizations of the index theorem to nonzero chemical
potentials have been discussed in [37,38]. Our results con-
firm these as far as instantons/calorons of unit charge and
dyons of fractional charge are concerned. For the semi-
classical approach at finite density it is necessary to know
the zero eigenmodes, both for the formation of the con-
densate and the fermionic interaction of the objects.
In this paper we present analytical and numerical results

for SUð2Þ zero modes at nonzero chemical potential.
We show that the analytic continuation from imagi-
nary chemical potential provides exactly the particular
(bi)orthonormalization necessary for the eigenmodes at
real chemical potential. Together with the results from the
Atiyah-Drinfeld-Hitchin-Manin (ADHM)-Nahm formalism
[39,40] we systematically obtain the zero modes in caloron
backgrounds at arbitrary holonomy and chemical potential.
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In particular limits we confirm the zero modes of trivial
holonomy calorons and instantons known in the literature
[41–43] as well as for dyons, in which case we show that the
spherically symmetric ansatz [29,34] works. The typical
features of these modes are stronger peaks at and oscilla-
tions away from the core, with the period of oscillation
/ 1=�; cf. Fig. 1. This will have a wash-out effect in the
fermionic interactions of these objects, which we briefly
discuss.

We also present numerical results for calorons discre-
tized on the lattice utilizing the staggered Dirac operator.
Although the latter has four tastes and no exact zero modes
of definite chirality, we identify modes smaller than the rest
of the spectrum by several orders of magnitude. These
quasizero modes persist at nonzero chemical potential,
too. Taking the taste quartets together, the profiles agree
very well with the profiles of the continuum zero modes.

This paper is organized as follows: in the next section we
discuss properties of the Dirac operator and its eigenmodes
at nonzero chemical potential. After that in Sec. III we
perform the analytic continuation from imaginary to real
chemical potential. Section IV contains the corresponding
analytic results for zero modes in dyon, caloron and in-
stanton backgrounds. Section V is devoted to the lattice
results for the staggered eigenmodes. Section VI gives first
results for the overlap matrix elements of dyon zero modes.
We summarize our findings in Sec. VII.

II. DIRAC OPERATOR WITH
CHEMICAL POTENTIAL

In the continuum Dirac operator the chemical potential
is added to the covariant derivative

6Dð�Þ ¼ ��D� � �0�; D� ¼ @� þ iA� (2.1)

(for our lattice Dirac operator see Sec. VB). We will
always focus on the massless case and analyze eigenmodes

6Dð�Þc nðx;�Þ ¼ �nð�Þc nðx;�Þ; (2.2)

in particular zero modes, �0 ¼ 0 (arguments will be
neglected whenever convenient).

At finite temperature T ¼ 1=�, physical modes are
antiperiodic in the temporal direction

c ðtþ �; ~xÞ ¼ �c ðt; ~xÞ; (2.3)

but we will also consider modes periodic up to a phase.

A. Symmetries

Since the Dirac operator is chiral at arbitrary chemical
potential, f 6Dð�Þ; �5g ¼ 0, its eigenvalues always come in
pairs ��.
While the Dirac operator at vanishing � is

anti-Hermitian with its eigenvalues purely imaginary, this
important property is lost for real �. However, for the
Hermitian conjugate operator the following relation holds:

6Dyð�Þ ¼ �6Dð��Þ; ��ð�Þ ¼ ��ð��Þ; ð�2 RÞ
(2.4)

(for complex �’s replace �� with ���).
For gauge group SUð2Þ, due to the pseudoreal nature of

this group, the Dirac operator with (real) chemical poten-
tial obeys an antiunitary symmetry

6D�ð�Þ ¼ �Wy 6Dð�ÞW ðSUð2Þ; � 2 RÞ (2.5)

whereW is unitary and�-independent1 withW�W ¼ 1. In
random matrix theory this symmetry qualifies i 6Dð0Þ as
belonging to the universality class of the Gaussian orthogo-
nal ensemble. Moreover, in a particular basis i 6Dð0Þ is real
symmetric with real eigenmodes (see below; for the differ-
ent antiunitary symmetry of our lattice Dirac operator see
Sec. VB). In the next subsection, we will use this symme-
try to show that the SUð2Þ zero modes have real densities.
For operators without definite Hermiticity one has to

distinguish eigenvalues with corresponding left and right
eigenmodes from singular values as will be discussed in
the next subsections.

B. Left and right eigenmodes

The right eigenmodes of the Dirac operator are given
through Eq. (2.2), whereas the left eigenmodes are defined
analogously:

FIG. 1 (color online). Zero mode in a background of a caloron with maximally nontrivial holonomy and � ¼ 4T (colored lower
lump with ‘‘waves’’ around it, magnitude rescaled to its third root) together with the caloron action density revealing two constituent
dyons (two gray lumps, cut along the caloron axis).

1In the Weyl representation one has W ¼ �2�0 � �2, with the
charge conjugation �2�0 relating gamma matrices to their com-
plex conjugates and the second Pauli matrix �2 relating the Pauli
matrices as generators in color space to their complex conjugates.
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�y
mð�Þ 6Dð�Þ ¼ �y

mð�Þ�mð�Þ: (2.6)

For our specific case, the left eigenmodes are related to the
right eigenmodes at opposite �

�mð�Þ ¼ c mð��Þ; ð� 2 RÞ (2.7)

[which follows from the Hermitian conjugate of Eq. (2.2)
and the property (2.4)]. Thus, one may replace one by the
other.

From the difference of the scalars product of �y
mð�Þwith

(2.2) and of (2.6) with c nð�Þ one immediately concludes
that right and left eigenvalues agree and that left and right
eigenmodes are orthogonal. Defining the (pseudo)density

�mnðx;�Þ � c y
mðx;��Þc nðx;�Þ

¼ X
a

c a
mðx;��Þ�c a

nðx;�Þ (2.8)

where the index a stands for both color and spin, the
x-integral over �mn isZ

d4x�mnðx;�Þ ¼ 	mn: (2.9)

Such a basis is called biorthonormal. At vanishing chemi-
cal potential this of course reduces to the orthonormal basis
of eigenmodes of the purely anti-Hermitian Dirac operator.

Note that for � � 0 the densities �mmðxÞ of individual
eigenvalues need not be real everywhere in space-time,
although their integral is positive.

Densities of SUð2Þ zero modes can be made real thanks
to the symmetry (2.5). For this gauge group i 6Dð�Þ can be
transformed to Sþ�A with real symmetric S and real
antisymmetric A [44]. For a real matrix the zero modes
can be chosen real (as the complex conjugate of a zero
mode is a zero mode again). Hence the density �00ðxÞ is
real in this and every other basis (as this fermion bilinear is
an invariant). How the densities come out real in an arbi-
trary basis is shown in Appendix A. Still, negative densities
can, and will, occur.

C. Singular value decomposition

Arbitrary matrices can be written in a singular value
decomposition, for the Dirac operator

Uy 6DV ¼ diagð
1; 
2; . . .Þ; 
n � 0 (2.10)

where U and V are unitary transformations and the entries

n (which are non-negative) are called singular values. The
columns un of U and vn of V are called left and right
singular modes (vectors), respectively. They are orthonor-
mal among themselves, but not necessarily to each other.

For generic configurations at nonzero �, these singular
values and modes are not related to the eigenvalues and
eigenmodes of the operator 6D itself, rather to those of its
product with 6Dy: the left and right singular modes are the
eigenmodes of the Hermitian operators 6D 6Dy and 6Dy 6D,

respectively, and the nonzero singular values 
n are the
square roots of the eigenvalues of these operators (which
coincide between 6D 6Dy and 6Dy 6D).
Zero singular and eigenvalues, however, constitute an

exception as the zero modes are identical, v0 ¼ c 0 and
u0 ¼ �0.

2 Thus, in order to determine zero modes of the
Dirac operator, both the eigenvalue and the singular value
method can be used.
At the fundamental level, the singular value decompo-

sition is slightly more powerful, as it always exists and its
complete and orthonormal basis can be used to decompose
the fermion fields in the path integral. Eigenmodes, on the
other hand, do not always provide a complete basis. The
simplest example for a matrix of this kind is

0 1

0 0

 !
;

a 4� 4 example is discussed in [38]. Finite � Dirac
operators with this property occur in principle, but the
corresponding configurations are nongeneric.

D. Index theorem

We start by recalling the case of vanishing �. In a chiral
basis the Dirac operator can be written as

6D ¼ 0 DL

DR 0

 !
: (2.11)

Then �5 ¼ diagð12;�12Þ and left- and right-handed zero
modes consist only of lower and upper components,
respectively. Let us denote their numbers by nL;R¼
dim kerDL;R and specialize to positive topological charge

Q for simplicity.
The index theorem reads nR � nL ¼ Q. It is fulfilled by

generic configurations through possessing Q right-handed,
but no left-handed zero modes.
With nonzero chemical potential the index theorem has

been discussed in Refs. [37,38]. It now also incorporates
the Hermitian conjugates of DL;R, for which the relation

(2.4) implies

Dy
Lð�Þ ¼ �DRð��Þ; Dy

Rð�Þ ¼ �DLð��Þ: (2.12)

A straightforward generalization of the index theorem to
real chemical potential has been obtained in [37]

nRð�Þ�nLð�Þ¼Q; nRð��Þ�nLð��Þ¼Q (2.13)

where we have trivially added the index theorem at
opposite �. The more appropriate index theorem claimed
in [38] [Eq. (D.3)]—derived via the singular value
decomposition—translates via (2.12) into

2That a right zero eigenmode of 6D is also a right zero
eigenmode of 6Dy 6D and thus a zero singular mode follows
immediately; the opposite direction of the proof uses that
6Dy 6Dc ¼ 0 induces j 6Dc j2 ¼ 0, which means that 6Dc must
vanish. The same argument applies to left zero eigenmodes.
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nRð�Þ � nLð��Þ ¼ Q; nRð��Þ � nLð�Þ ¼ Q:

(2.14)

The two index theorems agree for almost all configura-
tions [38].

Our background configurations obey both index theo-
rems in the generic way by possessing one right-handed,
but no left-handed zero mode. Due to the latter, they are not
sensitive to the difference of the two index theorems.

III. ANALYTIC CONTINUATION IN THE
CHEMICAL POTENTIAL

In this section we will demonstrate that eigenmodes at
imaginary chemical potential can be analytically continued
to yield eigenmodes at real chemical potential obeying the
correct biorthonormalization.

Let us consider the operator

6D0ð �’Þ � ��D� þ i�0 �’T ¼ 6Dð�i �’TÞ (3.1)

which is nothing but the Dirac operator with an imaginary
chemical potential �i �’T. The minus sign in the argument
on the right is for later convenience. At real �’ the operator
6D0 is purely anti-Hermitian; thus in its eigenequation the
eigenvalues are purely imaginary and the eigenmodes are
orthonormal in the conventional sense, i.e. the densities

�0
mnðx; �’Þ ¼

X
a

c 0a
m ðx; �’Þ�c 0a

n ðx; �’Þ (3.2)

are non-negative at every space-time point x and
integrate to

Z
d4x�0

mnðx; �’Þ ¼ 	mn: (3.3)

Now we analytically continue �’ to imaginary values
i�=T assuming this is possible continuously. The Dirac
operator becomes that at real chemical potential,

6D0ði�=TÞ ¼ 6Dð�Þ; (3.4)

cf. Eq. (3.1). Then, analytically continuing the eigenequa-
tion, the c 0

nðx; i�=TÞ’s obey the eigenequation of 6Dð�Þ
and are thus candidates for eigenmodes,

c 0
nðx; i�=TÞ ¼ c nðx;�Þ: (3.5)

That these modes are indeed eigenmodes, all that needs to
be checked is their biorthonormalization. For that we care-
fully perform the analytic continuation in the densities

�0
mnði�=TÞ ¼ X

a

c 0a�
m ð �’Þj �’¼i�=Tc

0a
n ð �’Þj �’¼i�=T

¼ X
a

c 0a
m ð�i�=TÞ�c 0a

n ði�=TÞ

¼ X
a

c a
mð��Þ�c a

nð�Þ ¼ �mnð�Þ (3.6)

valid for all x (suppressed). The opposite �-arguments of
the two factors3 are exactly what is needed to match the
pseudodensity �mnð�Þ at real chemical potential;
cf. Eq. (2.8). Then the desired biorthonormalization of it,
Eq. (2.9), is inherited from the analytic continuation of the
conventional orthonormalization (3.3) of eigenmodes of
the purely anti-Hermitian operator 6D0. Moreover, we
have started with eigenmodes c 0 being antiperiodic in x0
and so are their analytic continuations; actually all kinds of
boundary conditions are continued to the eigenmodes at
real chemical potential. Hence, the modes c 0

nð �’Þ analyti-
cally continued to �’ ¼ i�=T are indeed the eigenmodes at
real chemical potential; i.e. Eq. (3.5) does hold. This
continuation applies to all spin and color components of
the eigenmodes and, of course, also to the eigenvalues, i.e.
�0
nði�=TÞ ¼ �nð�Þ.
The dimensionless parameter �’ in Eq. (3.1) can be inter-

preted as a constant trace part of the gauge field and can also
be transferred to the temporal boundary condition defining

�c nðx; �’Þ ¼ ei �’t=�c 0
nðx; �’Þ (3.7)

which are eigenmodes of the Dirac operator at vanishing
chemical potential, but periodic up to a phase �’ (on top of
the antiperiodicity)

�c nðtþ �; ~x; �’Þ ¼ �ei �’ �c nðt; ~x; �’Þ ¼ e�i’ �c nðt; ~x; �’Þ;
�’ ¼ �� ’ (3.8)

where we have also defined the total phase ’ for later use.
The pseudodensities of these mode still agree with those of
the original eigenmodes, �� ¼ �0.
In particular, knowing the zero modes in an analytic

fashion for (small) imaginary chemical potentials, one
immediately gets the zero modes of the desired Dirac
operator at real chemical potential. In Sec. IVC we will
make use of this analytic continuation, since in caloron
backgrounds (and limits thereof) the zero modes are
known analytically for whole intervals of imaginary
chemical potentials/boundary conditions.

IV. ANALYSIS OF ZERO MODES IN SPECIFIC
TOPOLOGICAL BACKGROUNDS

A. Single dyon zero mode

Herewe discuss the solution of the zero mode on a single
dyon for arbitrary boundary condition and with arbitrary
chemical potential�. By dyon we mean a magnetic mono-
pole obeying the Bogomol’nyi-Prasad-Sommerfield (BPS)

3In going from the first to the second line in (3.6) we have used
that c 0 is a smooth function in real �’ with Taylor expansion
c 0ð �’Þ ¼ P

ncn �’
n and its complex conjugate reads c 0�ð �’Þ ¼P

nc
�
n �’

n. For the analytic continuation of the latter we plug in an
imaginary �’, c 0�ð �’Þj �’¼i�=T ¼ P

nc
�
nði�=TÞn, which agrees with

the complex conjugate of c 0ð�i�=TÞ.
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condition, which in a 3þ 1-dimensional language amounts
to possessing an (Euclidean) electric charge of same
magnitude.4 The derivation of the zero mode makes use
of the spherical symmetry and closely follows [29,34].

We work in the BPS limit and in a hedgehog gauge. The
(anti-)self-duality equations for the gauge fields are solved
for by (see e.g. [46])

Aa
i ¼A�aikr̂

k; A¼1

r

�
1� vr

sinhðvrÞ
� ���!r!11

r
; (4.1a)

Aa
0 ¼H r̂a; H ¼�1�vrcothðvrÞ

r
���!r!1�v; (4.1b)

with r̂ ¼ ~x=r being the unit vector in the radial direction
and A� ¼ Aa

�
�a

2 with �a the Pauli matrices. The upper sign

refers to the self-dual and the lower to the anti-self-dual
field equations,5 and v is the asymptotic value of A0,

v ¼ lim
r!1

ffiffiffiffiffiffiffiffiffiffiffi
ðAa

0Þ2
q

; (4.2)

playing the role of a ‘‘Higgs’’ vacuum expectation value
(VEV). For simplicity we will take v > 0. The VEV also
enters the action and topological charge of the dyon, which
we define in the four-dimensional language:

S ¼ 1

2

Z �

0
dt
Z

d3x trF2
�� ¼ 4��v;

Q ¼ S

8�2
¼ v

2�T
:

(4.3)

We restrict ourselves to v 	 2�T, such that Q 2 ½0; 1
.
For the zero modes we make the usual radial ansatz for

Dirac spinors (see [29,34,47])

�c A

 ¼ ½ð
1ðrÞ1þ 
2ðrÞr̂ � ~�Þ�
A
e�i’t=�; (4.4)

where A is the color index and 
 the spin index, and
� ¼ i�2 is a completely antisymmetric rank-2 tensor.
Obviously these functions are periodic up to a phase
e�i’; cf. (3.8). We stress that the gauge background is a
(so far) t-independent embedding of a three-dimensional
dyon into S1 � R3.

The Dirac equation (2.1) for left- and right-handed
spinors are

ðð��Þ
�ðD�ÞAB ��	AB	
�Þðc RÞB� ¼ 0; (4.5a)

ðð ���Þ
�ðD�ÞAB ��	AB	
�Þðc LÞB� ¼ 0: (4.5b)

Here �� ¼ ð1;�i�iÞ, ��� ¼ ð1; i�iÞ and we get the
following equations for the functions 
1;2ðrÞ:

d
1ðrÞ
dr

þ�H þ 2A
2


1 � ið�þ i’TÞ
2 ¼ 0;

(4.6a)

d
2ðrÞ
dr

þ
��H � 2A

2
þ 2

r

�

2 � ið�þ i’TÞ
1 ¼ 0;

(4.6b)

where the upper sign is to be taken for the left-, and the
lower for the right-handed spinor component. One can see
once more that the boundary phase ’ is equivalent to an
imaginary chemical potential i’T. In the following we will
therefore use

�’ ¼ �þ i’T: (4.7)

To discuss the normalizability of solutions, let us
specialize to ’ ¼ 0 for the moment. While A decays for
large distances, H approaches v for self-dual and �v
for anti-self-dual dyons, respectively; see Eq. (4.1b). In
the asymptotic linear system of differential equation (4.6)
the chemical potential gives rise to trigonometric func-
tions. The H -term leads to exponential functions and
thus determines whether the solutions are normalizable.
For the latter the equations must read d
:ðrÞ=drþ
v
:=2þ � � � ¼ 0. Hence a normalizable solution for the
left and right spinors exists if the background field is
self-dual or anti-self-dual, respectively, and the solutions

behave like e�vr=2 asymptotically.
The full equations are solved by [29]


1;2ðr;�Þ ¼ c
�1;2ðvrÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vr sinh ðvrÞp ; (4.8a)

�1ðrvÞ ¼
�
2
�’

v
sin ðr�’Þ þ tanh ðvr=2Þcos ðr�’Þ

�
;

(4.8b)

�2ðrvÞ ¼ �i

�
2
�’

v
cos ðr�’Þ � coth ðvr=2Þ sin ðr�’Þ

�
:

(4.8c)

In these formulas, the boundary condition ’ has been
reintroduced, as the imaginary part of�’; cf. (4.7). It leads

to exponential parts e’Tr, which compete with the expo-

nential decay e�vr=2. Consequently, the solution is normal-
izable only if ’ 2 ð�v=2T; v=2TÞ, i.e. around periodic
boundary conditions. Later we will consider modifications
leading to antiperiodic zero modes.
Since we are interested in the dependence on � we

will set again ’ ¼ 0 in what follows, i.e. analyze periodic
zero modes.
As we discussed in Sec. II B, the relevant density of

these modes is given by c y
0 ð��Þc 0ð�Þ ¼ �00ð�Þ,

4It was argued in [45] that the term ‘‘dyon’’ is not entirely
appropriate for these objects. They suggest that the term
‘‘monopole-instanton’’ is more accurate. Nevertheless we will
use the term dyon in this work to mean the constituent of a finite
temperature instanton; see below.

5We define self-duality as F�� ¼ �����F��=2, where �, �, �,
� ¼ 0; . . . ; 3. From �0123 ¼ 1 this yields, e.g., F01 ¼ F23. Note
that self-duality equations with �, �, �, � ¼ 1; . . . ; 4 and
�1234 ¼ 1 yield F41 ¼ �F23.
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�00ðr;�Þ ¼ 
�
1ðr;��Þ
1ðr;�Þ þ 
�

2ðr;��Þ
2ðr;�Þ
¼’¼0 j
1ðr;�Þj2 � j
2ðr;�Þj2: (4.9)

The normalization in the sense of
R
d4x�00 ¼ 1

[cf. Eq. (2.9)] fixes the constant

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v3T=ð4�Þ

q
: (4.10)

From Eq. (4.9) one can already see the possibility for
this density to become negative, through 
2. Consistently,
at vanishing � the (�-odd) function 
2 vanishes, and
the density is positive definite. Profiles of periodic zero
modes for several values of the chemical potential are
plotted in Fig. 2.

The solutions clearly have an exponential envelope, of

the asymptotic shape e�vr=2=
ffiffiffi
r

p
; see Fig. 3. For the pre-

factor in the envelope one has to consider j�1j2 � j�2j2.
For large vr one can set tanh ðvr=2Þ ¼ 1 ¼ coth ðvr=2Þ up
to exponentially small corrections and get

j�1ðrvÞj2 � j�2ðrvÞj2 ¼
�
1þ 4

�2

v2

�
sin ð	ð�=vÞ þ 2�rÞ

(4.11)

	ð�=vÞ � arctan
1� 4�2=v2

4�=v
: (4.12)

The factor in the parenthesis bounds this term and from
Eqs. (4.8) and (4.10) we get

�env
00 ðr;�Þ ¼ T

2�
ðv2 þ 4�2Þ e

�vr

r
(4.13)

again up to exponential corrections in vr. This envelope
has been included in Fig. 3.

Another property of the zero mode is that its value at the
dyon core grows with the chemical potential, which can
also be seen in the examples of Fig. 2. Taking the limit
r ! 0 in the solution Eq. (4.8) it is easy to see that

�00ð0;�Þ ¼ T

16�v
jv2 þ 4�2

’j2: (4.14)

Probably the most characteristic feature of the zero
mode density is its negative regions. For any nonzero
chemical potential there are infinitely many negative re-
gions (recall that the far away regions have exponentially
small densities though), separated by infinitely many zeros.
This is very obvious in a logarithmic plot like Fig. 3.
For � � v we can find these zeros explicitly by

demanding that Eq. (4.11) vanish:

rn 
� 1

2�
	ð�=vÞ þ�ðnþ 1Þ

2�

 2

v
þ �

4�
þ�n

2�
; (4.15)

where we expanded 	ð�=vÞ for small �. For large � we
expect the first zero to be small, i.e. rv � 1, and get from
Eq. (4.8) that

j�1j2 � j�2j2

��2þ ð2� 4�2r2Þ cos ð2�rÞ þ 4�r sin ð2�rÞ
ðrvÞ2

(4.16)

which has a zero for r0� ¼ 2:04279. Figure 4 shows the
numerical solution of the first zero, as well as the limits of
�=v � 1 and �=v � 1.
Finally, we discuss the possibility of zero modes with

physical, i.e. antiperiodic, boundary conditions. The static
dyon discussed so far has normalizable zero modes for near
periodic boundary phases, namely

’ 2
�
� v

2T
;
v

2T

�
: (4.17)

There is another embedding of the dyon into S1 � R3, that
will play a role in the caloron solutions as well (as the
complementary constituent dyon). To see how it arises
note that the solution Eq. (4.8) has the topological charge

0 1 2 3 4
0.2

0.0

0.2

0.4

0.6

0.8

1.0

rv

00
T

v3

FIG. 2 (color online). Densities �00ðr;�Þ of periodic dyon
zero modes, Eq. (4.8) with ’ ¼ 0, as a function of rv for � ¼
0:5v (solid blue),� ¼ v (dashed red) and� ¼ 1:2v (dot-dashed
purple).
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� 15
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� 5

0
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lo
g

00
�v

3 T

FIG. 3 (color online). Logarithmic plot of the absolute value of
the density �00ðr;�Þ for � ¼ 3v (solid) and that of the envelope
Eq. (4.13) (dashed).
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Q ¼ v=ð2�TÞ, which is fractional for v=T 2 ½0; 2�
. In
order to get a solution which complements the topological
charge, we should replace the parameter v ! �v ¼ 2�T �
v and obtain a topological charge �Q ¼ 1�Q. However,
this change of parameters alone is not sufficient to match
the two configurations. For 3þ 1-dimensional configura-
tions it is useful to define the asymptotic Polyakov loop,
also named holonomy,

P1 � lim
r!1P exp

�
i
Z �

0
dtA0ðt; ~xÞ

�
(4.18)

with P denoting path ordering along x0. The starting
configuration with gauge fields given by Eq. (4.1) has

P1 ¼ exp

�
i
v

2T
r̂ � ~�

�
;

1

2
trP1 ¼ cos ðv=2TÞ (4.19)

whereas the Polyakov loop of the new solution would be

�P1 ¼ exp

�
i
�v

2T
r̂ � ~�

�
¼�exp

�
i
v

2T
r̂ � ~�

�
¼�P1 (4.20)

and thus different.
Therefore, consider the gauge transformation6

�ðt; ~xÞ ¼ exp

�
i�r̂ � ~� t

�

�
: (4.21)

It is antiperiodic: �ð�; ~xÞ ¼ �1 ¼ ��ð0; ~xÞ. As the
gauge fields transform in the adjoint representation, they
remain periodic. Hence, the dyon gauge field of (4.1) with
the replacement v ! �v transformed with � is a valid
configuration on S1 � R3. The gauge transformation does

not alter its action and topological charge, so they are still
proportional to �v [cf. (4.3); both are gauge invariant], and
thus also inherits (anti-)self-duality; its gauge fields are just
not static anymore. However, � does affect the Polyakov
loop as �P1 ! � �P1 ¼ P1. This means that the static dyon
solution Eq. (4.1) and the dyon solution with v ! �v ¼
2�T � v and the gauge twist of Eq. (4.21) both have the
same asymptotic Polyakov loop P1 and complementary
topological charges Q, �Q ¼ 1�Q respectively.
In calorons of integer topological charges, these dyon

solutions occur together (see below) and are sometimes
referred to as ‘‘light’’ and ‘‘heavy’’ dyons. The reason for
this nomenclature is because the Polyakov loop branch in
full QCD, i.e. when fermions are dynamical, interpolates
between unity and (near) zero from high to low tempera-
tures. This would correspond to the parameter v in the
range v 2 ½0; �T
. In this range the untwisted dyon [i.e.
the one without the gauge transformation Eq. (4.21)] has
the action and the topological charge proportional to v
and the one with the gauge twist has the same proportional
to �v. Since in this range �v 	 v the untwisted and twisted
dyons are referred to as light and heavy.
Finally, we note that the fundamental fermions feel the

gauge transformation of Eq. (4.21); they obtain an addi-
tional factor of �1 in their periodicity property.
Consequently, the parameter ’ used in the ansatz
Eq. (4.4) is not the boundary phase as defined in
Eq. (4.21). Rather, we should replace ’ ! ’� � ¼ � �’
in this ansatz. With the additional replacement v ! �v it
follows that these zero modes on top of the twisted dyons
are normalizable for

�’ 2
�
� �v

2T
;
�v

2T

�
Ð ’ 2

�
v

2T
; 2�� v

2T

�
(4.22)

which is the complementary range of the static dyons,
Eq. (4.17). For the chemical potential the replacement
reads �’ ! �� �’ ¼ �� i �’T. Antiperiodic fermions are

included as �’ ¼ 0 with � remaining the same.

B. Calorons and instantons

In this section we will demonstrate that zero modes at
imaginary chemical potential are included naturally in the
ADHM-Nahm formalism [39,40,48], so that they are
available—at least in principle—for all self-dual solutions
of four-dimensional Yang-Mills theory. After analytic con-
tinuation one thus obtains zero modes at real chemical
potential. We will demonstrate this explicitly for SUð2Þ
calorons and then in particular limits recover the zero
modes of dyons from the previous section and of calorons
and instantons from the literature.

1. Calorons, especially in SUð2Þ
Calorons are (anti-)self-dualYang-Mills fields (‘‘instantons’’)

at finite temperature T, i.e. over the space-time manifold

0 2 4 6 8 10
0

2

4

6

8

10

v

r 0
v

FIG. 4 (color online). The first zero r0 of the density �00ðr;�Þ,
as a function of 1=� (in units of v)—black line. The dashed line
and the dot-dashed line show the first zero for small � given by
Eq. (4.15) with n ¼ 0 and for large � given by r0 ¼ 2:04279=�,
from Eq. (4.16), respectively.

6In the gauge of the caloron, which combs the field A0 to the
third color direction, the associated gauge transform is � ¼
exp ði��3t=�Þ. For higher gauge groups such gauge transforma-
tions need to obey �ðt ¼ �Þ ¼ z�ðt ¼ 0Þ, where z is an ele-
ment of the center of the gauge group.
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S1 � R3 where the Euclidean time is compactified on a
circle S1 with circumference 1=T.

The asymptotic Polyakov loop plays an important role as
a parameter of caloron solutions. For the gauge group
SUð2Þ we parametrize it with the holonomy parameter
! 2 ½0; 1=2
:

P1 ¼ exp ð2�i!�3Þ; 1

2
trP1 ¼ cos ð2�!Þ: (4.23)

The two extreme cases! ¼ 0,! ¼ 1=2 amount to ‘‘trivial
holonomy’’ P1 ¼ �12, while the middle ! ¼ 1=4
with trP1 ¼ 0 is referred to as ‘‘maximally nontrivial
holonomy.’’ From the corresponding asymptotics of the
Polyakov loop, Eq. (4.19), one can read off the connection
to the (dimensionful) ‘‘Higgs VEV’’ of Eq. (4.2),

v ¼ 4�!T; ! ¼ v

4�T
: (4.24)

As a new aspect in comparison to zero temperature in-
stantons (which can be thought of as coming from dimen-
sional reduction and symmetry breaking byP1), calorons in
gauge group SUðNcÞ with topological charge Q consist of
NcjQj constituent dyons. These appear as lumps of topo-
logical density with fractional topological charges given by
the holonomy. In SUð2Þ the topological charges are 2!
[indeed, the identification above yields the monopole
topological charge of Eq. (4.3)] and the complementary
1� 2! � 2 �!. We will refer to the dyon with the higher
topological charge as the heavy dyon and to the other as the
light dyon. The positions of them are moduli of the solution.

The explicit gauge field of SUð2Þ calorons has first been
given in [6,7] (for multicalorons see [49]). We follow the
ADHM inspired formalism of [6], reinstating the tempera-
ture T. The distance to the dyon of masses �! and! will be
denoted by r and s, respectively, and the distance between
the dyons by d ¼ ��2=�. In the limit of � ! 1 a single
dyon will be recovered.

Note also that the calorons in these references come in a
particular gauge with two aspects. The first one, referred to
as algebraic gauge, means that gauge fields are periodic up
to the holonomy and A0 ! 0 far away from all the dyons. In
other words, the holonomy P1 has been put into the twisted
periodicity conditions. This is useful since such asymptotics
simplify the superposition of dyons within the caloron and
also the approximate superposition of dyons and antidyons
in ensembles. The gauge transformation back to periodic

gauge is given by ðP1Þ�t=�, which is nonperiodic.
Secondly, the caloron is in a quasistringy gauge. For

magnetic monopoles/dyons it is well known that when one
tries to ‘‘comb’’ the Higgs field A0 to asymptotically ap-
proach a constant color direction, a singularity along a Dirac
string appears. This is so because the winding of A0, which
equals the magnetic charge and is apparent in the hedgehog
gauge, constitutes a topological obstruction against such a
stringy gauge. In the caloron solutions, A0 is proportional to
�3 almost everywhere; the corresponding winding caused by

each dyon is performed in an exponentially small solid angle
around the line connecting the dyons [26]; cf. Eq. (4.45)
below. This quasistringy gauge leads to large gradients
along this line, but no singularities (apart from the caloron’s
center of mass; see Sec. IVD3 and V).

C. Profiles of caloron zero modes

The fermionic zero mode of the caloron (at� ¼ 0) hops
between the constituent dyons as a function of the period-
icity angle. This has first been demonstrated in [35] and is
in accordance with the discussion about dyon zero modes
in Sec. IVA: for near periodic zero modes the static dyon
supports the zero mode, whereas for the complementary
range of boundary conditions around antiperiodic bound-
ary conditions the complementary time-dependent dyon
supports the zero mode. Index theorems on S1 � R3 can
be found in [31–33]. This scenario will remain with real
chemical potentials. The explicit formulas for the zero
modes are included in the ADHM formalism and are given

by the ADHM Green’s function f̂ (see below). We will
analytically continue them to obtain zero modes at real
chemical potential.
In [35,36] explicit expressions for the zero mode with

periodicity up to a phase and the holonomy (stemming
from the algebraic gauge)

�̂z=Tðtþ �; ~xÞ ¼ e�2�iz=TP1�̂z=Tðt; ~xÞ (4.25)

were given (the dual variable to z comes with 1=T since it
has inverse length dimension). Gauging away P1 and
comparing to (3.8) we identify 2�z=T ¼ ’; thus the zero
mode with phase boundary conditions reads

�c 0ðx; �’Þ ¼ ðP1Þ�t=��̂’=2�ðxÞ ¼ ðP1Þ�t=��̂1=2� �’=2�ðxÞ:
(4.26)

The zero mode at imaginary chemical potential follows by
virtue of (3.7)

c 0
0ðx; �’Þ ¼ ðei �’P1Þ�t=��̂1=2� �’=2�ðxÞ: (4.27)

Finally, the zero mode at real chemical potential
follows through analytic continuation, i.e. the replacement
�’ ¼ i�=T,

c 0ðx;�Þ ¼ e�tðP1Þ�t=��̂1=2�i�=2�TðxÞ (4.28)

which is the antiperiodic mode. Altogether, the results
from [35,36] have to be taken at a complex z ¼ T=2�
i�=2� and multiplied by a real factor and color phases
from P1 ¼ exp ð2�i!�3Þ. We obtain

c 0ð�ÞA

¼�

ffiffiffiffi
�

p
2�

e�t

�
e�2�i!tT�3

�
@�f̂

�
!T;

T

2
� i

�

2�

�
1

0

 !

þ@�f̂

�
ð1�!ÞT;T

2
� i

�

2�

�
0

1

 !�
����

�
A

; (4.29)

with the following auxiliary functions:
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�¼ c

ĉ
; ĉ ¼�ctþcrcsþ r2þ s2�d2

2rs
srss (4.30a)

c ¼�ctþcrcsþ r2þ s2þd2

2rs
srssþdðs�1sscrþ r�1srcsÞ (4.30b)

ct ¼ cos ð2�tTÞ; cr ¼ cosh ð4�r �!TÞ; cs ¼ cosh ð4�s!TÞ; sr ¼ sinh ð4�r �!TÞ; ss ¼ sinh ð4�s!TÞ
(4.30c)

f̂ðz;z0Þ ¼ e2�itðz�z0Þ�Tðrsc Þ�1

�
e�2�itTsignðz�z0Þ sinh ð2�rjz� z0jÞs� r�1 cosh ð2�rðzþ z0 �TÞÞ

�
dscsþ1

2
ðs2� r2þd2Þss

�

þ r�1 cosh ð2�rð2 �!T�jz� z0jÞÞ
�
dscsþ1

2
ðr2þ s2þd2Þss

�
þ sinh ð2�rð2 �!T�jz� z0jÞÞ½scsþdss


�
:

(4.30d)

We repeat that r and s are the distances of ~x to the dyon
centers and d is the distance between the dyons. The
caloron gauge field is given in terms of these functions,
too [6]. The Green’s function at the arguments needed
simplifies to

f̂

�
!T;

T

2
� i

�

2�

�
¼ e��itTe2�i!tTe��t�Tðrsc Þ�1

� fe2�itT sinh ð�rT� 2�r!T� i�rÞs
þ cosh ð�rT� 2�r!Tþ i�rÞrss
þ sinh ð�rT� 2�r!Tþ i�rÞ
� ½scs þ dss
g (4.31)

f̂

�
ð1�!ÞT; T

2
� i

�

2�

�
¼ f̂

�
!T;

T

2
� i

�

2�

��
: (4.32)

The last relation reflects the antiunitary symmetry (2.5) of
SUð2Þ and has also been used (at � ¼ 0) in [35] to relate
the components of the zero mode.

For the density a simpler formula applies:

�00ð�Þ ¼ � 1

ð2�Þ2 @
2
�f̂ (4.33)

with the Green’s function

f̂� f̂

�
T

2
�i

�

2�
;
T

2
�i

�

2�

�

¼�Tðrsc Þ�1

�
�r�1cosð2�rÞ

�
dscsþ1

2
ðs2�r2þd2Þss

�

þr�1cr

�
dscsþ1

2
ðr2þs2þd2Þss

�
þsr½scsþdss


�
:

(4.34)

The reader will note that the function f̂ðz; z0Þ given above is
not the full function for arbitrary arguments z, z0. The full
function can be found in the original papers by Kraan and
van Baal [6]; we have given only the relevant part for our
discussion valid for z=T, z0=T 2 ½!; 1�!
.
The resulting zero mode densities are shown in Fig. 5,

where we also compare with the single dyon zero mode
discussed previously. Again these densities have negative
regions. Note an interesting effect that even for fairly large
values of the size parameter �, i.e. for well-separated
dyons, the two densities do not match very well. This
mismatch can be compensated for by a trivial adjustment
to the effective holonomy of a single dyon. Namely the
solution for a single dyon with holonomy v should be
changed to that with holonomy vþ 1=d in order to match
the solution in the caloron. In other words the holonomy at
the dyon center is not v, but is corrected by the asymptotic
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FIG. 5 (color online). Densities of zero modes of a caloron (solid black line), single dyon (dashed blue), and single dyon with
correction to the holonomy v ! vþ 1=d, where d is the distance to the other dyon (dot-dashed red). The plots are given for three
values of �=T ¼ 0, 1, 5 from left to right. The densities are along the axis transverse to the position of the second dyon in the caloron.
All plots are given for � ¼ 0:6� and for maximally nontrivial holonomy ! ¼ �! ¼ 1=4 ¼ v=ð4�TÞ ¼ �v=ð4�TÞ.
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value of the other constituent of the caloron and is approxi-

mately vþ 1=j ~dþ ~rj 
 vþ 1=d. This has been noticed in
the full solution [36] where it was shown that single dyon
‘‘mass’’ is renormalized by the presence of the other dyon.
This renormalization of mass is not new and has been know
for a long time for the Yang-Millsþ adjoint Higgs system
and that it affects the classical interactions of monopoles
[50–53]. Figure 5 also shows the solutions with this adjust-
ment. Considering the crudeness of this approximation, the
agreement is remarkable up to fairly small instanton size.

D. Various limits

In this section we will discuss various limits of the
general caloron solution of Eqs. (4.29), (4.33), and (4.34).
In particular, we take the trivial holonomy limit and com-
pare it to previous work, as well as the zero temperature
limit and the large separation limit, which leads to single
dyons. These limits are concisely summarized in Table I.

1. Trivial holonomy limit ! ! 0

In the trivial holonomy limit ! ! 0, �! ! 1=2 the
auxiliary functions simplify in the following way:

cr ¼ cosh ð2�rTÞ; cs ¼ 1; sr ¼ sinh ð2�rTÞ; ss ¼ 0;

(4.35)

immediately leading to (writing out d ¼ ��2T)

ĉ ¼ �ct þ cr; c ¼ �ct þ cr þ ��2T

r
sr;

� ¼ 1þ ��2T

r

sr
cr � ct

¼ �

(4.36)

where we have identified�with the function� used in the
literature [18,43,54].

Concerning the Green’s functions Eq. (4.30d), all
dependence on s drops as it should to restore spherical

symmetry. From Eq. (4.34) f̂ we obtain

f̂ ¼ �T

rc

�
d

r
ð� cos ð2�rÞ þ crÞ þ sr

�

¼ �2�2T2

r2

� � cos ð2�rÞ þ cosh ð2�rTÞ þ r
d sinh ð2�rTÞ

� cos ð2�tTÞ þ cosh ð2�rTÞ þ d
r sinh ð2�rTÞ

:

(4.37)

We recall that the zeromode density follows from actingwith
the four-dimensional Laplacian on this function, Eq. (4.33).
For the zero mode components, the corresponding

Green’s function simplifies to

f̂

�
0;
T

2
� i

�

2�

�
¼�T

rc
e��tfei�tT sinhð�rT� i�rÞ

þe�i�tT sinhð�rTþ i�rÞg
¼2�T

rc
e��tfcosð�rÞcosð�tTÞsinhð�rTÞ

þsinð�rÞsinð�tTÞcoshð�rTÞg: (4.38)

This agrees with f̂ðT; T=2� i�=2�Þ because the Green’s
function f̂ðz; z0Þ is periodic in both arguments by construc-
tion [6], and also because both are real using (4.32). The
projection matrices in Eq. (4.29) then add up to the unity
matrix. Put together, the zero mode reads

c 0ð�ÞA
 ¼ �

2�
e�t

ffiffiffiffiffi
�

p
@�f̂

�
0;
T

2
� i

�

2�

�
ð ����ÞA
: (4.39)

To compare to previous work we write

f̂

�
0;
T

2
� i

�

2�

�
¼ e��t

�2

�

�
;

� ¼ ð�� 1Þ
�
cos ð�rÞ cos ð�tTÞ

cosh ð�rTÞ
þ sin ð�rÞ sin ð�tTÞ

sinh ð�rTÞ
�

(4.40)

which turns the zero mode into the form given in [43], for
this case of trivial holonomy.

TABLE I. Table summarizing some limits of functions needed to determine the zero mode density c y
0 ð��Þc 0ð�Þ ¼ � 1

4�2 @�@
�f̂,

and the component form given by Eq. (4.30). We labeled f̂! ¼ f̂!ð!T; T=2� i�=2�Þ.
! ! 0 T ! 0 � ! 1

f̂ �2�2T2

r2c
ð� cos ð2r�Þ þ cosh ð2�rTÞÞ þ �T

rc
1

r2þt2þ�2 ð1þ sin 2ðr�Þ�2

r2
Þ �T

r
cosh ð4�rT �!Þ�cos ð2r�Þ

sinh ð4�rT �!Þ
c � cos ð2�tTÞ þ cosh ð2�rTÞ

þ ��2T
r sinh ð2�rTÞ

2�2T2ðr2 þ �2Þ ��2T
r sinh ð4�rT �!Þe4�2�2T2!

ĉ � cos ð2�tTÞ þ cosh ð2�rTÞ 2�2T2r2 1
2 ½cos� sinh ð4�rT �!Þ

þ cosh ð4�rT �!Þ
e4�2�2T2!

� 1þ ��2T
r

sinh ð2�rTÞ
� cos ð2�tTÞþcosh ð2�rTÞ 1þ �2

t2þr2 �2 2�T
r

1
cos �þcoth ð4�r �!TÞ

f̂1�!
2�T
rc e��t½cos ð�tTÞ sinh ð�rTÞ cos ðr�Þ

þ sin ð�tTÞ sin ðr�Þ cosh ð�rTÞ

2�2T2

c e��t½cos ðr�Þ þ t
r sin ðr�Þ
 1

2�2 e
��te2�itT �!

h
cos ðr�Þ

cosh ð2�rT �!Þ � i sin ðr�Þ
sinh ð2�rT �!Þ

f̂! f̂1�! f̂1�! 1
2�2 e

��te�2�itT �!
h

cos ðr�Þ
cosh ð2�rT �!Þ þ i sin ðr�Þ

sinh ð2�rT �!Þ
i
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2. Instanton limit T ! 0

In the zero temperature limit, calorons become instan-
tons irrespective of the original holonomy. Indeed, all !
and �! enter with T such that they disappear in this limit.
From the previous trivial holonomy case we get

f̂ ¼ 1

r2 þ t2 þ �2

�
1þ sin 2ð�rÞ�2

r2

�
(4.41)

and

� ¼ 1þ �2

r2 þ t2
; (4.42)

� ¼ �2

r2 þ t2

�
cos ð�rÞ þ t

r
sin ð�rÞ

�
; (4.43)

which agrees with [41–43]. Note that, as expected, the time
and space coordinate go together forming the four-
dimensional radius almost everywhere apart from the
�-dependent part. The corresponding zero mode densities
also contain negative regions with zeros separated again by
�r ¼ �=ð2�Þ and an increasing value at the core, �00ðt ¼
0; r ¼ 0;�Þ � ð1=�2 þ�2Þ2.

3. Single dyon limit � ! 1
The limit of a single dyon can be obtained in the limit of

large size �, i.e. large separation d ¼ ��2T, of the dyon

constituents. While r remains finite, s is large, too: s ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ r2 � 2dr cos �

p ¼ d� r cos�þOðd�1Þ, where � is
the angle between r and the line connecting the dyons; its
appearance originates from the quasistringy gauge of the
caloron.

The Green’s function needed for the profile becomes
static,

f̂ ¼ �T

r

cosh ð4�rT �!Þ � cos ð2�rÞ
sinh ð4�rT �!Þ : (4.44)

Here, the auxiliary functions cs and ss have become expo-
nentially large in d and suppress the time dependence in c .
Furthermore, cs ¼ ss up to exponentially small corrections
and these factors have canceled in all expressions. The three-
dimensional Laplacian yields the profile from it via (4.33). It
can be shown that this precisely equals the density Eq. (4.9)
of the dyon zero mode upon identifying 4�T �! ¼ �v. We
remind the reader that we started with the antiperiodic zero
mode for the caloron and thus arrive at the antiperiodic zero
mode for a time-dependent dyon. Therefore, its VEV needs
to be �v; the transform � discussed in Sec. IV is a gauge
transform and therefore not visible in the fermionic profile,
but only in the components to be discussed now.

The caloron’s auxiliary function

� ¼ d � 2
r

1

coth ð4�r �!TÞ � cos�
(4.45)

is linearly divergent in d and shows the quasistringy
behavior [36]: for large r the denominator would be zero

on the half-line � ¼ 0, if there were no exponentially small
deviations of the coth-term from 1. The factor �

ffiffiffiffi
�

p
in the

zero mode is OðdÞ ¼ Oð�2Þ. The corresponding limits of
the Green’s functions are

lim
�!1�

2f̂

�
!T;

T

2
� i

�

2�

�

¼ e�2�i �!tTe��t 1

sr
sinh ð2� �!rT þ i�rÞ (4.46)

lim
�!1�

2f̂

�
ð1�!ÞT; T

2
� i

�

2�

�

¼ e2�i �!tTe��t 1

sr
sinh ð2� �!rT � i�rÞ (4.47)

lim
�!1�

2f̂

�
ð!1�!ÞT; T

2
� i

�

2�

�

¼ 1

2
e�2�i �!tTe��t

�
cos ð�rÞ

cosh ð2�r �!TÞ � i
sin ð�rÞ

sinh ð2�r �!TÞ
�
:

(4.48)

The projection matrices can be written in terms of the
identity and the third Pauli matrix, such that the zero
mode reads

c 0ð�ÞA
 ¼
ffiffiffiffi
T

p

2
ffiffiffiffiffiffiffiffiffi
2�r

p 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coth ð4�r �!TÞ � cos�

p
� e�t

�
e�2�i!tT�3@�

�
e��t

�
cos ð�rÞ

cosh ð2�r �!TÞ
þ i�3

sin ð�rÞ
sinh ð2�r �!TÞ

�
e�2�i �!tT�3

�
����

�
A

:

(4.49)

Performing the time and spatial derivatives this gives

c 0ð�ÞA

¼

ffiffiffiffi
T

p
� �!T

2
ffiffiffiffiffiffiffiffiffi
2�r

p e��itT�3Q

��
sin ð�rÞ

sinh ð2�r!TÞ coth ð2�r!TÞ

� �

2� �!T

cos ð�rÞ
cosh ð2�r!TÞ

�

� i

�
cos ð�rÞ

cosh ð2�r!TÞþ
�

2� �!T

sin ð�rÞ
sinh ð2�r!TÞ

�
r̂ � ~��

�
A


(4.50)

Q ¼ �3r̂ � ~�þ tanh ð2�r �!TÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coth ð4�r �!TÞ � cos�

p : (4.51)

This is the full antiperiodic zero mode of a dyon in the
quasistringy gauge. The explicit appearance of �3 and the
angle � renders it different from the hedgehog gauge
representation used in Sec. IVA. These only enter Q, and
Q can be shown to be proportional to a (space-dependent)
SUð2Þ matrix U
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Q ¼ 2
sinh ð2�r �!TÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh ð4�r �!TÞp Uðr; �Þ: (4.52)

Performing a local (and periodic) gauge transformation the
zero mode in hedgehog gauge finally becomes

ðe��itT�3ðir̂ � ~�ÞUye�itT�3Þc 0ð�Þ

¼ � �!T3=2 e
��itT�3ffiffiffiffiffiffiffiffiffiffiffiffiffi
2�rsr

p
��

cos ð�rÞ tanh ð2�r �!TÞ

þ �

2� �!T
sin ð�rÞ

�
� i

�
� sin ð�rÞ coth ð2� �!TÞ

þ �

2� �!T
cos ð�rÞ

�
r̂ � ~�

�
�: (4.53)

This solution matches the one of the time-dependent dyon
discussed at the end of Sec. IVA.

V. NUMERICAL RESULTS FOR THE
STAGGERED DIRAC OPERATOR IN

CALORON BACKGROUNDS

In this section we will compare the caloron zero modes
from the continuum to lattice zero modes of the staggered
Dirac operator. The dimension of our lattices will be
denoted by Nx � Ny � Nz � Nt, the sites by an with a being

the lattice spacing and normalized lattice vectors in the �th
direction by �̂. All observables of dimension energy will be
measured in units of temperature T ¼ 1=� ¼ 1=ðNtaÞ; all
length scales are given in units of �.

A. Discretization of the caloron including smearing

The first task is to compute the lattice linksU�ðanÞ from
the continuum gauge fields of calorons. To this end we
calculate gauge transporters by discretizing the path or-
dered exponentials,

P exp

�
i
Z aðnþ�̂Þ

an
A�ðxÞdx�

�
ffiYN

k¼1

exp

�
i
a

N
A�

�
a

�
nþ k

N
�̂

���

�U�ðanÞ: (5.1)

The gauge field A�ðxÞ is singular at the caloron’s center of
mass and has large gradients on the line connecting the
constituent dyons as one can see from Fig. 1 in [49] and
Fig. 2 in [55]. Therefore, the number N of discretization
points is adapted locally in steps of 40 until both the real and
imaginary part of all matrix elements of the links U�ðanÞ
change by less than 10�4 (betweenN and 3N=2). The typical
value ofN is 40 except at the line which connects the dyons.

With this technique we obtain for a caloron with holon-
omy parameter ! ¼ 1=4 and size parameter � ¼ 3

4� on a

24 � 24 � 36 � 8 lattice 184% of the continuum action Scont.
The additional action originates from the ‘‘spatial bound-
ary of the lattice,’’ where onto the finite box we force the
infinite volume calorons, whose gauge fields are at vari-
ance with the periodic spatial boundary conditions. To
remove these artifacts we apply APE smearing [56,57]

with a parameter 
APE ¼ 0:45. In Ref. [58] it was shown
that this value provides the best matching between APE
smearing and renormalization group cycling. Moreover, in
Ref. [25] APE smearing with this value has been applied to
SUð2Þ Monte Carlo gauge configurations to reveal their
dyon content.
After 275 APE smearing steps the boundary artifacts are

sufficiently smoothed out reaching now 107% of Scont. In
order to have comparable results all gauge links are
smeared until the lattice action reaches 107% of Scont.

B. Staggered Dirac operator at finite chemical
potential and its symmetries

We use the standard7 staggered operator, which in our
notation has the form

Dð�; njmÞ ¼ 1

2a

X4
�¼1

��ðnÞf	nþa�̂;mU�ðanÞea�	�;4

� 	n�a�̂;mU
y
� ðamÞe�a�	�;4g; (5.2)

where ��ðnÞ ¼ ð�1Þn1þ���n��1 is the staggered sign. At van-
ishing chemical potential D is anti-Hermitian with purely
imaginary eigenvalues as in the continuum, whereas at non-
zero chemical potential the Hermiticity relation Eq. (2.4)
to opposite � holds. We have implemented the chemical
potential by exponential factors on all temporal links.
This operator obeys a remnant of chiral symmetry,

fDð�Þ; �5g ¼ 0 �5ðnÞ ¼ ð�1Þn1þ���n4 ; (5.3)

yielding eigenvalues�� as in the continuum. The antiuni-
tary symmetry, however, differs from the one of the con-
tinuum Dirac operator.8 It reads

D�ð�Þ ¼ �y2Dð�Þ�2 (5.4)

with ��2�2 ¼ �1. The staggered Dirac operator is thus
in the universality class of the Gaussian symplectic
ensemble (the expected transition to the continuum sym-
metry has been investigated in [59,60]). As a consequence,
�2c

� is another eigenmode with eigenvalue ��. Together
with the chiral symmetry, Eq. (5.3), this yields (Kramer’s)
degenerate eigenvalues for vanishing chemical potential. At
nonzero chemical potential the eigenvalues come in quartets
f�;���;��;��gwith eigenmodes fc ;�5�2c

�;�5c ;�2c
�g,

respectively.
On our smooth backgrounds an approximate fourfold

degeneracy is expected from the four tastes of the stag-
gered operator. Thus, instead of each exact continuum zero
mode a low-lying quasizero quartet shall occur. At � ¼ 0
topological quasizero modes of the staggered operator are
known to exist. The chirality is represented by the four-link

7Improvements are not necessary on our smooth backgrounds.
8Because no charge conjugation matrix is needed for the

staggered operator being a scalar in spin space.
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operator �50, with which these modes have expectation
values close to �1, in contrast to higher modes [61–64].
Both nonzero real parts and nonzero imaginary parts of the
eigenvalues could be induced by discretization and finite
volume effects. They may also differ for quasizero eigen-
values and singular values.

On the smeared configurations we find modes separated
by orders of magnitude from the rest of the spectrum (see
Fig. 6). We investigate the profiles of these quasizero
modes without further analysis of their continuum and
infinite volume limit. As a side remark we state that on a
48 � 48 � 72 � 16 lattice the smallest eigenvalue of a caloron
with maximal nontrivial holonomy and zero chemical
potential reaches zero within double precision.

As the staggered operator and its eigenmodes cannot be
made real as in the continuum, the argument of the reality of
the zero mode profile needs to be revisited. From the compu-
tations itwill turn out that the staggered quasizeromodes have
real parts vanishing to machine precision, such that the quar-
tets practically consist of two degenerate pairs, ð�;���Þ and
ð��; ��Þ, on the imaginary axis. If an eigenvalue � is degen-
erate with��� the corresponding subspace is spanned by

ðc ðx;�Þ; �5�2c
�ðx;�ÞÞ � ðc 1ðx;�Þ; c 2ðx;�ÞÞ: (5.5)

In Appendix B we show that a particular linear combina-
tion of these modes obeys the biorthonormalizationZ

d4xc y
Mðx;��Þc Nðx;�Þ¼	MN; M;N2f1;2g (5.6)

and that the profile averaged over these two modes,

�00ðx;�Þ ¼ 1

2

X2
M¼1

c y
Mðx;��ÞcMðx;�Þ; (5.7)

is real. Consequently, we will compare the real profiles
(5.7) to those in the continuum.

C. Results for eigenvalue spectra

On the configurations described in Sec. VA we mea-
sured 256 eigenmodes with smallest magnitude by virtue
of ARPACK [65], Armadillo [66] and the Cþþ Boost

Libraries. As expected the eigenvalues of the staggered
operator become complex when switching on the chemical
potential, shown in Fig. 6. The quasizero eigenvalues,
however, remain basically unchanged at finite chemical
potential. From that figure one further recognizes that the
other low-lying eigenvalues of the caloron are similar to
generalized Matsubara frequencies. By that we mean the
Dirac spectrum in free backgrounds with constant
Polyakov loops of the same holonomy as the caloron,

Ut ¼ exp ð2�idiagð!;�!Þ=NtÞ; (5.8)

and trivial spatial links, Ux ¼ Uy ¼ Uz ¼ 1, such that

the action vanishes. This background gives rise to the
following staggered eigenvalues:

�ð�Þ=T ¼ �iNt �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i¼x;y;z

sin 2

�
2�

Ni

ki

�
þ sin 2

�
2�

Nt

�
kt �!þ ’� i�=T

2�

��s
(5.9)

with k� 2 ð�N�=2; . . . ; N�=2
 the wave numbers of the
plane wave eigenmodes, for vanishing� see, e.g. [60]. For
low-lying modes, jk�j � N�, the sines disappear and the
eigenvalues follow the continuum dispersion relation.

The similarity of the caloron spectra to these generalized
Matsubara frequencies9 holds including nonzero chemical

potential; cf. Fig. 6. The caloron’s quasizero modes, which

are of topological origin, are of course not reflected in the

Matsubara frequencies.
An interesting effect occurs in the low-lying spectrum

when the boundary condition phase’ equals the holonomy
!, such that in the free case they compensate in one color
sector (this is the case where the caloron’s zero mode
cannot be analytically continued since at this boundary
condition it hops between the constituents). At vanishing

FIG. 6 (color online). Spectrum of the staggered Dirac opera-
tor in a caloron background of maximally nontrivial holonomy
(! ¼ 0:25, � ¼ 0:75�) and different chemical potentials on a
24 � 24 � 36 � 8 lattice. Note that in order to be able to compute
more eigenvalues, this lattice is smaller than the one used for the
profiles later in Fig. 8. For comparison the triangles show the
eigenvalues of a free Polyakov loop background with maximal
nontrivial holonomy (see text). These are highly degenerate.

9A similar similarity holds for the eigenvalues of the gauge
covariant Laplacian [67].
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chemical potential the free spectra then possess a zero

mode for ~k ¼ 0 ¼ kt. With nonzero �, the eigenvalue
with these momenta becomes

�ð�Þ
T

¼ �Nt sinh

�
�=T

Nt

�

 ��

T
(5.10)

and hence is located on the real axis. With the lowest

frequency kt ¼ 0, and nonzero ~k, there is a tower of states,
which at � ¼ 0 form the low-lying modes on the imagi-
nary axis, while at nonzero � they become

�ð�Þ
T

¼ �Nt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh 2

�
�=T

Nt

�
�X

i

sin 2

�
2�

Ni

ki

�s
: (5.11)

In other words, these modes stay on the real axis with
magnitudes smaller than the one above and then become
purely imaginary with growing magnitudes. How many of
these either real or purely imaginary eigenvalues occur on
the lattice depends on the aspect ratios Ni=Nt. Only when
moving to the next frequency jktj ¼ 1 or to the color sector,
where ! does not compensate but adds to the boundary
condition, do these eigenvalues become fully complex.

The lowest staggered eigenvalues of the caloron in this
case are also either real or purely imaginary; see Fig. 7 for
maximally nontrivial holonomy and boundary phase ’ ¼
�=2 (i.e. periodicity up to a factor i). One of the caloron’s
real eigenvalues is again close to its free counterpart (5.10).

D. Comparison with the exact zeromode for the caloron

Having found quasizero modes in the staggered spec-
trum, we expect the corresponding eigenmodes to asymp-
tote to the continuum zero modes of Sec. IVC. To get the
eigenmodes to be biorthonormal, we have computed
eigenmodes at� and�� and used the linear combinations

FIG. 7 (color online). Spectrum of the staggered Dirac opera-
tor in a caloron background of maximally nontrivial holonomy
(same as in Fig. 6) and intermediate boundary condition
(periodicity up to i) plus the corresponding free spectrum. The
lowest eigenvalues are either real or purely imaginary; see text.

FIG. 8 (color online). Comparison of the analytical and nu-
merical density of the caloron zero mode at � ¼ 2:4T, on a line
perpendicular to the caloron axis and intersecting with it near the
twisted dyon (for more details on the chosen coordinates see
text). All panels correspond to calorons with size parameter � ¼
0:75�. The holonomy increases from top to bottom: ! ¼ 0:0,
0.125, 0.25. The black crosses are from numerical solutions on a
36 � 36 � 54 � 12 lattice, while the red solid lines correspond to
the analytical solution in Eq. (4.33).
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defined in Eq. (5.7). The comparison is shown in Fig. 8 for
fixed chemical potential, � ¼ 2:4T, while the holonomy
increases from trivial to maximally nontrivial. To compare
the numerical solution to the continuum one, we fix the
time t and the coordinates z (along the caloron axis) and y
(perpendicular to the caloron axis) as close as possible to
the twisted dyon’s core, on which the (antiperiodic) zero
mode is localized. Our lattices are shifted such that the
caloron axis runs through the middle of a plaquette.
Therefore, we choose y ¼ t ¼ a=2 ¼ �=ð2NtÞ. In order
to show two-dimensional plots, we finally fix the
z-coordinate. We choose that value of z for which the
numerical density �00ðx;�Þ [cf. Eq. (5.7)] as a function
of the remaining coordinate x is maximal. The analytic
density (4.33) and (4.34) is plotted along the corresponding
continuum line. For holonomies ! ¼ 0:0, 0.125, 0.25 this
amounts to shifts in z of 0:5a, 0:8a and 1:1a from the
formal dyon core r ¼ 0 towards the other dyon.

We find that the numerical densities coincide well with
the continuum zero mode densities. In particular, the
negative regions are confirmed by the numerical solu-
tions (! ¼ 0:125, 0.25 in Fig. 8). That for increasing
holonomy the mismatch becomes stronger can be
explained by considering the action densities of those
calorons. For ! ¼ 0 there is just one dyon which is far
away from the boundaries of the lattice, while in the
case of maximal nontrivial holonomy two separated
dyons are in the same box. This means that the finite
volume effects are stronger in the case of maximally
nontrivial holonomy.

VI. OVERLAP MATRIX ELEMENTS

A very important quantity for building a dyon liquid
model in analogy to the instanton liquid model is the
overlap matrix element [15,43]:

TI �J ¼
Z

d4xc y
I ðx;��Þð�i6@þ i��0ÞUc �Jðx;�Þ; (6.1)

where c I, c �J are zero modes of dyons labeled by the index
I and of antidyons labeled by the index �J, respectively.
This form reflects the residual Uð1Þ gauge freedom, as
the two dyons can always be superposed in gauges
differing by a quasi-Abelian gauge transformation
U ¼ exp ði
!̂ � ~�Þ which preserves the holonomy. This
replaces the general SUð2Þ relative gauge transformation
in the case of the instanton anti-instanton overlap matrix
element (see [15]).

Our formulas Eq. (4.30) apply only for the case that
holonomy is chosen along the line that connects two
constituent dyons, and that this line is chosen along
the z-direction. This also applies to the single dyon limit
of the previous subsection. It is easy to generalize
this expression to the arbitrary direction of the Dirac
string

c Iðt; ~r;�Þ ¼
ffiffiffiffi
T

p

2
ffiffiffiffiffiffiffiffiffi
2�r

p e�tffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coth ð4�r �!TÞ � cos �1

p
� @�

�
e��t

�
cos ðr�Þ

cosh ð2�r �!TÞ � iŝ1 � ~�

� sin ðr�Þ
sinh ð2�r �!TÞ

�
e2�it �!ŝ1� ~�T ����

�
; (6.2)

c �Jðt; ~s;�Þ ¼
ffiffiffiffi
T

p

2
ffiffiffiffiffiffiffiffiffi
2�r

p e�tffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coth ð4�s �!TÞ � cos �2

p
� @�

�
e��t

�
cos ðs�Þ

cosh ð2�s �!TÞ þ iŝ2 � ~�

� sin ðs�Þ
sinh ð2�s �!TÞ

�
e�2�it �!ŝ2� ~�T���

�
; (6.3)

where now �1;2 are the angles between ~r, ~s and the Dirac

strings10 ŝ1;2 respectively (see Fig. 9). Note that we

superpose in the algebraic gauge in which A0 ! 0 away
from the dyons; cf. Sec. IVB1. The dyons in question are
those that carry the antiperiodic zero modes (the heavy
ones), although the same procedure can easily be adapted
to the case of dyons carrying the periodic zero modes.
However, the above solutions assume holonomies in

the directions ŝ1 and �ŝ2 for the dyon and antidyon.
To compensate that we define rotation matrices

U1ŝ1 � ~�Uy
1 ¼ !̂ � ~�; (6.4)

U2ŝ2 � ~�Uy
2 ¼ �!̂ � ~�; (6.5)

where !̂ is an arbitrary unit vector parametrizing the final
direction of the Polyakov loop in color space (which
without loss of generality can be chosen in the third
direction). So what we need to compute for the overlap
matrix element is

TI �J ¼
Z

d4xc y
I ðx;��ÞUy

2UU1ð�i6@þ i��0Þc �Jðx;�Þ
(6.6)

Sr

d

FIG. 9. Configuration of dyon (shaded) and antidyon (white)
and their Dirac strings (dashed lines) discussed in the text.

10Note that for a self-dual field A�ðt; ~xÞ, we have that ~A�ðt; ~xÞ ¼ðA0ðt;� ~xÞ;� ~Aðt;� ~xÞÞ is anti-self-dual. That means that if
6DðAÞc ¼ 0 then 6Dð ~AÞ�0c ðt;� ~xÞ ¼ 0, so one can construct an
antidyon (anticaloron) zero mode solution from the dyon (caloron)
zero mode solution by flipping ~x ! � ~x and multiplying by �0.
Note that when we construct the antidyon zero mode in this way
we also have to flip the direction of the Dirac string.
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where U ¼ exp ði
!̂ � ~�Þ is the relative quasi-Abelian
gauge transformation between the dyons mentioned
already at the beginning of this section. Note that for
instantons a relative SUð2Þ gauge transformation was rele-
vant. Here the relative quasi-Abelian gauge transformation
is relevant, while the rest of the subgroup SUð2Þ=Uð1Þ
reduces to the orientation of the strings (i.e. angles between
strings and holonomy).

We leave the problem of the hopping element of a caloron
in full generality for future work, but here to illustrate the
qualitative behavior let us take a simple configuration of the
dyon-antidyon system with their strings lying on the z-axis,
and pointing away from each other.

Writing the overlap matrix element

TI �J ¼ iðT1
I �J
cos
þ T2

I �J
sin
Þ (6.7)

it is not very difficult to see that T1
I �J
¼ 0, at � ¼ 0.

This happens simply because of the index structure of the
above expressions, resulting, upon index contraction, in
vanishing contribution. For � � 0 this is no longer the
case, as there is an additional term proportional to �3
in the expression for the zero mode [see Eq. (4.49)].

In Figs. 10 and 11 we show the results of numerical
integration of the overlap matrix element as a function of
distance between the dyon and antidyon.
Because of exponential localizations, the most dominant

contribution to the overlap matrix at large distance would
naively come from the two regions where the zero modes
are localized. However since they decay exponentially,
along the line connecting the dyon and antidyon, there is
a significant contribution in this region, turning the asymp-
totic behavior into exponential � exp ð� �vd=2Þ (with no
algebraic factors).

VII. SUMMARY

We have analyzed zero modes at nonzero chemical
potential in topological backgrounds. Starting with non-
trivial holonomy calorons, for which we have analytically
continued known zero modes from imaginary chemical
potential (i.e. phase boundary conditions in the temporal
direction), we have derived the zero modes for trivial
holonomy calorons and instantons known in the literature
as well as for dyons, for which a spherical ansatz was
explored, too. All of these procedures have a direct gen-
eralization from SUð2Þ considered here to SUðNÞ. Zero
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FIG. 10. Plots of numerical integration of functions T1;2
I �J
, Eq. (6.7), as a function of distance d in units of �v. The plots show results for

� ¼ 0 (solid), � ¼ �v (dashed) and � ¼ 2 �v (dot-dashed). Note that the behavior is similar to that of the behavior of two spatially
separated instantons (see Fig. 1 in [15]).
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modes present at � ¼ 0 due to index theorems remain at
nonzero �.

The most prominent features of these zero modes are
higher values at their centers and negative regions in their
(pseudo)density. In dyon backgrounds the former increases
asymptotically like �4, while the distance between the
zeros between regions of different sign is proportional
to 1=�. The envelope of the decay is to leading order
independent of �.

On lattice-discretized calorons we have found com-
pletely analogous quasizero modes for the staggered
Dirac operator. For the latter this means that although exact
chiral symmetry is lacking, the topological part of the
continuous spectrum on such smooth backgrounds is well
reflected (in eigenmode quartets) also at nonzero chemical
potentials. Therefore, this numerically cheap operator
could be sufficient for the analysis of ensembles of topo-
logical ensembles or lattice Monte Carlo configurations at
nonzero density. An immediate question is whether similar
features as described here can be observed in the low-lying
spectrum of Monte Carlo configurations and whether they
correlate with the corresponding topological charge distri-
bution (see e.g. [68,69] for similar findings at � ¼ 0).

The overlap matrix elements of such zero modes are a
key ingredient to approaches to QCD based on topological
objects. The path integral over the latter contains a quark
determinant, that is customarily approximated by the de-
terminant of these overlap matrix elements, giving the
latter the interpretation of an interaction [18]. As we
have demonstrated by virtue of numerical integration, the
exponential decays of the dyons’ overlap matrix elements
with the distance are the same as for zero �, but with an
additional alternating behavior. These will cause an
additional wash-out effect similar to that in the interaction
of instantons [15]. We also showed that a term in the
overlap matrix element appears, that is related to the
relative Abelian orientation of the dyons and that vanishes
at� ¼ 0. At the same time, the eigenvalues of that reduced
determinant govern the chiral condensate in the semiclas-
sical approach (through the Banks-Casher relation [70]; for
the case of dyons see [29]). Last but not least, the fermionic
interaction at finite density generically induces a nonpos-
itive weight like in realistic QCD, such that topological
ensembles can be used as a toy model for the sign problem.
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APPENDIX A: REALITY OF PROFILES IN
THE CONTINUUM

If 6Dð�Þ vanishes on the zero mode c 0ð�Þ, then from the
conjugate equation and the antiunitary SUð2Þ symmetry

(2.5) it follows that 6Dð�Þ vanishes on Wc 0ð�Þ� as well.
For a nondegenerate zero mode the latter must be propor-
tional to the zero mode up to a factor

Wc 0ð�Þ� ¼ 
ð�Þc 0ð�Þ: (A1)

This factor 
 is indeed a phase, which can be seen by
acting with W on the complex conjugate equation using
WW� ¼ 1 and the previous equation again:

WW�c 0ð�Þ ¼ W
ð�Þ�c 0ð�Þ�
c 0ð�Þ ¼ 
ð�Þ�
ð�Þc 0ð�Þ:

(A2)

Next we prove that 
ð��Þ ¼ 
ð�Þ. For that we use the
biorthonormalization at ��, WT ¼ W and (A1) at �� to
write


ð�Þ ¼
Z

d4xc y
0 ð��ÞWc 0ð�Þ�


ð�ÞT ¼
Z

d4xc y
0 ð�ÞWTc 0ð��Þ�


ð�Þ ¼
Z

d4xc y
0 ð�Þ
ð��Þc 0ð��Þ ¼ 
ð��Þ:

(A3)

Finally, from (A1), its Hermitian conjugate and the unitar-
ity of W,

½c y
0 ð��Þc 0ð�Þ
� ¼ c y

0 ð��Þ
ð��Þ�WWy
ð�Þc 0ð�Þ
¼ c y

0 ð��Þc 0ð�Þ (A4)

which just means that the density �00ð�Þ is real for all �
and x.

APPENDIX B: BIORTHONORMALIZATION
AND REALITY FOR DEGENERATE

STAGGERED EIGENMODES

With the definition (5.5) the densities in the biortho-
normalization

c y
Mðx;��Þc Nðx;�Þ � �MNðx;�Þ (B1)

obey

�yðx;�Þ ¼ �ðx;��Þ (B2)

and have the form of a quaternion

�ðx;�Þ � gðx;�Þ hðx;�Þ
�h�ðx;�Þ g�ðx;�Þ

 !
(B3)

Z
d4x�ðx;�Þ � Gð�Þ Hð�Þ

�H�ð�Þ G�ð�Þ

 !
; (B4)

i.e. the modes are not necessarily biorthogonal (unless
H ¼ 0).
Choosing two different modes in the subspace amounts

to a right multiplication
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cMðx;�Þ ! c Nðx;�ÞCNMð�Þ Cð�Þ 2 GLð2; CÞ
(B5)

where the coefficient matrix Cð�Þ may depend on �, but
must be a constant with respect to x. The density trans-
forms as

�ðx;�Þ ! Cyð��Þ�ðx;�ÞCð�Þ (B6)

preserving the property (B2). The integral transforms
accordingly:Z

d4x�ðx;�Þ ! Cyð��Þ
Z

d4x�ðx;�ÞCð�Þ: (B7)

With the choice

Cð�Þ ¼
�Z

d4x�ðx;�Þ
��1=2 ¼ Cyð��Þ (B8)

one achieves the desired biorthonormalization

Z
d4x�ðx;�Þ ! 12 (B9)

and for the sum of the densities

X2
M¼1

c y
Mðx;��ÞcMðx;�Þ

! trCyð��Þ�ðx;�ÞCð�Þ

¼ tr
G H

�H� G�

 !�1
2 g h

�h� g�

 !
G H

�H� G�

 !�1
2

¼ Gg� þHh�

jGj2 þ jHj2 þ c:c: (B10)

which is real. That this expression is the sum of two
densities is accounted for by a factor 1=2 in Eq. (5.7).
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[14] T. Schäfer, Nucl. Phys. A638, 511c (1998).
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