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Confinement from correlation functions
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We compute the Polyakov loop potential in Yang-Mills theory from the fully dressed primitively divergent
correlation functions only. This is done in a variety of functional approaches ranging from functional
renormalization group equations over Dyson-Schwinger equations to two-particle irreducible functionals.
We present a confinement criterion that links the infrared behavior of propagators and vertices to the
Polyakov loop expectation value. The present work extends the works of [J. Braun et al., Phys. Lett. B 684,
262 (2010); F. Marhauser and J. M. Pawlowski, arXiv:0812.1144; J. Braun et al., Eur. Phys. J. C 70, 689
(2010)] to general functional methods and sharpens the confinement criterion presented there. The
computations are based on the thermal correlation functions in the Landau gauge calculated in [L. Fister
and J.M. Pawlowski, arXiv:1112.5440; L. Fister and J. M. Pawlowski, arXiv:1112.5429; L. Fister,

Ph.D. thesis, Heidelberg University, 2012].
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I. INTRODUCTION

In recent years much progress has been made in our
understanding of the strongly correlated low energy regime
of QCD in terms of gauge fixed correlation functions; for
reviews see e.g. [ 1-8] This progress is tightly linked to the
advancement in our understanding of the basic phenomena
of low energy QCD, strong chiral symmetry breaking and
confinement. While chiral symmetry breaking allows for a
simple description in terms of the related order parameter,
the chiral condensate, and its effective potential, our under-
standing of the confinement-deconfinement phase transi-
tion and the mechanism behind it is still less developed.

For static quarks with infinite masses, confinement can
be thought of in terms of the free energy of a single quark
F,. Removing the antiquark to infinity in a colorless
system with a quark-antiquark pair requires an infinite
amount of energy in a confined system. The corresponding
free energy difference can be related to the free energy of
a single quark. Indeed, the gauge field part of such an
operator is the Polyakov loop L,

L= Ni wP(R), with P(F) = Pei# Jododolod) (1)
C

the trace in the fundamental representation of SU(N,) of
the closed Wilson line P(X) in time direction. Here, P
denotes path ordering, A is the gauge field and the inverse
temperature 8 = 1/T. The related quark current comprises
the worldline of a static quark. The free energy of such a
state is proportional to the expectation value of L,

(L) ~ exp ~Fo/T. 2)

Hence, (L) is an order parameter for confinement: it is strictly
zero in the confined phase but nonzero in the deconfined
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phase. This links the confinement-deconfinement phase tran-
sition in the Yang-Mills system to the order-disorder phase
transition of center symmetry Zy in SU(N,): under center
transformations z € Zy the Polyakov loop transforms with
L — zL in the fundamental representation. We conclude
that in the center-symmetric, confining phase we have
(LY = 0, while in the center-broken, deconfined phase we
have (L) # 0.

In [9,10] it has been shown that also L[{Ay)] = (L[A,])
for constant fields is an order parameter for static quark
confinement. Note that the expectation value (gBA,) re-
lates to the eigenvalues of ¢ with P(X) = expi¢ and is
gauge-invariant and gauge-independent.

The order parameter L[(A,)] has the advantageous
property that its full effective potential V[A,] can be com-
puted straightforwardly with functional continuum meth-
ods. Within the functional renormalization group (FRG)
approach it has been shown [9—11] that the computation of
V[Ap] has a closed representation in terms of the full
propagators of gluons and ghosts (and quarks) in constant
Ag-backgrounds. This link of the propagators to the
Polyakov loop potential also allowed us to put forward a
confinement criterion for the infrared behavior of the ghost
and gluon propagators [9].

A similar link of confinement to the infrared behavior of
(gauge fixed) correlation functions has been put forward
more recently with dual order parameters [11-19]. The
latter class of order parameters is directly sensitive to
spectral properties of the Dirac operator and hence is
tightly linked to quark correlation functions. The former
one, L[{Ay)], is directly sensitive to the gluon and ghost
correlation functions as well as to the quarks. Nonetheless,
there is a close relation between the two classes of order
parameters, which has been discussed in [11] for fully
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dynamical two-flavor QCD at finite temperature. There it
has been shown that the two order parameters concur for
the case of the dual density or dual pressure.

By now (L[A;]) and the effective Polyakov loop
potential V[A,] has been computed in Yang-Mills theory in
the Landau gauge [9,20,21], the Polyakov gauge [10] and in
the Coulomb gauge [22]. A comparison of (g BA) in different
gauges has been made in [10] which confirms the formal
results of gauge independence. More recently, there have
been also first computations of the Polyakov loop potential
in Yang-Mills theory on the lattice; see [23,24]. In [11] the
Yang-Mills studies have been extended to fully dynamical
two-flavor QCD. In [25,26] the Polyakov loop potential
V[Ap] is used in an effective model approach to QCD with
interesting applications to thermodynamic observables.

For a quantitative computation of the Polyakov loop
potential, the temperature dependence of the order parame-
ter and in particular the critical temperature a good grip on
the thermal ghost and gluon propagators is required. In
Landau gauge they have been computed on the lattice
[7,27-33] and in the continuum [34-36] with FRG meth-
ods, extending previous studies in extreme temperature
limits in the Dyson-Schwinger framework [27,37-39].

In the present work we compute the Polyakov loop
effective potential V[A,] in the background field formalism
[40] in Landau-DeWitt gauge within different functional
approaches. In Sec. II we derive representations for the
Polyakov loop potential V[A] within the FRG approach,
Dyson-Schwinger equations (DSEs) and the two-particle
irreducible (2PI) effective action. In Sec. III we extend
and sharpen the confinement criterion of [9] in terms of
the propagators: infrared suppression of gluons but
nonsuppression of ghosts suffices to confine static quarks.
In Sec. IV the criterion is applied to general Yang-Mills
matter systems. In Sec. V the Polyakov loop potential
is computed in Yang-Mills theory on the basis of the
finite temperature propagators computed within the
FRG in [34-36]. The results for the different functional
methods are in quantitative agreement in the confinement-
deconfinement regime.

II. POLYAKOV LOOP POTENTIAL FROM
FUNCTIONAL METHODS

In this section we discuss different representations of the
Polyakov loop potential derived from the FRG, DSEs and
2PI functionals. The Polyakov loop potential V is simply
the free energy, or one-particle irreducible (1PI) effective
action I', evaluated on constant backgrounds A.

A. Polyakov loop potential

Most functional approaches are based on closed
expressions for the effective action or derivatives thereof
in terms of full correlation functions. Hence, the knowl-
edge of the latter in constant Aj-backgrounds allows us
to compute the Polyakov loop potential V[A,]. In turn,
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confinement requires the Polyakov loop potential to have
minima at the confining values for Ay. In SU(N,) these are
the center-symmetric points. This restricts the infrared
behavior of the correlation functions computed in the
constant Ajy-background.

Gauge covariance of the correlation functions and gauge
invariance of the effective action and, hence, the effective
potential is achieved within the background field approach
[40]. We split the gauge field A in a background A and
fluctuations a about the background, A = A + a. This split
allows us to define background field-dependent gauges that
transform covariantly under gauge transformations of both
the background and the full gauge field,

D,a, =0, with D,(A) =0, —igA, 3)
and D = D(A). As a consequence all correlation functions
transform covariantly under combined gauge transforma-
tions of A and A. Hence, the effective action I is invariant
under combined gauge transformations. However, due to
the gauge (3) it now depends on the full gauge field A and
the background field A separately, I' = I'[A; q, ¢, ¢], where
¢, ¢ are the Faddeev-Popov ghosts. The path integral
representation is in terms of field-multiplet ¢ = (a, ¢, ¢)
and their expectation values ¢ = (o),

e ] = fﬂ?so eXp{—SA[A;sOJ + x%w - ¢)}-
“4)
The classical action is given by
SiAid1 = [ P, 5 [0y
+ [ ¢*D, Db, (5)

where Fy;, is the field strength tensor, £ the gauge fixing
parameter and the abbreviation [, = [ dx, [ d3x. If we
now identify the background A with the physical back-
ground A, the expectation value of the field, we arrive at a
gauge invariant effective action

I'[A, ¢, ¢] =T[A;0, ¢, c]. (6)

The Polyakov loop potential is given by (6) evaluated on a
constant Ay-background, Ay = A, 0
1
BY

where V is the three-dimensional spatial volume. The
Polyakov loop, (1), is then evaluated at the minimum
(Ag) = Agmin - It has been proven in [9,10] that (1) eval-
uated on the minimum of (7) is an order parameter such as
(L[Ao]) = L[{Ap)]-

Functional equations for the effective action can
be derived from the FRG, DSEs and 2PI equations. All
those equations depend on the correlation functions I'™ of
fluctuation fields a only, schematically given by

10>

V[A(c)onst] = I‘[A(c)onst; O], (7)
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- 6"T[A; a]
2P Sa(py) - 0alpy) |amo

TO[ANpy. . . ®
where we have suppressed the ghosts and the internal and
Lorentz indices. In [9] we have argued that the correlation
functions in the background Landau gauge, I'"[A], are
directly related to those in Landau gauge, I'™[0]. This
allows us to use the latter correlation functions within the
computation of the effective potential. Here, we recall the
argument given in [9] for the ghost and gluon two-point
functions, I‘f) , T@. This argument straightforwardly
extends to higher correlation functions.

Gauge covariance of the fluctuation field correlation
functions which constrains the difference between I'™[0]
and I'™[A]. At vanishing temperature the gluon two-point
function in Landau gauge splits into four-dimensionally
transversal and longitudinal parts with the projection
operators

0L(p) =8, —pup,/P> Wp)=pupr./p> )

Hence, the gluon propagator is transversal for all cutoff
scales k even though the longitudinal part of the inverse

gluon propagator, I'?, receives finite corrections as well.

At nonvanishing temperature we have to take into
account chromomagnetic and chromoelectric modes via
the respective projection operators PT and P~,

P/CV(pO’ 5) = (] - S/L(])(l - 51/0)(6/1,1/ - p,upv/ﬁZ):
Pﬁv(p()’ 1_5) = H,LJZV(p) - P{LV(pO’ ﬁ)’ (10)

where Hf;,, is the four-dimensional transversal projection
operator, see (9). The parametrization of the gluon and
ghost two-point functions in Landau gauge, i.e. the

chromoelectric/chromomagnetic gluon F(Lz/)T and the ghost
T'?, is then given by [34-36]

T'?(po, B) = Z1(p%, B P*PL(po, P,
TP (po, B) = Zr(p3, )p*P" (po, B), (1)
T2(p2, p) = Z.(po, p*) P2

where the identity in color space is suppressed and the
wave function renormalizations Z are functions of p, and
D separately. We now parametrize the background field
correlation functions in terms of the Landau gauge corre-
lation functions in (11) evaluated at covariant momenta.

For the gluon I'? this gives
T[4 ¢ =01 = > P/ (=D)Zy ) PHT
L/T
+ Fed fod (D) + Am(D, Ag),  (12)

po

with nonsingular f(0), and where the arguments with
respect to the covariant momentum of the projection
operators onto the longitudinal and transversal spaces
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P r(—Dy, —D), respectively, and of Z; ;7(—D3, —D?)
have been omitted for clarity. Note that the projection
operators Py 7 do not commute with Z; ;- for general
gauge fields. They do, however, for constant gauge fields
Ap. The f-term cannot be obtained alone from the Landau-
gauge propagator, but is also related to higher Green
functions. However, it does not play a role for our purpose.

In the computations below we approximate the
full inverse gluon propagators by the first line in (12).
Similarly the inverse ghost propagator is approximated
for constant temporal background A as

T'P[Ag; ¢ = 0] = (—~D*)Z(D?). (13)

For these backgrounds no f-term as introduced in (12)
is present. Note also that a mass term Am2(0, Ay) is
kinematically forbidden for the ghost. Hence it can only
contribute for momenta larger than zero. As it is subject to
the standard thermal decay we neglect it as subleading.

B. Thermal corrections and critical scaling

Here we discuss in detail the impact of the neglected
thermal corrections Am?. They play a crucial role for the
correct critical scaling and the value of 7. in the
SU(2)-case but are subleading in the SU(3) case. This
section might be skipped in a first reading as the following
results can be understood without it.

We know that Am?(D, A,) vanishes at Ag = 0 or T = 0.
Moreover, the first two terms on the rhs in (12) parametrize

all terms in FE,Z) that only depend on the covariant operator
D. At finite temperature, however, the Polyakov loop L is a
further invariant; i.e. the Polyakov line, P(X) [cf. (1)],
transforms covariantly under gauge transformations.
These terms are particularly important for the chromo-
electric 00 component of the gluon two-point function
(12) as they depend on A,. Moreover, these terms are not
covered by the Landau gauge term in (12) as the related
variable is not present for 7 = 0. In addition, Am?(D, 0)
has the standard thermal decay for large momenta p?.
Hence we shall only discuss it for the low momentum
regime, that is Am?(0, A,). Note also that (1) is invariant
under the periodic gauge transformation U(r) with

U(t) = exp 27N, 7;t, Ay — Ay + %NCTi, (14)
with 7/ being a generator of the Cartan subalgebra of the
respective gauge group, and A, in the Cartan subalgebra.
This entails that Am?(0, A,) is periodic under a shift of A,
in (14) as is the Polyakov loop potential V[A,] in (7).

Moreover, the longitudinal correction Am3 (0, Ag) is
derived from the Polyakov loop potential directly. First
we notice that

Am? (0, Ag) = 95 V[Ao] — 03 VO] + m3,  (15)

where A, is the background field in a slight abuse of
notation, and 8m? takes care of differences between
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derivatives with respect to the background A, and the
fluctuation field aq in Am%. This term in (15) follows
from the Nielsen identity in the background field formal-
ism [41]; in the present context see [42—45]. This identity
reads

1 1 -, 1 A
(aAo - atlo)r - 5 TrﬁéA_oDz ) TrGCaAOD D (16)

2 w
where both traces only sum over momenta and gauge group
indices. The first term in (16) originates in the gauge fixing
term, the second one in the ghost term. Indeed the first term
on the right hand side is one loop exact; the second term is
solely driven by the ghost. Note also that evaluated at
a = 0, (16) is only nonzero beyond one loop. Applying a
further derivative d,, + dz, to (16) and evaluating it at
a = 0 and D = 0 relates it to the term Sm% in (15). The
Nielsen identity (16) accounts for the different RG scaling
of fluctuation propagators and background propagators and
higher correlation functions, as is well known from pertur-
bative applications. We infer that the projection of (16) on
Am? guarantees the correct RG scaling for the second
derivative terms of the Polyakov loop potential in (15).
This is taken into account by applying the appropriate RG
rescaling, z,/z4, to the first and second terms on the rhs of
(15). Here, z, and z, are the renormalization factors of
fluctuation field and background field, respectively. Higher
order corrections are related to the momentum dependence
of the RG scaling which we have neglected in the present
discussion due to its thermal decay.

In summary we can estimate Am? on the basis of the
Polyakov loop potential as

Am} =2 (a3, VIAo] = o3, VIO). (17)
A

Equation (17) has the correct periodicity properties and
the correct limits. Moreover, it entails that the electric
propagator, (1/T'®),, carries critical scaling; see also
[29]. Note that the latter property does not depend on the
present approximation. This also indicates that the electric
propagator is enhanced for temperatures 7 < T, as found
on the lattice [7,27-33]. A careful analysis of the analytic
consequences of (16) and (17) will be presented elsewhere.
It is left to estimate Am?2 which also has to be proportional
to (Ag-derivatives of) the Polyakov loop potential. In the
transversal propagators such terms can only occur together
with (covariant) momentum dependencies or powers of the
field strength. The latter vanishes for constant temporal
backgrounds while the former is thermally suppressed. We
conclude that Am? = 0.

We are now in the position to estimate the impact
of Am? for the SU(2) and SU(3) computations: it is
the electric propagator which directly depends on the
Polyakov loop potential. Moreover, this correction is the
only term which is directly sensitive to center symmetry.
The standard approximations used in functional methods
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are based on field expansions about vanishing fields and
hence are only sensitive to the su(N,) algebra. In SU(2) we
expect a second order phase transition. Then the critical
temperature as well as the correct critical scaling
(Ising universality class) are sensitive to the omission
of the backreaction. In the present context this entails
that we expect mean-field critical exponents as well as a
lowered critical temperature. In SU(3) we expect a first
order phase transition and the backreaction of the Polyakov
loop potential is not important for the value of the critical
temperature. It should have an impact on the jump of the
order parameter which should be increased in the present
approximation.

Both expectations are satisfied by the explicit results
presented in Sec. V. It has been also confirmed within the
Polyakov gauge that the inclusion of the backreaction leads
to a quantitatively correct critical temperature as well as
the expected critical scaling of the Ising universality class
for SU(2); see [10]. This has been also confirmed within
the Landau gauge; see [46].

C. Flow equation for the Polyakov loop potential

We begin with the FRG representation, which has
also been used in [9,10,20,21]; for QCD-related reviews
see e.g. [45,47-54]. We write the flow equation for the
Yang-Mills effective action, I';,[A; ¢], at finite temperature
T as

00A: 1= 5 ¥ GALE 1. P2 R
- ¥ GotE el R ). (1)

where the integration involves the respective gluon and
ghost modes. Further, ¢ = Ink, with k being the infrared
cutoff scale. The diagrammatic representation is given in
Fig. 1.

The momentum integration measure at finite tempera-
ture is given by

I =szd3p with pg =27Tn, (19)
&) en o ’

where the integration over p, turns into a sum over
Matsubara frequencies n. Both gluons and ghosts have
periodic boundary conditions, ¢(xy + 1/T, %) = ¢(xg, X),
which is reflected in the Matsubara modes 27Tn with

B 1 / \
0il'k[As 9] = 3 -1 '

FIG. 1. Functional flow for the effective action. Lines with
filled circles denote fully dressed field-dependent propagators
(20). Crossed circles denote the regulator insertion d,R;.
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a thermal zero mode for n = 0. Naturally, at vanishing
temperature we have Y — (2m)7* fd*p. The full
field-dependent propagator for a propagation from the
fluctuation ¢ to ¢, is given by

Gy o [A: d1(p.q) = ( (g (0

1 )
F;(z)[d)] + Rk b1b
In ShOI't, Wwe use

(G = G

®

e and (G =Gup (21

c’c

for the gluon and the ghost propagator, respectively. In (20)
we also introduced the regulator function in field space,
Rk;d’]Qﬁz’ with
(R(l)ZCI/ = Rk,azaf,’ (Rc)ab = Rk,EaCb = _Rk,CbEa' (22)
The above entails that (18) only depends on the propaga-
tors of the fluctuations ¢ evaluated in a given background
A. This also holds for the flow of the background effective
action I';[A; a, ¢, ¢]. For more details we refer the reader to
[34-36] and Appendix A.

The effective Polyakov loop potential V[A,] is given by
1 0

VIAyl = VAlApl + —= dro,I'i[Ap ] 23

[A0d = Valig) + o [ldrarial @3

where V) [Ag] = e=T — 0 for sufficiently large A/T >
1 and sufficiently smooth regulators; see [34-36]. We
conclude that the computation of V[A,] with FRG flows
only requires the knowledge of the (scale-dependent)
propagators G, .; see [9,20].

D. DSE for the Polyakov loop potential

The DSE for Yang-Mills theory relevant for the
Polyakov loop potential is that originating in a derivative
of the effective action with respect to the Ay-background at
fixed fluctuation. It can be written in terms of renormalized
full propagators and vertices and the renormalized classical
action. The latter is written as

SarenlAs §] = Sal2Arz* 12,8, 1/2:€)  (24)

with finite wave functions; coupling and gauge parameter
renormalization z4, 24, Z4, Z¢; and renormalized fields A,
¢, coupling g and gauge fixing parameter £. We have
7¢Zq = 1 due to the nonrenormalization of the gauge fixing
term. Moreover, background gauge invariance of the back-
ground field effective action (6),

SI'TA; ¢ = 0]
pab—_ =7 "=, (25)
BT AL,
and nonrenormalization of the ghost-gluon vertex [55,56]
leads to

12 _ 4

2474 and zgzéﬂzc =1L (26)
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FIG. 2. DSE for the background gluon one-point function.

The above arguments yield the DSE for the Polyakov loop
potential, schematically written as

5(F[A02 0] — SA[AO; 0])

8Ap(x)
1 3 3 1 4 3
= Esz(ﬁ\o)aaGu - SI(AO)CEGC - ESI(LXO)aaaGZF(aa)a
+ S G2G T, 27

and the diagrammatic representation given in Fig. 2. In (27)
and Fig. 2 we have used the renormalized classical vertices

&S 8S
§3 A_ G ., A 28
Avaa = 057 5 hoee = % 5a 5ese P
at ¢ = 0 and
84S 84S
S(4) _ 32 A (4) A (29)

Aoaaa — ZgZa 5Ag0a> Aoacazm,

due to (26). The mixed three-point vertices in (28) have
one background leg and two fluctuation legs and differ
from the standard vertices: they are Aj-derivatives of the
related fluctuation-field propagator. Using zgz/g/ ? =1 from
(26) it follows that the vertices in (28) have renormaliza-
tion group properties of fluctuation two-point functions,
signaled by z, and z, respectively. The two-point function
property also entails that the gluonic vertex contains a
piece from the gauge fixing term proportional to 1/£ and
the ghost-gluon vertex also involves the gauge field deriva-
tive of D and not only D.

The mixed four-point vertices in (29) have one
background leg and three fluctuation legs and have the
renormalization group properties of the related fluctuation

three-point functions multiplied by z,, signaled by zgzg/ :

and 1, respectively. The latter follows from zgzll/ zzc =lin
(26). The ghost-gluon four-point function stems from the
background field dependence of the Faddeev-Popov opera-
tor —D uD . and causes an additional two-loop term in the
DSE not present in the pure fluctuation DSE.

At asymptotically large momenta the finite wave func-
tion renormalization Zhs 24 ATE related to the normalization

of the two-point functions with

L5, (u?)
24 = “’T = Zy(u?). (30)

Effectively this would amount to using propagators
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P*24Gy(p* — 0) — 1. (3D

Applying the DSE (27) to constant A, backgrounds we are
finally led to the DSE equation for the effective Polyakov
loop potential with

dAg BY 94,

with (27) or Fig. 2 for the right hand side of (32).
This equation is similar to the standard DSE for the fluc-
tuation fields with the exception of the two-loop ghost
contribution, only the vertices differ. In particular there is
a contribution from the gauge fixing vertex which gives a
perturbative one-loop contribution to the potential. The
external field is a background gluon field with only a
temporal component Ay. This is reflected in the projec-
tions; see Appendix B. We conclude that the computation
of V[A,] only requires the knowledge of the propagators
and of the full three-point functions T, and FE?C)E in a
constant background.

(32)

E. 2PI representation for the Polyakov loop potential

Now we extend our discussion to the 2PI approach
[57-61]; for applications to gauge theories see e.g.
[62-74] and for the relation to the FRG approach, see
[75,76]. Its application will simply lead to a convenient
resummation scheme for the DSE equation for the
Polyakov loop potential (32) derived in the last chapter:
the functional DSE for the effective action displayed in
(27) and Fig. 2 follows from the 2PI generating functional

_ - 1
DopilG, A; @] = SulA; 4] — 3 Trlog G,

1
+ TrlogG,. — 3 TrIl G,
+ Trll .G, + ®[G,A; ],  (33)

where @ contains only the 2PI pieces and 11,/ = G;/lc -

Silz/)c are the gluon vacuum polarization and ghost self-

energy, respectively. Here, for the sake of notational
simplicity we have set the renormalization factors
Zq/c = 1. The two-loop diagrams of @ are displayed in
Fig. 3. The 1PI effective action I'[A; ¢ ] is then given with

ITA; ¢] = Top[G[A; ¢1 A; ] (34)

with the stationarity condition

PG, A; ] =
1 1 1 /s )
+§ m *E +§ ?:Oilﬂﬂ)‘j + O(Oés)

FIG. 3. Two-loop diagrams of the 2PI effective action. All
propagators are dressed; the full circles denote bare vertices.
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ol 5pp
6G | G=cli:¢]

=0, (35)

i.e. the effective action is the 2PI effective action evaluated
on the gap equation. Now we take the derivative with
respect to A, of I'A; ¢] in its 2PI representation given in
(34). The derivative acts on the explicit A, dependence
in the classical vertices as well as in the propagators.
The latter terms, however, vanish due to the gap equation
displayed in (34); thus,

8(I'TA; 0] — Sa[Ap: 0])

8Ay(x)
_ (Tr 8T 8GA; ] n 8Tpi[G, A; (f)])
6G 5A() 6A0 G=GlAp;:¢]
_lo o _ g0 g 4 9PG A
2 Apaa™~'a Agec e 5A0 G=GlAg:]
(36)

where, by comparison with (27), Fig. 2, the last term
simply is

SD[G, A; ¢]
84, G=G[Ay:]
1
- gsﬁ;‘(ijgrﬁfga + 89 GG T (3T)

Equation (37) can be proven in any order of a given 2PI
expansion scheme such as 2PI perturbation theory or the
1/N expansion. For example, the two-loop terms in @,
depicted in Fig. 3, provide the right hand side in (37) with
classical vertices only. In the present work this is the
approximation we shall use for the explicit computations.
In any case we conclude that for the present purpose of
studying the Polyakov loop potential the 2PI representation
and DSE representation are quite close and we shall make
use of the similarities. Note that this similarity does not
hold for e.g. dynamics of a given system where conserva-
tion laws such as energy and particle number conservation
play a role. Then, using self-consistent 2PI schemes is
mandatory.

III. CONFINEMENT CRITERION

The requirement of a confining potential at low
temperatures restricts the possible infrared behavior of
low-order correlation functions: the FRG representation
of V[A.] constrains the behavior of the propagators, and,
furthermore, the DSEs and 2PI equations constrain the
three-gluon vertex as well.

First we discuss the restriction of the infrared behavior
of the propagators that follow from the FRG (18). The
present FRG discussion extends and sharpens the criterion
given in [9]. There, the flow equation (18) was rewritten in

045010-6



CONFINEMENT FROM CORRELATION FUNCTIONS

terms of a total derivative and a term proportional to 9 ,Ff).
Schematically this reads

1
-¥ (Gle.ar?ys, - e.arye)
p
(38)

The second line can be understood as a renormalization
group (RG) improvement as it is proportional to G,Ff).
Moreover, the f-integrals of both lines on the right hand
side are independent of the choice of the regulator as the
integral of the first line caries this property trivially. In [9]
these arguments have been used to drop the second line in
(38) as a correction term. This leads to (see [9])

s ¢ =~ ¥ (FloeG,J, ~Doe G.1) + T )
(39)

which reads for the Polyakov loop potential
1
Via)= - ¥ (SlezG.s ~ oz Gp). - @0

as V/[Ap] tends to zero exponentially for large initial
cutoff scales A. Note also that the approximation (40)
has been used in [25,26]. For confinement at small tem-
peratures, T — 0, the potential is computed from the small
momentum regime with p?> — 0 where the propagators are
given by 1/(p21*%) for gluon and ghost with the 7 = 0
scaling exponents «, and k., respectively. It has been
shown in [9] that confinement enforces

d—2+(d— Dk, — 2k, <0, 41)

in the approximation (40).

The suppression argument concerning the RG-
improvement term presented above was tested in [9].
There, the T = 0 propagators computed in [4] with an
optimized regulator have been used. In the spirit of the
suppression argument the potential was computed with the
T = 0 propagators and with exponential regulator func-
tions which facilitates this specific computation. It has
been checked that the RG-improvement term indeed is
small. We have now extended the analysis to a fully self-
consistent computation with the thermal propagators from
[34-36]. Surprisingly, the RG-improvement term turns out
to be large even though it has only a small impact on the
phase transition temperature. This relates to the fact that in
the nonperturbative regime RG improvements are not para-
metrically suppressed by a small coupling and suppression
arguments have to be taken with care. This mirrors the
20%-30% deviation of the standard DSE results for the
T = 0 ghost and gluon propagators at about 1 GeV in
comparison to lattice results, being linked to the dynamics
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which drives the phase transition. In the related DSE
approximations the two-loop term in Fig. 2 is dropped.
This also implies that related approximation schemes in the
2PI approach have to be evaluated with care.

Here, we take into account the full flow and note that all
loop diagrams in (18) finally boil down to computing

o d|pl .
TZ[O —= O, f1 (=D}, p*, Ap), (42)

n€Z (277)

where (), = 44 is the two-dimensional spherical surface
and the dimensionless function f, is structurally given by
;R (x)

fk = ﬁZ 2 =22 2 ’
)CZ( DO’ P ) + Am (D, Ao) + Rk(x)

(43)

where x = —D3 + p* and Z=Z;, Zr, Z.. In (43) we
do not include the overall minus sign of the ghost contri-
bution. The function R; stands for the respective scalar
parts of the regulator functions. The choice of the regula-
tors is at our convenience. For the present discussion (not
so much for numerics) it is most convenient to choose
Z-independent and O(4)-symmetric regulators,

Ry (x) = xr(x/k?). (44)
The terms
Am?(D,0) = 0, (45)

with Am? = Am?2, Am?, Am?, are temperature corrections
related to the Polyakov loop. Their impact on the phase
transition has been discussed in detail in Sec. IIB. The
important property in the present context is their decay
with powers of the temperature for 7 — 0. At vanishing
temperature we regain O(4)-symmetry and Z(—Dj}, p?) —
Z(—D3 + p?). In terms of scaling coefficients at vanishing
temperature,

Z(x) = Zx*, (46)

the corresponding propagators exhibit nonthermal
mass gaps g, for xk <0. Note that the prefactor Z
carries the momentum dimension —2«. Hence, for k <0
we can ignore Am? in the corresponding propagator for
T/ Mgy, — 0 as itis suppressed with (potentially fractional)
powers of T/ m,,. In turn, for propagators with field modes
with k = 0 the temperature correction Am”> may play a
role. However, for the time being we treat all of them as
subleading corrections and discuss them later for the field
modes with « > 0. This amounts to

Am?(D, Ay) =0, (47)
for the present purpose. The integrands in (43) have the
limits

lirr(l)fk =0, limxf, — 0, (48)

where we remark that x = —D3 + p? — 0 implies both
—D}— 0 and p* — 0. Computing the expression (42)
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leads to a deconfining potential in Ay: taking a derivative
with respect to A it vanishes at A; = 0 and the center-
symmetric points, i.e. where the Polyakov loop vanishes,
L = 0. The second derivative is positive at A, = 0 while it
is negative at the center-symmetric points.

Hence, with (47) the single loops in (18) give deconfin-
ing potentials. However, the ghost contribution has an
overall minus sign. Therefore, the ghost contribution
provides a confining potential. This already entails that
the Polyakov loop potential in covariant gauges requires
the suppression of the gluonic contributions.

In fact the same mechanism is at work in the DSE
representation. Restricting ourselves to the one-loop terms
for the moment, the gluonic modes give a deconfining
potential whereas the ghosts yield a confining contribution.
A simple mode counting shows that the transverse gluons
must be suppressed with respect to the ghosts for confine-
ment to be present. This is also seen in Appendix B.
In other words, with the assumption (47) the necessary
condition for confinement is that

=0 and lim
x—0 ZL.(X)

>0, (49)

%Vl—r% Zr/L (x)
where the second condition guarantees for smooth Z.(p)
that the ghost contribution dominates the trivial contribu-
tion of the gauge mode which is precisely 1/2Vyy.),
where Vgyy,) 18 the one-loop perturbative potential; see
(B5) in Appendix B. In terms of the scaling coefficients
introduced in (46) this translates into

krp <0 and K, =0, (50)

where k7, are the anomalous dimensions of the
chromomagnetic and chromoelectric gluon, respectively.
Equation (49) is a sufficient condition for confinement in
Yang-Mills propagators [with the assumption (47)] as it
leads to a vanishing order parameter, the Polyakov loop
expectation value. Note also that it has been shown [77,78]
within a scaling analysis that k. = 0 has to hold in the
infrared. With this additional information we deduce that
(49) encompasses the condition (41) derived in [9]: for the
minimal choice k., = 0 we get from (41) the condition
Kk, < —(d — 2)/(d — 1) which satisfies (50).

These conditions can be tested in toy models, in which
the gluon propagator is suppressed very mildly, whereas
the ghost propagator is trivial. This choice is the minimal
satisfaction of the confinement criterion (49). Anticipating
the final expressions for the FRG and DSE representations
of the Polyakov loop potential, the immanence of confine-
ment at sufficiently low temperatures is shown numerically
in Appendix C.

In Landau gauge the infrared limits (49) leading to the
scaling coefficients (50) are satisfied, as they must, by the
existing solutions in the literature, found both from con-
tinuum approaches (see e.g. [1,3-5,56,79-87]) and lattice
gauge theory [27,88-96].
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The different solutions vary in the deep infrared. The
decoupling solution, found on the lattice and in the con-
tinuum, exhibits a trivial ghost and a finite, nonvanishing
gluon propagator, where the continuum allows for a
scaling solution with a vanishing gluon propagator and
an enhanced ghost propagator. In terms of the scaling
exponents (46) the decoupling solution translates to k, =
—1 and «, = 0; the scaling solution shows k, = k =
—K,/2 with k = 0.595 [56,82,97]. We stress again that
both types meet the criterion (50) and exhibit confinement.
In the computations presented below we have tested that
the type of solution does not affect the critical physics at
the confinement-deconfinement transition, neither qualita-
tively nor quantitatively. This is expected, as the relevant
range for the phase transition is the mid-momentum region,
where both decoupling and scaling solutions agree
quantitatively.

We close this section with a discussion of the conse-
quences and implications of (46) and (49): note first that
confinement not only implies a vanishing order parameter
but also constrains other observables such as its correla-
tions. The evaluation of these observables in terms of the
propagators (and higher vertices) may lead to further,
tighter constraints for the propagator. This point of view
is interesting for model computations as there the above
condition (49) is only a necessary one for deciding whether
the model is confining or not. For example, one can easily
construct models for Yang-Mills theory that have massive
Yang-Mills propagators and a trivial ghost propagator at
vanishing temperature. This can be parametrized as

1
GC = ?

G.(p*) = (D

p2 + m?’
Such a combination of propagators leads to a vanishing
Polyakov loop expectation value but lacks the necessary
positivity violation in the gluon system. It could model
Yang-Mills theory in the Higgs phase but not in the con-
fining phase. Note that it is precisely this feature which
distinguishes the decoupling solution in Landau gauge
Yang-Mills theory with 0 < G,(0) < oo from a massive
solution put down in (51).

IV. CONFINEMENT IN YANG-MILLS
MATTER SYSTEMS

The confinement criterion discussed in the last section
leads to a simple counting scheme for general theories. In
the present section we put it to work in full dynamical QCD
with fundamental or adjoint quarks (see e.g. [6,11,98,99]),
as well as in the Yang-Mills-Higgs system with Higgs field
in the fundamental or in the adjoint representation coupled
to Yang-Mills theory, formulated in the Landau gauge, e.g.
[100-104]. This also serves as a showcase for the general
simple counting schemes which have emerged by now.

We concentrate on the one-flavor case (Higgs or quark);
the generalization to many flavors is straightforward. Note
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also in this context that while the present confinement
criterion constrains the physics properties of a potentially
confined phase, it does not prove or disprove its dynamical
existence in the theory at hand. For example, it is well
known that for a sufficiently large number of quark flavors
in the fundamental or adjoint representation, QCD ceases
to be confining. Then the propagators simply do not satisfy
the confinement criterion.

We start with a discussion of the adjoint Higgs h
(one flavor) with the action

ShigeslAs b, h] =S4 —l—[trathDLDMh—l- [ V(hth).

X

(52)

The flow equation for the Polyakov loop potential is de-
picted in Fig. 4. We have already seen that in the Landau
gauge the question of a confining potential at low tempera-
tures boils down to counting the massless modes including
the prefactors 1 and —2 from the loops of bosons and
fermions, respectively, where we normalize the standard
boson loop with the prefactor 1/2 to 1. In the symmetric
phase at high temperatures, all modes are effectively mass-
less for our counting: all vacuum masses are suppressed
with the temperature. Our counting is normalized at the
(one-loop) Polyakov loop potential in Yang-Mills theory
which is computed from two boson loops, that are related
to the physical transversal gauge modes; the third trans-
versal contribution and that of the longitudinal gauge mode
are canceled by the ghost contribution,

2+ 1+ 1 = 2 =2 (53
phys pol transversal longitudinal ghost

h'd
gauge bosons

Hence, in the present case we have 4 contributions from
the gauge field (4 vector modes), —2 ghost contributions
(relative factor —2 for the loop), and 1 Higgs contribution.
This amounts to an overall factor of 3 for the symmetric
phase of the adjoint Yang-Mills-Higgs system,

4 - 2 + 1 =3 (54)
gauge bosons ghost Higgs

This has to be compared with the counting factor 2 for the
pure Yang-Mills system, leading to the one-loop Polyakov
loop potential Vyy,) [105,106], given in Appendix (BS).

. P
aTwld] = 3 - ! R

\\Q, O

FIG. 4. Functional flow for the effective action of Yang-Mills
theory with bosonic matter in the adjoint or fundamental repre-
sentation, assembled in (]3 In either case, the matter fields are
represented by the dotted lines adding the third loop.
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The one-loop potential for the Yang-Mills—-adjoint Higgs
system, V,4_y, is hence given by

3
Vaa-n(@) = 2 Vsuw,)(@). (55)

In turn, in the fully broken phase of the Yang-Mills-Higgs
system, we have one radial massive (away from the phase
transition) Higgs mode with expectation value A, and N> —
2 Goldstone bosons. In the glue sector, N2 — 2 gauge
bosons acquire an effective mass due to the nonvanishing
expectation value of the Higgs field. In the Landau gauge
this leads to massive propagators for the 3(N2 — 2) trans-
versal modes, if the theory is evaluated at the expectation
value of the Higgs field. The gauge mode, even though it
also acquires a mass, is effectively massless: its propagator,
evaluated at the expectation value of the Higgs, reads

3
(1 + &) + &(gho)?

and, for Landau gauge, & — 0, it only contributes via the
longitudinal part of the regulator proportional to 1/ in the
flow equation or via the gauge fixing part proportional to 1/&
in the DSE and 2PI formulation. We conclude that the gauge
mode in the Landau gauge stays effectively massless in any
phase. Together with the remaining massless gauge boson we
have N2 + 2 massless modes in the gauge boson sector.

For example, in SU(2) we have k', h?, h3 and without
loss of generality we take

(hiy = 83hy, with V/(h2) = V(h3) =0, (57)

8L, (p), (56)

leading to
SHiggs[A; ¢, h] = SA + g2h363abAZ63acAfL
= Sa + (gho)’[(AL)* + (AL)°]  (58)

Hence we have 4(N? —2) =8 massive modes. This
includes the gauge mode which, however, is effectively
massless in the Landau gauge due to (56). Note that the
latter fact is special to Landau gauge. In the unitary gauge
also the gauge mode gets massive as does the Faddeev-
Popov operator.

We proceed to the Polyakov loop potential. First we
note that the massive radial Higgs mode effectively blocks
one color direction with projection operator P,,4;,. For the
transversal gauge field propagators, the situation is exactly
the opposite. All the modes in the subspace 1 — P4, are
massive and the massless transversal color direction is that
in direction P,,g4i,. Since we are finally only interested in
the sign of the sum of the contribution we simply remark
that adding one of the three transversal massless gauge
boson contributions to the Higgs effectively restores the
Higgs boson contribution in the symmetric regime. We also
still have the trivial contribution from the gauge mode.
Moreover, the ghost is essentially unchanged as in the
pure Yang-Mills case, it still has a massless dispersion.
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We conclude that due to the relative sign of the ghost
contribution the Higgs, the effectively “restored” Higgs
contribution and the gauge contribution are canceled by
the ghost contribution. This is the manifestation of the
Higgs-Kibble mechanism for the Polyakov loop potential
in the Landau gauge: the apparently massless contributions
cancel each other including those of the Goldstones. In the
unitary gauge the Goldstone modes are included in the
longitudinal gauge field modes, which would be massive
and would have dropped out due to their masses.

What is left is the contribution from the remaining
two massless transversal gauge bosons with the color
direction P,,gi,. For gauge fields Ay with AgP, g # O
or ?radialAO # 0 this provides a deconfining contribution to
the Polyakov loop potential which counts as 1/N,. in the
present counting. Again, all this is apparent in the SU(2)
example. Adding all the massless contributions we arrive at

1

2+1/N, — 2 =—. 59
/N, NGRS (59)

gauge bosons & Higgs ghost

Hence, the Polyakov loop potential for the Yang-Mills—
adjoint Higgs system in the Higgs phase is deconfining,
albeit suppressed with order 1/N,.

We close the analysis on the Yang-Mills—adjoint
Higgs system with a remark on a confining phase in this
theory: in this phase all gluon modes are expected to be
gapped, except for the gauge mode. Keeping the other
modes unchanged, the sum in (59) turns negative implying
confinement,

1
1+ 1/N. - 2 =—-1+—. (60)
(S -~

N,
gauge bosons & Higgs ghost

Note however, that (59) includes gapped Higgs modes. If
these modes became massless they would counterbalance
the gapping of the confined gluons. We conclude that
gapped Higgs modes are required in the confined phase.
This is reminiscent of the expectation in Yang-Mills quark
systems where one usually expects chiral symmetry break-
ing in the confined phase.

Let us compare this with the situation in QCD with
adjoint fermions. There, the action reads

Socp, [As &, b, h] =S, + [ By (61)

The flow equation for the Polyakov loop potential is
depicted in Fig. 5. The fermionic one-loop contribution
to the Polyakov loop potential reads
1 2 1 2
Tr ad+spinor In ¢ = E Trad+spinor In D,u =4 5 Trad In D/.u
(62)

where we have used that P= (D3 -1/
28[ V> ¥»JF4,)1 = D21 for constant fields Ay, and 1 is
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aruld) = -

FIG. 5. Functional flow for the effective action of Yang-Mills
theory with fermionic matter in the adjoint or fundamental
representation, assembled in (]3 In either case, the matter fields
are represented by the straight lines adding the third loop.

the identity in spinor space with trg,, 1 =4. The
fermionic contributions are deconfining as the quarks
have antiperiodic boundary conditions, (¢t + B) =
— i (2), and, hence, the Matsubara frequencies are shifted:
27T(n + 1/2 + ¢). This entails that the Polyakov loop
potential is shifted by a factor 1/2:

(63)

1
Vad—q(@) = _VSU(N(,)<§D + 5)

which is deconfining with the same strength as the Yang-
Mills potential. This argument stays valid beyond one loop.
For large temperature we conclude that the adjoint quarks
for large temperatures lead to 4(N? — 1) contributions,

4 - 2 + 4 =6 (64)
gauge bosons ghost quark

This has to be compared with 2(N2 — 1) for the pure Yang-
Mills system, leading to the one-loop Polyakov loop
potential Vgyy ), (B5). The one-loop potential for the
Yang-Mills—adjoint Higgs system, V,4_y,, is hence given by

Vaa—n(@) = 3Vsyw,)(@). (65)

In turn, in the chirally broken phase all quarks are massive
and their contributions are removed from the Polyakov
loop potential. The glue sector is qualitatively the same
as in Yang-Mills theory, the transversal modes are gapped,
while the gauge mode is effectively massless. Hence, we
are led to

1 -2 =-1; (66)
H,-J H,_J
gauge bosons ghost

the theory is confining in clear contradistinction to the
Higgs phase in the Yang-Mills—adjoint Higgs system.
Note also that this directly implies no confinement without
chiral symmetry breaking for QCD with adjoint quarks if
the gapping in the quark sector relates to chiral symmetry
breaking. Strictly speaking, however, (66) implies no con-
finement without gapped quarks. In turn, in [99] it has been
shown that confinement, that is a vanishing expectation
value of the Polyakov loop, leads to chiral symmetry
breaking. These two results tightly link chiral symmetry
breaking and confinement for QCD with adjoint quarks.

In a potential chirally symmetric low energy phase, or
better massless low energy phase, we have
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1 - 2 + 4 =3 (67)
— W
gauge bosons ghost quark

which relates to a deconfining Polyakov loop potential.

We close the section with a discussion of matter in the
fundamental representation coupled to Yang-Mills theory.
There, center symmetry is explicitly broken. The Polyakov
loop is not an order parameter anymore and the question of
the confining or Higgs phase has to be answered differ-
ently. Indeed, we know that on the lattice these two phases
are not well separated [107-109]. A full discussion of
this goes far beyond the aims of the present contribution.
Here we simply discuss our counting scheme and com-
pare its outcome for the Yang-Mills—fundamental Higgs
system with physical QCD. The action of the Yang-Mills—
fundamental Higgs system reads

SHiggs[A; 4); h] = SA + [ trfh-rDlt«DP«h + f V(hfh)’
(68)

similarly to the action for an adjoint Higgs, but with the
group trace in the fundamental representation, the Higgs
living in the U(N,). For SU(2), the Higgs is a complex
2 X 2 matrix,

hy + h hy — ih
= """ ! (69)
h1+lh2 ho_h3

The diagrammatics of the flow equation for the Polyakov
loop potential does not change in comparison to the adjoint
Higgs and is depicted in Fig. 4, the last loop now involving a
trace in the gauge group in the fundamental representation.

The fundamental Higgs has N2 modes due to its U(N,)
representation. In the symmetric phase at high tempera-
tures all of them are effectively massless. The group traces,
however, are in the fundamental representation of SU(N,.),
and, hence, they are suppressed by a factor 1/N, (in the
large N, limit) in comparison to the traces in the adjoint
representation. More precisely, the multiplicity of the non-
vanishing eigenvalues of A is relatively suppressed with
1/N,. The fundamental representation also leads to differ-
ent eigenvalues of Ag; see in particular [11]. For example,
for SU(2) we have for contributions in the adjoint and
fundamental representation

Vfund(gp) = Vad(gp/z)y (70)

which can be nicely tested for the one-loop contributions.
Note also that the U(1)-mode A does not couple to the
SU(N,)-gauge field and Vy,y is a pure SU(2) potential.
In (70) the factor 1/2 on the right hand side signals the
explicit breaking of center symmetry. This also means that
one should not simply add the counting factors
of contributions in different representations. We merely
remark here that as long as the contributions from the
center-symmetry breaking sector is small, one may still
have a phase transition of the order determined by Z
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symmetry. The larger the contributions of the center-
symmetry breaking sector are, the weaker the transition
or finally the crossover gets. The interpretation of the latter
as distinguishing different phases is not clear.

Restricting ourselves to the center-symmetric field
modes we get for large temperatures

4 - 2 =2 (71)
—
gauge bosons ghost

the counting of pure Yang-Mills theory. This entails that
the Polyakov loop potential of the glue sector is deconfin-
ing. At one-loop we have a deconfining total potential,

VM -he (©) = Vs (@) + Vi, (@) (72)

In turn, in the fully broken phase of the Yang-Mills—
fundamental Higgs system we have one radial massive
(away from the phase transition) Higgs mode with expec-
tation value h, which does not couple to the gauge field.
We also have N2 — 1 Goldstone bosons. In the glue sector,
all N> — 1 gauge bosons acquire an effective mass due
to the nonvanishing expectation value of the Higgs field.
In the Landau gauge this leads to massive propagators for
3(N?—1) transversal gauge modes and N? — 1 massless
gauge modes. The ghost is massless, and in summary this
leads to

1 - 2 =-1, (73)
—
gauge bosons ghost

a confining potential for the glue sector. The N2 — 1
massless SU(N,.) modes give a center-symmetry breaking
potential, which, however, is suppressed by a factor 1/N,
for large N,.. Whether for finite N. one has a crossover or
still a first order (N, > 2) or second order (N, = 2) phase
transition is decided dynamically and is not accessible by
the present counting. However, the existence of a confining
potential is evident in the large N, limit. In this limit the
pure glue sector dominates the Polyakov loop potential due
to the 1/N,. suppression of the Higgs contributions.

Finally we compare the situation in the Yang-Mills—
fundamental Higgs system with physical QCD with
fundamental quarks, the most interesting and most studied
system. Its action is given by

SocplAs b, ¥, ¥]1= S, + f YDy, (74)

and the flow equation for the Polyakov loop potential is
depicted in Fig. 5. The Higgs in the fundamental represen-
tation breaks center symmetry in the same way a funda-
mental quark does, and the Polyakov loop potential shows
no phase transition. The order parameter L[{A,)] is a
smooth function of temperature similar to two-flavor
QCD studied in [11]. One may be tempted to interpret
the behavior in terms of a crossover; however, the Wilson
loop shows no area law which is in accord with the behav-
ior of the Polyakov loop. As for the Higgs the pure glue
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sector shows the counting (73). The part of the potential
computed from the massless fermionic modes satisfies

1
Trf+ spinor In ¢ = 5 Trf+spinor In D%L = 2Trf In D%u (75)

and with antiperiodic boundary conditions for the fermion
we get

Viund—q(@) = =2Viua(e + 1), (76)

where Vi,,q 1s the potential of one bosonic mode in the
fundamental representation. In the large N, limit the fer-
mionic contributions are suppressed (unless the number of
flavors increases with the number of colors) and yield a
confining theory with a first order phase transition. At finite
N, and in particular N, = 2, 3, we expect a significant
influence of the fermions at temperatures above the chiral
symmetry breaking scale. Below this scale the fermionic
contributions are more and more suppressed and we are left
with the pure glue counting.

V. RESULTS FOR THE POLYAKOV
LOOP POTENTIAL AND T,

Here, we compute the Polyakov loop potential within
the FRG, DSE and 2PI representation. The only inputs in
the present computations are the propagators at vanishing
and finite temperatures obtained from the FRG in [34-36].
There, the finite temperature propagators for all cutoff
scales k have been computed on the basis of a given set
of propagators at vanishing temperature and vanishing
cutoff scale k = 0. This minimizes the systematic error
of a given approximation: only the differences of the k = 0
to the k # 0 propagator and the thermal to the 7 =0
propagator, respectively, are sensitive to the approxi-
mation. The results for the Matsubara zero mode for
the longitudinal and transversal propagator, G /7, are dis-
played in Figs. 6 and 7, respectively, for some temperatures
below and above the phase transition. They are compared

T T T T T T T T

Longitudinal Propagator Gy,

FRG: T=0 -
—— — FRG:T=036T. ]
————— FRG: T =0.98T,
— + — FRG: T=181T,
[ Lattice: T =0

] Lattice: T = 0.36 T,
[} Lattice: T = 0.98 T,
[o] Lattice: T = 1.81 T,

[GeVY

FIG. 6 (color online). Zeroth Matsubara mode of the thermal
longitudinal gluon propagator from the FRG [34-36] in
comparison with lattice results [7,29].
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FRG: T=0

— — FRG:T=036T.
----- FRG: T = 0.98 T,
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[ Lattice: T =0

L | Lattice: T = 0.36 T
[ ] Lattice: T = 0.98 T
[o] Lattice: T =1.81T,

[GeV2]

FIG. 7 (color online). Zeroth Matsubara mode of the thermal
transversal gluon propagator from the FRG [34-36] in compari-
son with lattice results [7,29].

to lattice results [7,29]. The FRG results have been
obtained in a slightly modified approximation in compari-
son to [34,35]; see [36]. We resort to the additional
approximation

Z(pg p*) — Z(0, p§ + p?), (77)

which has proven to be an accurate approximation in
former studies [27,28,36,39]. For the present purpose of
computing the Polyakov loop potential this is a quantita-
tively reliable approximation as the finite temperature
effects in the propagators decay already rapidly for mo-
menta with p?/k*> = (27T)? in the FRG computations. We
conclude that already the first Matsubara mode is close to
the zero mode evaluated as in (77). Note, however, that this
does not apply to thermodynamical quantities as already
pointed out in [34-36]; for nonrelativistic analogues
see [110,111].

A. Results from the FRG

As discussed before the flow equation has the minimal
representation for the Polyakov loop potential as it only
requires the propagators in a given background. The
explicit form of the flow of the potential is derived from
(18) or Fig. 1, respectively. For the thermal Yang-Mills
theory in the temporal background it is explicitly given by

1 R, (x) 9, Ry (x)
V= Z
o %i,,(z 2o + Re() | xZr(x) + Re)
1 oROx)  9,R.(x)
23+ ROG)  xZ.(x) + Rc(x)>’ (78)
with the abbreviation
x = (27T(n + ¢,))? + p*)'/? (79)

and ¢,, are the N2 — 1 eigenvalues of gBA,/(2m) in
Cartan direction. Following the present truncation (77)
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FIG. 8 (color online).
obtained from the FRG.

Polyakov loop potential for SU(2)

the wave-function renormalizations only depend on the
square of the four-momentum but not on temporal and
spatial components separately. The precise definition of
the regulator R(x) = Ry, (x) for the individual modes and
the discussion about regulator dependence is given in
Appendix A. In (78) the first three terms in the brackets
originate from the gluonic modes and the last term from the
ghost loop. The present computation improves upon that in
[9,20] with the use of the thermal propagators.

The potential is depicted for temperatures above and
below the critical temperature for SU(2) in Fig. 8, and
for SU(3) in Fig. 9. Without loss of generality we shift the
potential trivially such that V(¢ = 0) = 0 and divide by
the canonical dimension T* to simplify the comparison,
as the Weiss potential in this normalization is independent
of the temperature. From these potentials the confinement-
deconfinement critical temperatures 7. are determined at

SUQ) _ +
T; 230 £23 MeV and (80)

T5U®) — 275 + 27 MeV.

The absolute temperatures in (80) are set in comparison to
absolute scales of the lattice propagators with a string tension

0.0 .
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>
|
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FIG. 9 (color online).
obtained from the FRG.

Polyakov loop potential for SU(3)
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o = (420 MeV)?, 81)

which leads to the dimensionless ratios of
TSV ) Jo ~0.548 and TSV9/Jo ~0.655. (82)

For SU(3) our result is in quantitative agreement with the
lattice results,

T5V@ =295 MeV and T5Y® =270 MeV,  (83)
which yield the ratios
T3V ) Jo~ 0709 and T3U9/Jo ~0.646. (84)

For a review on lattice results see e.g. [112]. Our relative
normalization is taken from the peak position of the lattice
propagators in [7,28,29]. Note, however, that this normaliza-
tion has an error of approximately 10% which is reflected in
the errors in (80).

In turn, for SU(2), the critical temperature TfU(z) is
significantly lower than the lattice temperature in (83).
This is linked to the missing backreaction of the fluctua-
tions of the Polyakov loop potential; see Sec. II. Including
the backreaction in the Landau gauge flow leads to a
transition temperature of

T5U@ — 300 + 30 MeV: (85)

see [46]. More details will be presented elsewhere. This
result agrees quantitatively with the lattice temperature as
well as with the result obtained with flows in the Polyakov
gauge [10] which also reproduced the correct critical
scaling of the Ising universality class.

B. Results from DSE and 2PI

The full computation of the Polyakov loop potential (32)
from the DSE including the two-loop terms requires the
knowledge of the full three-gluon vertex and the full ghost-
gluon vertex in the presence of an Ay-background; see (27)
and Fig. 2. Moreover, one has to compute two-loop
diagrams in the presence of such a background. Here, we
present a simple resummation scheme for effectively com-
puting these terms in an expansion of the Polyakov loop
potential in full propagators and full vertices. In the trun-
cation at hand, this actually boils down to an equation that
depends only on the nonperturbative propagators. Thus, as
in the FRG approach the only necessary inputs for the
computations in the DSE/2PI formalism are the thermal
propagators [34-36]; cf. Figs. 6 and 7.

The simplest way to do the resummation is to consider
the 2PI hierarchy in Fig. 3 up to two-loop. As it also
provides some additional information about the resumma-
tion scheme we also present a derivation solely within the
DSE approach in Appendix D.

The two-loop terms in ® can be rewritten in terms of
one-loop diagrams with full propagators and gluon vacuum
polarization and ghost self-energy; see Figs. 10 and 11,
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FIG. 10. Gluon vacuum polarization.
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Ghost self-energy.

respectively. We easily identify the corresponding
diagrams in ®. The first gluonic diagrams in @ as in
Fig. 3 can be rewritten in terms of (— 1/6 of) the gluonic
part of the vacuum polarization II, contracted with the full
gluon propagator, which is depicted in Fig. 12.

Then, the last two-loop diagram in @, Fig. 3, is rewritten
in terms of the missing ghost contribution to the gluonic
vacuum polarization IT, in Fig. 12, and (—1/3) of the
ghost self-energy I1. contracted with the full ghost propa-
gator; see Fig. 13. Both terms are subtractions to the 1PI-
terms Tr(—1/211,G, + I1,.G,) in the 2PI effective action,
(33). This leads to the final form of the effective action,

1
IMAy; 1= SA[Ap; d]— ETrlogGa +TrlogG,

— %(%TrHaGa - TrHCGC> + Al3[Ag; 4],

(86)

with

AT[Ay: 6] = 25 G,SHaiG, + 0d), (87)
comprising the contributions of order a2 in a perturbative
2PI ordering as well as a tadpole contribution. As men-
tioned before, a derivation of (86) within the DSE approach
can be found in Appendix D. In the explicit computations
presented below we will drop AT';. The tadpole term is set
to zero at T = 0 in standard renormalization schemes as it
is a mass contribution. Its thermal A,-dependent contribu-
tion is suppressed by roughly 1 order of magnitude, 1/8,

FIG. 12 (color online). Identification of gluonic part of the
vacuum polarization in the gluonic two-loop diagrams in the 2PI
effective action depicted in Fig. 3.
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FIG. 13 (color online). Identification of the ghost part of the
vacuum polarization and the ghost self-energy in the ghost-gluon
two-loop diagrams in the 2PI effective action depicted in Fig. 3.

relative to the contribution of the full tadpole in the final
expression; see (86). Moreover, its Aj-dependent part
solely contributes to the Am?(0; A,) defined in (15) which
we have consistently dropped in the explicit computations
presented here.

In conclusion, with AI'; = 0, we have arrived at a
representation (86) of the effective action which is mani-
festly RG-invariant. Indeed, both the first and the second
line are separately RG-invariant. One is tempted to even
drop the second line in (86) in a first computation.
However, even though this should not have a qualitative
impact on the phase transition temperature, it turns out to
have a big impact on the amplitude of the potential. We
have checked this within the flow equation for the
Polyakov loop potential: (86) resembles (38). The first
lines agree up to the normalization at k = A which is
trivial. Thus, we deduce that up to the above normalization
the second line of (86) is identical to

_ %(% TrI1,G, — TrHCGc) + AT3[A; ¢]
B 0 dk 1 (2)7aa (2)7aa

(88)

where the right hand side has the manifest RG invariance
due to being an integrated flow. We have already discussed
in Sec. III below (41) that the integrated flow in (88) is not
negligible for the potential even though it does not play a
major role for the phase transition temperature. We
emphasize that a detailed comparison of the different
approximations is of great interest for phenomenological
applications in QCD, and in particular also for approaches
to QCD within Polyakov loop enhanced low energy mod-
els; see e.g. [113-126]. This analysis is beyond the scope
of the present work and will be presented elsewhere.
Hence, we also consider the second line in (86) and use
the scheme independence of the result in (86) to further
simplify the computation: with the Dyson equation,

Gyl =2,85 + 11, (89)

we rewrite the DSE for the effective potential, (32), in
terms of the one-loop diagrams in Fig. 2 and the rest,

045010-14



CONFINEMENT FROM CORRELATION FUNCTIONS

aV[Aol 1 3 3)
TAO = ESAOaaGa - SAOCEGC

1/1 II II.
+—(—TrGaa “—TrGCa ‘)

BY

32 oA, oA,
2/1_ 4G 3G,
e, - el
3(2 YA, T oA, ) ©0)

After performing the Lorenz traces in the second line of
(90), the remaining operator traces are simply of the form
ox (Z—2)(Z + xZ")

Tr — 91
f aA() X22 ( )

ox Z+xZ' —z
T,
GAO )CZ

where x = —D*(A,), Z = Z(—D}, —D?) are the respec-
tive wave functions; see (11). The abbreviation Z' stands
for the pj derivative of Z,

2 N2
Z/(=Dg, —D%) = 93, Z(pg, —=D) pp——pp-

Now we minimize the size of the contributions from the
second and third lines in (90) close to the transition tem-
perature by using an appropriate RG scheme, that is an
appropriate renormalization scale u? with z = Z(u?) at
T = 0. Since we are interested in the physics at tempera-
tures at about Agcp this already implies u =~ 1 GeV.
We can further restrict this choice by demanding that for
po = 0 and Ay = 0 we have

[l Z, + XZZZ ~— Za + (Za + XZ;)(Za B Za)
2 Z, 72

B e N A 2 zc>] Y

Z. 72 —

92)

Equation (92) minimizes the integrand in the momentum
integrals in the second and third lines in (90) at the mo-
menta with the largest contributions. In (92) a sum over the
chromoelectric and the two chromomagnetic polarizations
is understood. For temperatures 7 < 200-300 MeV (92) is
solved for

fop = 1.08 GeV. (93)

We also can investigate the p dependence of the splitt-
ing related to the normalization with z. To that end we
apply the related variation to (92), that is the operator
10,2404, and obtain from (92)

1
[5 7006 = 1) = 1003 = me)] =0, )
x=u
with
2\ _papZ¢(P2)
77</>,T(P) ) Z¢,(p2) ©5)

Again this yields u = 1 GeV which entails that the con-
tribution of the second and third lines in (90) can be
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minimized for temperatures close to 7, along (92). Note
also that, since the differences are marginal, it can also be
evaluated at T = 0 as a first good approximation. There we
have z = Z(u?) and (92) simplifies to

I:lZa+xZ;—za_Zc+xZ’c—zcj| _0. (96)
2 xZ, xZ. =g

which is satisfied for u = 1 GeV as well. The constraint
(92) fixes the RG scale with wq, = 1.08 GeV close to
Agcp and 7T, in the temperature regime from T =
0-300 MeV. Moreover, it can be shown that a variation
of w in this regime by 100% only leads to changes of the
results on the percent level; in particular 7, does not
change at all. For the numerical computations we have
chosen

2 = Ze(p?),

20 = Zo(p?), at u =1.08GeV. (97)

Note that this RG scheme effectively normalizes the propa-
gators used in the DSE and 2PI hierarchy to one at the RG
scale, z/('®(u?)/u?) = 1. At finite temperature this only
holds approximately.

In summary we have derived that for appropriately
chosen RG schemes with z = Z(u) the DSE for the
Polyakov loop potential effectively boils down to a simple
one-loop form, depicted in Fig. 14.

In Appendix B the one-loop diagrams in Fig. 14 are
reduced to

1
V() = 3 Vi ®)

+ I 27T (n + @)[z,G.(q + 27T )
q

+ 2ZuGT(q + 27TT¢) - ZZch(q + 27TT§0):|,
(98)

where G;, Gr, G, are the propagators for the
chromoelectric gluon, the chromomagnetic gluon and
ghost propagators normalized z,,. = Z, /c(/ﬁ) at vanish-
ing temperature at the point p> = u?, and the first term
originates in the gauge mode. In (98) the sum over the
different eigenvalues of ¢ is omitted.

The evaluation of (98) leads to the potential depicted
in Fig. 15 for SU(2) and Fig. 16 for SU(3). From those
the confinement-deconfinement critical temperature is
determined at

FIG. 14. One-loop truncated DSE for the effective action.
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FIG. 15 (color online). Polyakov loop potential for SU(2) from
its DSE/2PI representation within an optimized RG scheme.

T5U® =235+ 24 MeV and T2U® =275 =27 MeV,
99)

which gives

75V? ) Jo ~ 056 and TV /Jo =~ 0.655. (100)

These results are in quantitative agreement with the FRG
results, (80), and can be compared with lattice results in
(83) and (84).

We close this chapter with a comparison of the tempera-
ture dependence of the FRG and DSE/2PI potentials. Note
that the DSE/2PI computation presented here approxi-
mately also takes into account the integrated RG improve-
ment in (88) for temperatures about the phase transition
temperature. Hence, not only 7. but also the potentials
themselves should agree quantitatively for temperatures
close to T.. We also remark that for 7 — O the present
approximation may lose its quantitative character as the
normalization of the ghost and gluon propagators changes
rapidly for momenta p?> =~ (277T)> important for the
Polyakov loop potential. In Fig. 17 we only show the
comparison of the potentials for SU(2), as that for SU(3)

L 00 — «— T = 285 MeV
I — - — T = 280 MeV
—~ 1. \  ------ T = 274 MeV /=
° — — T =269 MeV /':/,/f
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783l 02+ . o, ’ 4
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2
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0.0 0.2 0.4 0.6 038 10

FIG. 16 (color online). Polyakov loop potential for SU(3) from
its DSE/2PI approach within an optimized RG scheme.
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FIG. 17 (color online). Comparison of the Polyakov loop
potential for SU(2) from the DSE/2PI with the FRG approach.

simply follows from a weighted sum over SU(2) potentials;
cf. Appendix B. The potentials agree quantitatively to a
surprising level of accuracy which confirms the quantita-
tive nature of both FRG and DSE/2PI computations. For
temperatures 7/T, — O there is a significant deviation as
the DSE/2PI approximations used here lose their quantita-
tive nature. Note that this also holds for the approximation
(40). In turn for T/T, — o both approaches converge
towards the perturbative potential. The present approxima-
tion in the DSE/2PI approach is easily improved by taking
into account the two-loop terms in (90). The discussion of
the respective results goes beyond the scope of the present
work and will be presented elsewhere.

VI. CONCLUSIONS

We have studied the confinement-deconfinement phase
transition of static quarks with the effective potential of the
Polyakov loop. The position of the minima signals the
presence or absence of confinement, as they can be related
to the free energy of a single quark. The potential itself was
computed in the background field formalism in the
Landau-DeWitt gauge. This allows for the use of Landau
gauge propagators at vanishing background, which had
been obtained previously in the framework of the FRG
[34-36]. The study here was done within different non-
perturbative functional continuum approaches, i.e. using
FRG, DSE and 2PI representations of the effective action.

In all variants we find a second order phase transition for
SU(2) and a first order transition for SU(3), as it is ex-
pected from lattice QCD. The corresponding temperatures
agree quantitatively for all functional methods within the
estimated error of approximately 10%, originating in the
normalization of the total momentum scale. The results
including the lattice temperatures are summarized and
discussed in Sec. VA and V B. These results are stable
with respect to the choice of scaling or decoupling type
solutions for the propagators and, furthermore, to the
variation of the regulator in the FRG approach. The critical
temperature for SU(3) from functional methods agrees
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quantitatively with the corresponding lattice temperature.
For SU(2) the critical temperature from functional meth-
ods is significantly lower than the lattice temperature. This
is linked to the missing backreaction of the fluctuations of
the Polyakov loop potential; see Sec. II B. Its inclusion
leads to critical temperatures in quantitative agreement
with the lattice results and the correct Ising-type critical
scaling; see [10,46].

The dependence of the Polyakov loop potential on
the individual gluon and ghost modes is easily tractable.
This was exploited to derive a simple criterion for static
quark confinement. For infrared suppressed gluon but not
suppressed ghost propagators confinement is immanent at
sufficiently low temperatures. Independent of the func-
tional approach chosen above, this is due to the fact that
the two nonsuppressed confining ghost modes always over-
compensate the deconfining trivial gluon gauge mode. As a
result of their suppression, the remaining transversal gluon
modes decouple at temperature scales far lower than the
suppression scale and confinement is realized.

This confinement criterion has also been applied to
general Yang-Mills matter systems with matter in the
adjoint and the fundamental representation. For matter in
the adjoint representation again an infrared suppressed
gluon is mandatory. Moreover, the criterion is sensitive
to the difference between Higgs phase and confined phase
even though both phases have infrared suppressed gluons.
For matter in the fundamental representation the matter
part of the potential breaks center symmetry. Hence it is
only possible to evaluate the relative importance of center
symmetry modes and center breaking modes.

In summary the work establishes both on the qualitative
and quantitative level the functional approach to confine-
ment by means of the Polyakov loop potential. It only
requires the computation and discussion of background-
gauge propagators and hence allows a very simple access
to structural questions such as the confinement mechanism
as well as to explicit analytic and numerical computations
of the phase structure.
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APPENDIX A: REGULATORS

The regulator function introduced in the FRG approach
can be chosen freely as long as it fulfills certain
limits. Firstly, it must have the same tensor structures as
the corresponding two-point function. Neglecting those

PHYSICAL REVIEW D 88, 045010 (2013)

tensors for the moment, R;(p) must (i) regulate the propa-
gator in the infrared, (ii) leave the full quantum theory for
vanishing renormalization group scale k and (iii) suppress
fluctuations at large scales to reduce to the classical action.
Formally, these requirements are met by

() lim Ry(p)>0, (A1)
PZ/kZ_,O
(ii) lim Ry(p) =0, (A2)
K/ p*—=0
(A3)

(i) kz}},erLka(p) — 00,

The full theory is independent of the choice of Ry(p);
however, in truncations this may not be satisfied. This rules
out certain forms of the regulator. Another restricting
factor is the applicability in the computations, as some
regulators are not feasible numerically.

For the thermal gluon and ghost propagators of Yang-
Mills theory, four-dimensional exponential regulators,

2 k2 m—1
R (p) = pPry(p?/K?) = pze(ff,z//kz))_l, (A4)
with m = 2, have proven to be well suited for numerical
purposes [34-36]. Note, however, that for the numerical
computation of the Polyakov loop potential the regulator
must not be too sharp; thus, m < 2 (cf. [36]).
The regulation of the propagator in the infrared demands

that R, (p) be of approximately the same amplitude as the
Ff) at each k. This is ensured by a prefactor such that

Rijt/eim(P) = Z1yr/cx RO (D). (A5)

For the purpose presented here the precise form of Z is not
crucial but lengthy; thus, for the exact definitions we refer
the interested reader to [34-36]. The results presented in
Sec. VA are obtained with regulators (AS).

In order to test the (in)dependence of the Polyakov loop
potential on the choice of the regulator, we have studied

different functions Rgco)( p) and prefactors in the full regu-
lator function. This was done for temperature-independent
propagators, since not all choices of R;(p) are viable for
thermal effects.

The scale dependency of the propagators, of both scaling
and decoupling types, was obtained with (A5) form = 1,2
[34-36]. These results were, firstly, combined with self-
consistent choices in the determination of the Polyakov
loop potentials. Secondly, the Polyakov loop potential was
computed with these propagators but Ri(p) = Rf,)n(p)
with m =1, 2. Measured on the level of the
confinement-deconfinement phase transition temperature
of SU(2), we find good stability with respect to the varia-
tion of the regulators and, furthermore, with respect
to scaling of decoupling type propagators, as all choices
are within 5% deviation. Furthermore, we found that for
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different choices of the regulator in propagators and
Polyakov loop potential, namely those which have relative
shifts in the renormalization group scale, the truncation
effects may grow larger.

APPENDIX B: ONE-LOOP DIAGRAMS IN THE
DSE FOR THE POLYAKOV LOOP POTENTIAL

The one-loop diagrams are given in Fig. 14. Both couple
the external temporal gluonic background to the fluctuat-
ing loop fields. For clarity we consider temperature-
independent propagators first, before we decompose the
tensor structures for the case of nontrivial temperature
dependence of the propagators.

The gluon loop, depicted in Fig. 18(a), involves the
three-gluon vertex with one background leg. At vanishing
fields it is given by

1 8(D,D,)

= SEISIELI = ’
( PRV & 8A

(3)
(SAoaa)P,U«V

(B1)
where the second term originates from the background
field dependence of the gauge fixing term; see (5).
The classical vertex is given in Fig. 18(b). For this very
definition it is given by

(3) aoc JE— abc
(Saaa)ihs,(p, g, k) = igf**(8 ., (p — @), + 8,,(q — k),

+ 8,k = p),). (B2)

At T = 0 the gluon propagator has four degrees of free-
dom, three transversal modes and the longitudinal gauge
mode; thus, at vanishing fluctuation fields and a constant
background we can split the gluon propagator according to

Gs = G + €Dy 3D, (BY
where the first term is the nontrivial transversal part
DM(G/}) uv = 0, whereas the second term represents the
gauge mode. This is a consequence of the corresponding
Slavnov-Taylor identities: the quantum corrections to the
propagator are transversal and, hence, the gauge sector is
unchanged. Together with the background vertex (B1) this

leaves us with a contribution of the gauge sector

Pu \L a

FIG. 18. Gluon one-loop diagram in the DSE for the Polyakov
loop potential. (a) Gluon one-loop diagram, (b) Three-gluon vertex.
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1 180D,D,) - 1 _
— Tr{— e fD,,ﬁD#}

o 1 _
= :—_—Tl _DZ,
ST ai rlog (—D%)

54, 2
(B4)

where the trace on the right hand side does not include a
trace over Lorentz indices and gives 1/2 Vi, the pertur-
bative one-loop potential. The latter is given by

Wi
VIS

_ F(d/Z)Td Z Zcos{Zﬂ'nvllgol}’
(BS)

where d is the number of spacetime dimensions and v, are
the eigenvalues of the generators of the gauge group
spanned via the Cartan subalgebra. For SU(2) the eigen-
values are v; = 0, 1, —1. For SU(3) and the background-
independent propagators one can construct the potential
according to the eigenvalues,

(%)

Vsua (@3 @%) = Vsua) (@) + Vspo

+ Vsue (B6)

()

The nontrivial part of the computation concerns the trans-
versal part (GJ-)W,(p) Gl(p)H ,(p), which couples to

the standard part of the three-gluon vertex, Saaa, given in
(B2). Note that at vanishing temperature the propagator is
O(4)-symmetric; thus, it only depends on the absolute value
of the momentum, not on the spatial and temporal compo-
nents separately like at nonvanishing temperature; see (11).

For a purely temporal momentum py, the loop diagram
in Fig. 18(a) translates to

1

Ez Za(GLJI_),u,IJ(pAO + CI)(SSa)a)oMV(PAU, pA” + q, _pAo - 6])
q

— igi WG (pa + D pa + 0,8, — 1), (BT
q

where due to symmetry only the term o« p, + gy =
27T (n, + @) survives, with gy = 27Tn, and z, accord-
ing to (30).

In (B7) the factor (8,, — 1) counts the three coinciding
transversal modes. For thermal propagators the projection
is such that it accounts for the chromoelectric and chro-
momagnetic modes. Thus, without repeating the computa-
tion along the lines of (B7), we get the final expression for
the loop diagram Fig. 18(a) as

i 277, + €2, G, + 009
q

+ 22,627 T (ny + ), §), (BS)
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FIG. 19. Ghost one-loop diagram in the DSE for the Polyakov
loop potential. (a) Ghost one-loop diagram, (b) Ghost-gluon
vertex.

with G; and G being the chromoelectric and chromo-
magnetic gluon propagators with the normalization at van-
ishing temperature given in (30).

Having the similar structure as the gluon loop, the ghost
loop is given in Fig. 19(a). The first ingredient of this
diagram is the classical ghost-gluon vertex as defined in
Fig. 19(b). It is given by

(Shee)i*(0, 4, p) = 2S5 (0, ¢, p) = 2igfqy.
(BY)

Note that the ghost-gluon vertex involves an additional
factor of 2 compared to the vertex in standard Landau
gauge, due to the appearance of the covariant derivative
D u (instead of a plain derivative d,) in the last term of (5).

The second component in the ghost loop is the full ghost
propagator. It is a Lorentz scalar; thus, dropping the color
structure it is simply given by a scalar function G.(pg, p).
Thus, for trivial and nontrivial implicit temperature depen-
dence of the propagator, the diagram attached to a purely
temporal gluon field in Fig. 19(a) reduces to

> 3
- i 2eGe((Pag)o + 40 DS ) (Pay + 4 Payy —Pag — @)
q

=-2ig¥ 2 Gpa)o+ a0 Dpa+ @ (BI0)
q

where z, = z.(u). Due to symmetry, this only leaves the

term

— 2igi 2.G.27T(n, + ¢), 927aT(n, + ¢). (Bl1)
q

In combination with the gauge mode, the sum of the
individual contributions yields the final expression for the
DSE of the Polyakov loop potential (98).

Due to the different sign in the ghost loop and the gluon
suppression the potential shows confinement for small
temperatures. The additive contributions of the different
modes, the chromoelectric, chromomagnetic gauge modes
from the gluon and the ghost modes, are illustrated in
Fig. 20 at a temperature around the phase transition. For
lower temperatures, the ghost contributions grow stronger
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FIG. 20 (color online). Contributions from individual modes to
the Polyakov loop potential.

and the transverse gluons decrease further. In contrast,
for higher temperatures the propagators approach the
perturbative forms; thus, the potential approaches the
(deconfining) Weiss potential (BS).

APPENDIX C: CONFINEMENT FOR
MILDLY SUPPRESSED GLUONS

In this section we confirm the hypothesis made in
Sec. III in a numerical application for both approaches,
DSEs and the FRG. In these computations the ghosts are
left trivial; thus, they give a confining potential which
overcompensates the gauge mode, and both terms sum up
to —1/2Viyeiss- We show that already a soft suppression of
transversal gluons yields a decrease of the deconfining
effect such that confinement is immanent at sufficiently
low temperatures.

For the DSE we choose an ansatz in which transversal
gluons are suppressed for infrared momenta; thus,

) .
TP (p?) = p*(1 + (p2)<),  with k, = —02. (Cl)
. ootol — T — 164.5 MeV i
2] . T = 109.7 MeV
= —— T = 87.7 MeV
= T = 65.8 MeV
EH 0.005F ]
S
|
§ L
5 0000
Re [
>
S~—
-0.005} ‘ ‘ ‘ w |
0.0 02 04 0.6 038 10

FIG. 21 (color online). The Polyakov loop potential from its
DSE for mildly suppressed transversal gluons and trivial ghosts
shows confinement for sufficiently low temperatures.
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FIG. 22 (color online). The Polyakov loop potential from
its FRG equation for mildly suppressed transversal gluons
and trivial ghosts shows confinement for sufficiently low
temperatures.

The full result is given in Fig. 21, where clearly a confining
potential is realized at low temperatures.

In the case of the FRG the suppression must also be
present in the renormalization group flow along the scale k.
Thus, a qualified ansatz is given by

I'2(p%) = (p* + k)%, with «k, = —0.2. (C2)
The result for this ansatz is given in Fig. 22.

From these two examples we can infer that indeed a
mild gluon suppression is sufficient to yield a confining
potential at low temperatures, as we claimed in Sec. III.
Nevertheless, the sum of gluonic, ghost and gauge modes is
nontrivial; thus, we refrain from giving phase transition
temperatures here, as these examples only serve as a proof
of principle and are of no quantitative physical relevance.

APPENDIX D: DIRECT RESUMMATION
OF THE DSE HIERARCHY

In this appendix we provide the necessary steps for
deriving (86) solely within the DSE approach. Note that
this simply amounts to using the ghost and gluon gap
equations in the DSE hierarchy which is trivially imple-
mented in the 2PI approach. To that end we have to rewrite
the two-loop diagrams in (27), Fig. 2. Similarly to the 2PI
argument leading to (86) this diagram can be turned into a
one-loop form within a resummation scheme which ne-
glects some order a2-corrections to full vertices but takes
into account full propagators. In the following we explic-
itly perform this analysis for the gluon two-loop diagram;
the same steps can be trivially taken over for the ghost two-
loop diagram: first, we note that the two-loop diagram has
no contributions from the gauge fixing vertices propor-
tional to 1/& which contributes in the one-loop diagram;
see Appendix B. The reason is that the full and renormal-
ized classical vertices involve more than two fluctuating
fields a. Moreover, the two-loop contribution can be seen
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FIG. 23 (color online).
two-loop diagram.

Three gluon vertex correction from the

as a vertex-correction diagram to the gluonic one-loop
diagram; see Fig. 23.

The vertex correction can be rewritten in terms of a total
Ap-derivative, a three-gluon vertex diagram and a term
which resembles (minus) the vertex correction; see
Fig. 24. The only difference is that the A, leg is attached
to the full vertex. Since the two fluctuating fields are
attached to the additional propagator in the two-loop dia-
gram, the original diagram and this one differ in order a2 in
the vertex. Hence, in the present approximation we identify
it with (minus) the vertex correction. We also note that
strictly speaking the last diagram in Fig. 24 only involves
the Aj-vertex originating in S,. However, the gauge fixing
part does not contribute anyway as the vertex is contracted
with two transversal propagators. Hence, for the sake of
simplicity we will always use the full Ay-vertices, but the
gauge part is projected out in the diagrams.

Moving the vertex correction to the left hand side side
leads to the form Fig. 25 of the vertex correction, up to the

in Fig. 23.

FIG. 25. Approximation for the three-gluon vertex of Fig. 24.
_ 5A0 Hg(gllue +
FIG. 26. Identification of the gluon vacuum polarization in the

two-loop diagram of the DSE.
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FIG. 27. Approximation of glue part of the DSE for the
Polyakov loop potential.

vertex correction terms of order a2. The first term on the
right hand side of Fig. 25 is (minus) the three-gluon vertex

part of the gluonic part IT&" of the gluon vacuum polar-
ization II,; see Fig. 10. We rewrite it accordingly and the
right hand side takes the form displayed in Fig. 26,

——9 AOH‘z’lue + diagrams.

3 (D1
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FIG. 28. Approximation of ghost part of the DSE for the
Polyakov loop potential.
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Upon closing the open a-lines in Fig. 26 with the remain-
ing gluon propagator the corresponding one-loop subdia-
grams constitute TT€" up to a factor 1/2 in the tadpole
diagram. As for the 2PI derivation we drop this diagram.
Inserting Fig. 26 into Fig. 23 we are led to Fig. 27.

Similar steps as above can be done for the ghost
two-loop diagram. Here we simply note that the two ghost
terms in the DSE Fig. 2 can be rewritten as displayed in
Fig. 28. The first term on the rhs in Fig. 28 is the
Ap-derivative of the Trlog G.-term in (86). In turn, the
two remaining terms equal

) 2/1
__[_ _(_ TrIE™G, — TrHCGC) + O(a’ﬁ)]. (D2)
A L 3\2

This is most easily seen by just comparing the perturbative
two-loop diagrams in both expressions.

In summary the gluonic and ghost terms in the DSE add
up to the total Ajy-derivative (86).
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