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The branching fractions of D�
s meson decays serve to normalize many measurements of processes

involving charm quarks. Using 586 pb�1 of eþe� collisions recorded at a center of mass energy of

4.17 GeV, we determine absolute branching fractions for 13 D�
s decays in 16 reconstructed final states

with a double tag technique. In particular we make a precise measurement of the branching fraction

BðDs ! K�Kþ�þÞ ¼ ð5:55� 0:14� 0:13Þ%, where the uncertainties are statistical and systematic,

respectively. We find a significantly reduced value of BðDs ! �þ�0�0Þ compared to the world average,

and our results bring the inclusively and exclusively measured values of BðDs ! �0XÞ into agreement.

We also search for CP-violating asymmetries in Ds decays and measure the cross section of

eþe� ! D�
sDs at Ecm ¼ 4:17 GeV.

DOI: 10.1103/PhysRevD.88.032009 PACS numbers: 13.25.Ft, 13.66.Bc, 14.40.Lb

I. INTRODUCTION

Measurements of absolute hadronic branching fractions
of ground state charmed mesons are important for several

reasons. The branching fractions for certain decays, such as
Dþ

s ! K�Kþ�þ or D0 ! K��þ, serve to normalize
measurements of decay chains involving charm quarks.
Understanding D�

s decays is particularly important for
studies of the B0

s meson, the decays of which are dominated
by final states involving D�

s [1]. In addition, hadronic
decays probe the interplay of short distance weak decay
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matrix elements and long distance QCD interactions, and
measurements of branching fractions provide valuable in-
formation to help understand strong force-induced ampli-
tudes and phases [2].

The CLEO-c experiment at the Cornell Electron Storage
Ring (CESR) eþe� collider collected 586� 6 pb�1 of data
at a center of mass energy of 4.17 GeV, above the threshold
forDþ

s D�
s production, but below threshold forD�

s DK. As a
consequence any event that contains a Dþ

s meson also
contains aD�

s . This condition enables the use of a powerful
‘‘double tag’’ technique for obtaining absolute branching
fractions, pioneered by the Mark-III Collaboration [3] and
used in previous CLEO-c determinations of branching
fractions of D0, Dþ, and Dþ

s decays [4,5].
The CLEO Collaboration has previously reported mea-

surements of eight absolute Dþ
s branching fractions with a

298 pb�1 subset of the data [5]. In this paper we report the
results of an extended determination of the branching
fractions with the full CLEO-c dataset, using 13Ds decays
reconstructed in 16 final states, listed in Table I. This
update significantly improves both the statistical and sys-
tematic uncertainties on the branching fraction determina-
tions of key normalization modes. We also obtain first
measurements of the branching fractions of a number of
previously unmeasured decays, and resolve the tension
between the world average inclusive and exclusive deter-
minations of BðDs ! �0XÞ.

II. TECHNIQUE

Consider a situation in which eþe� collisions have
produced a number NDsDs

of Dþ
s D�

s pairs. For each Ds

decay mode considered, there is a branching fractionBi �
BðDþ

s ! iÞ. We assume no CP violation while determin-
ing the branching fractions, so BðDþ

s ! iÞ ¼ BðD�
s ! �{Þ.

We have

Yþ
i ¼ NDsDs

Bi�
þ
i ;

Y�
�| ¼ NDsDs

Bj�
�
�| ;

Yi�| ¼ NDsDs
BiBj�i�|

where �þi is the efficiency for the detection of the decay
Dþ

s ! i (a single tag), ���| is the efficiency for the detection

of the decay D�
s ! �| (a different single tag), �i�| is the

efficiency for the simultaneous detection of the two decays

Dþ
s ! i, D�

s ! �| (a double tag), and Yþ
i , Y

�
�| , and Yi�| are

the yields for the two single tags and the double tag. The
efficiencies are determined from Monte Carlo simulations.
We determine Yþ

i and Y�
i , and �þi and ��i , separately for

each mode i. For M different final states, there are 2M
single tag yields and M2 double tag yields, leading to
2MþM2 relations and Mþ 1 parameters (Bi and
NDsDs

) to determine. ForM � 1, this is an overconstrained

system and allows us to determine the parameters via a
likelihood fit.
We can test for direct CP violation in D�

s decays by
computing the CP asymmetries

ACP;i ¼ Yþ
i =�

þ
i � Y�

�{ =�
�
�{

Yþ
i =�

þ
i þ Y�

�{ =�
�
�{

for each mode i. The ACP values do not depend on the
branching fraction fit.

III. DETECTOR AND PARTICLE
RECONSTRUCTION

The CLEO-c detector was a symmetric general purpose
solenoidal particle detector located at the CESR eþe�
collider. The detector is described in detail elsewhere
[6,7]. Here we summarize the details relevant for this
measurement.
The momenta of long-lived charged particles, in particu-

lar �� and K�, are determined using two concentric drift
chambers [7,8] immersed in a 1 T magnetic field. The
tracking system provides angular coverage in the region
j cos �j< 0:93, where � is the polar angle from the beam
axis, and has momentum resolution �p=p� 0:6% at

1 GeV=c for tracks that cross every layer. Discrimination
between different species of charged particles is achieved
by using specific ionization (dE=dx) measurements from
the outer drift chamber and particle velocity as measured
by a ring-imaging Cherenkov detector [9] for j cos�j<
0:8. Photons are detected as showers in a CsI(Tl) electro-
magnetic calorimeter [10], which provides energy resolu-
tion of �E=E� 5% at 100 MeV.
Charged pions and kaons are selected from reconstructed

charged tracks that satisfy dE=dx and Cherenkov require-
ments. The minimum track momenta considered in this
analysis are 50 MeV=c and 125 MeV=c for �� and K�,
respectively.
We form K0

S candidates from pairs of opposite sign

charged tracks. They are constrained to originate at a
common origin which may be displaced from the primary
collision vertex, and the four-momentum of the system is
recomputed at that point. We require jmð�þ��Þ �
497:7 MeV=c2j< 6:3 MeV=c2, where mð�þ��Þ is the
reconstructed invariant mass of the �þ�� pair.
Pairs of photon candidates are combined to form

�0 ! �� and � ! �� (���) candidates and kinematic

fits to the �0 and � masses are performed to improve the

TABLE I. The 16 Ds final states used in this analysis. The
symbols ���, �3�, �

0
��, �

0
3�, and �0

�� are defined in the text.

Dþ
s ! K0

SK
þ Dþ

s ! K�Kþ�þ Dþ
s ! K0

SK
þ�0

Dþ
s ! K0

SK
0
S�

þ Dþ
s ! K�Kþ�þ�0 Dþ

s ! K0
SK

þ�þ��

Dþ
s ! K0

SK
��þ�þ Dþ

s ! �þ�þ�� Dþ
s ! �þ���

Dþ
s ! �þ�3� Dþ

s ! �þ�0��� Dþ
s ! �þ�0

��

Dþ
s ! �þ�0

3� Dþ
s ! �þ�0

�� Dþ
s ! �þ�0�0

��

Dþ
s ! Kþ�þ��
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four-momentum resolution. We require that the uncon-
strained masses be within 3� of the nominal particle
mass given the expected resolution. We reconstruct
� ! �þ���0 (�3�) candidates, requiring that 0:53<
mð�þ���0Þ< 0:57 GeV=c2.

We form �0 candidates in three final states: �þ�����

(�0
��), �þ���3� (�0

3�), and �þ��� (�0
��). The

invariant mass of the reconstructed �0 candidate is required
to satisfy jmð�0

��Þ � 957:8 MeV=c2j< 10 MeV=c2,

jmð�0
3�Þ � 957:8 MeV=c2j � 15 MeV=c2, or jmð�0

��Þ �
957:78 MeV=c2j � 18 MeV=c2. For �0

�� candidates, we

additionally require E� > 100 MeV in the laboratory

frame and mð�þ��Þ> 0:5 GeV=c2 to reduce combina-
toric background.

IV. EVENT SELECTION

At the center of mass energy Ecm ¼ 4:17 GeV, the cross
section for Ds production is dominated by the process
eþe� ! D��

s D�
s ! Dþ

s D
�
s ð�;�0Þ. We refer to the Ds

meson that is a daughter of the D�
s as the indirect Ds, and

the other as the directDs. We do not search for the � or �0

from the D�
s decay.

The signal sample consists of single and double tagged
events consistent with eþe� ! D��

s D�
s . This two-body

production mode determines the momenta of direct Ds

mesons; indirectDs mesons have an additional momentum
component from the D�

s decay. We define the recoil mass
variable mrec via

m2
recc

4¼
�
Ecm�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jpðDsÞj2c2þm2

Ds
c4

q �
2�jpcm�pDs

j2c2

where ðEcm;pcmÞ is the four-momentum of the colliding
eþe� system and pðDsÞ is the measured momentum of the
Ds candidate. The value ofmDs

is fixed at 1:9685 GeV=c2.

The mrec variable has a narrow peak at the D�
s mass for

direct Ds candidates and a broader distribution around the
D�

s mass for indirect candidates. The upper kinematic limit
of mrec, when the Ds candidate has zero momentum, is
	 2:20 GeV=c2 for Ecm ¼ 4:17 GeV. Both direct and in-
direct candidates are well separated in mrec from Ds can-
didates produced via eþe� ! Dþ

s D
�
s . The distribution of

mrec for D
þ
s ! K�Kþ�þ candidates is shown in Fig. 1.

For the K0
SK

þ, K�Kþ�þ, and �þ�0
�� single tag modes,

we require a loose recoil mass cut mrec > 2:051 GeV=c2,
which accepts both direct and indirect Ds candidates. For
all other single tag modes, for greater background suppres-
sion, we require a tight cut 2:10<mrec < 2:13 GeV=c2

which primarily accepts direct candidates. These selec-
tions reject candidates from eþe� ! Dþ

s D
�
s . In every

event we search for all considered Dþ
s and D�

s single tag
final states independently.

All possible pairings of considered final states are
searched for double tag candidates, giving 162 ¼ 256
modes. In all double tag candidates one Ds candidate

should be direct and the other indirect; therefore we require
one to have mrec > 2:1 GeV=c2 and the other mrec >
2:051 GeV=c2. Because this is looser than the tight single
tag selection, it is possible for the Ds candidates of a
double tag not to be accepted as single tag candidates.
We require that charged or neutral pions, including daugh-

ters of K0
S, �, and �0 mesons, have momenta exceeding

100 MeV=c. This removes the combinatorics associated
with the large number of soft pions fromD� decays. Inmodes
with exceptionally low background (K0

SK
þ, K�Kþ�þ,

�þ���, and �
þ�0

��) this additional selection is not applied

and the minimum pion momentum remains 50 MeV=c.
To remove contamination from K0

S decays in the

�þ�þ�� and Kþ���þ modes, candidates are vetoed if
a pion pair satisfies 475<mð�þ��Þ< 520 MeV=c2.
For �þ�0���, we enhance the signal by selecting only

candidates where 670<mð�þ�0Þ< 870 MeV=c2 (i.e.,
consistent with a �þ decay).
Finally, a number of modes are contaminated by combi-

nations of a realD0 orDþ and an additional pion. For these
modes we reject candidates where removing one pion
leaves a system with invariant mass near that of the D0

or Dþ. This has negligible impact on signal candidates but
simplifies the background description.
If there are multiple single tag candidates in an event for

a given final state and charge, we choose the one with the
smallest value of jmrec � 2:112 GeV=c2j. Similarly, if
there are multiple double tag candidates for a given mode
in an event, the one with the averageDs candidate invariant
mass closest to 1:9682 GeV=c2 is chosen. This resolution
takes place after all other selections are applied.

V. YIELDS, EFFICIENCIES, AND BACKGROUNDS

We fit the invariant mass spectrum of single tag candi-
dates to obtain signal event yields; these fits are done

K– K+ π+ mrec (GeV/c2)
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FIG. 1 (color online). Fitted yields of Dþ
s ! K�Kþ�þ can-

didates in bins of recoil massmrec in data and simulation, and the
tight and loose ranges used to select eþe� ! D��

s D�
s events for

further study. The small peak at mrec 	 1:97 GeV=c2 is due to
eþe� ! Dþ

s D
�
s .
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separately for each mode and Ds charge. The (charge-
combined) fits in data are shown in Fig. 2. The background
is parametrized as the sum of components from (a) other
decays of charmed mesons (‘‘open charm’’) and
(b) continuum light quark production, �þ�� production,
and �J=c and �c ð2SÞ production. The open charm back-
ground often has significant structure, and the shapes are
derived from a Monte Carlo simulation of inclusive open
charm production processes (‘‘generic MC’’). The non-
open charm background is parametrized by a quadratic
polynomial whose parameters are allowed to float, which
has been verified to be an acceptable model in Monte Carlo
simulations of these processes.

Open charm production and decay is modeled with the
EVTGEN package [11], with decay tables tuned to reflect the

CLEO-c results for open charm branching fractions and
production cross sections at 4.17 GeV. Initial state radiation
is modeled using the cross sections for open charm
processes from threshold to the center of mass energy
[12]. Final state radiation from charged particles is mod-
eled with the PHOTOS 2.15 package [13,14]. Particle inter-
actions with material and detector response are modeled

with a GEANT 3-based simulation [15]. The normalization
of the open charm background contribution is fixed from
the generic MC prediction and the peaking component is
generally negligible, although for modes with K0

S mesons

in the final state it can reach 5% of the signal yield.
The signals for modes with photons are modeled with

the sum of a Gaussian and a wider Crystal Ball function

[16] with a common mean parameter; all other modes are

modeled with the sum of two Gaussians with a common

mean. The lineshapes and reconstruction efficiencies are

determined from dedicated signal Monte Carlo samples

(‘‘signal MC’’).
Double tag yields are determined by counting events

in a signal region in the plane of mðDþ
s Þ versus mðD�

s Þ.
The signal region requires the mean invariant mass �m �
ðmðDþ

s Þ þmðD�
s ÞÞ=2 to satisfy j �m� 1:9682 GeV=c2j<

12 MeV=c2 and the invariant mass difference
�m � mðDþ

s Þ �mðD�
s Þ to satisfy j�mj< 30 MeV=c2.

Combinatoric backgrounds vary in �m but are largely flat
in �m for small values of that variable; hence we define a
sideband region with the same �m requirement but with
50< j�mj< 140 MeV=c2. This sideband region has

K– K+ π+

K+ π + π –π+ η′ργ

π+ η′γ γ

π+ π0 η′γ γ
π+ ηγ γπ+ η′3π π+ η3π

π+ π0 ηγ γ

K– K+ π+ π0K0
S
   K+
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FIG. 2 (color online). Invariant mass spectra for single tags and corresponding yield fits for the sixteen reconstructed Ds decay final
states. Charge conjugate yields are combined in this figure. The points are observed data; the blue solid lines are the best fit to a sum of
background and signal. The total background estimates are shown as the green dashed lines, while the background arising only from
other open charm decays (which includes the peaking contributions) is shown as red dotted-dashed lines.
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been found to model the signal region well for all but a few
peaking backgrounds arising from open charm production.
The expected yields of these peaking backgrounds are
again determined from generic MC, and form less than
1% of the total double tag yield. Figure 3 shows themðDþ

s Þ
versus mðD�

s Þ distribution for all data double tag candi-
dates, as well as the signal and sideband regions.

VI. BRANCHING FRACTION
FIT PROCEDURE

We perform a maximum likelihood fit, with the branch-
ing fractions and ND�

sDs
as parameters, to the observed

single and double tag yields. The small expected cross-
feeds and residual external peaking backgrounds to double
tag modes are included in the fit. Systematic uncertainties
are propagated to the final results by altering the fit inputs
accounting for appropriate correlations.

We check the self-consistency of the yield determina-
tions, efficiencies, and branching fraction fit procedure on
the generic MC sample, which corresponds to an integrated
luminosity of 20 times the recorded data set. We reproduce
the input parameters of the simulation with a 	2=d:o:f: ¼
19:1=17, indicating that our selection and fitting
procedures are valid. We also test the branching fraction
fitter on pseudoexperiments with very small yields and find
that it produces reasonable central values and pull distri-
butions for the output parameters, even when many of the
measured yields are in the low statistics regime.

VII. SYSTEMATIC UNCERTAINTIES
AND CROSS-CHECKS

We check the time stability of the observed K0
SK

þ and

KþK��þ cross sections, and the Dþ
s =D

�
s yield ratios in

these modes. No significant time dependence is seen.
We rely on signal lineshape parametrizations taken

from signal MC when performing fits to obtain single
tag yields in the data. The actual lineshape might be differ-
ent. We perform a second set of fits allowing the widths of
the signal peaks to vary by an overall mode-dependent
scale factor. The largest excursions are seen in modes
with photons in the final state, where changes in yields
up to 18.6% are seen (K0

SK
þ�0). We use the difference

in the fixed-width and floating-width yields as uncertain-
ties on the signal yields from the parametrizations.
Examining the eventual results of the branching fraction
fit, we do not see evidence that these yield excursions are
correlated, so these uncertainties are treated on a mode-by-
mode basis, only correlated between Dþ

s and D�
s for a

single mode.
For single tag yields, we subtract peaking backgrounds

via the background shape in the yield fit. For double tag
yields, we explicitly subtract crossfeeds and external back-
grounds. The uncertainty due to the crossfeed estimates,
and due to the single tag background parametrization, is
obtained by refitting with the total open charm background
estimates reduced by 20%; the effect on the results is
generally negligible, giving an uncertainty <0:2% on
BðDs ! K�Kþ�þÞ. The largest effect is 1.0% on
BðDs ! K0

SK
0
S�

þÞ.
We independently compare the Monte Carlo and data

rates for random pion pairs to be reconstructed as K0
S

candidates in modes with K0
S daughters, by extracting the

single tag yields in sidebands of K0
S mass in data. The

generic MC overestimates the background, compared to
data, and we correct for this effect. The statistical uncer-
tainty in the difference of the rates in data and generic MC
is considered a systematic uncertainty.
We assign a number of systematic uncertainties to ac-

count for differences in predicted and actual efficiencies
for reconstructing final state particles. These are assumed
to be fully correlated across all efficiencies. We observe
that for some neutral hadrons simulation overestimates the
reconstruction efficiency, so we apply corrections of
�6:0% per �0, �6:5% per ��� candidate, and �4:6%

per �0
�� candidate. The uncertainties applied to the effi-

ciencies are 0.3% per charged pion, including K0
S daugh-

ters; 0.4%–2.5% for decays with charged kaons, where the
exact value depends on the momentum spectra of the
kaons; 0.9% per K0

S; 1.2%–1.8% per �0, depending on

the momentum spectra; 4.0% per ��� candidate and �0
��

candidate; and an additional 4.0% for �0
�� candidates,

added in quadrature with the previous uncertainty.
Similarly we correct the simulation for observed small
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FIG. 3 (color online). Invariant mass of D�
s candidate versus

invariant mass of Dþ
s candidate for all double tag candidates

(combining all 256 channels). The central blue box indicates the
signal region, while the two red boxes displaced along the
diagonal indicate the sideband region.
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momentum-dependent differences between simulation and
data for particle identification efficiency, and we assign an
uncertainty of 0.2% per pion and 0.3% per kaon, correlated
for all efficiencies.

We use certain intermediate particle decays
(K0

S ! �þ��, � ! ��, � ! �þ���0, �0 ! �þ���,
and �0 ! �þ���), which themselves have uncertainties
in their branching fractions. We correct our simulations to
the PDG 2012 [1] world averages for these branching
fractions and include systematic uncertainties of 0.07%,
0.7%, 1.2%, 1.6%, and 2.0%, respectively.

The predicted reconstruction efficiencies for various Ds

decays depend on the resonant substructure of the decays,
as these determine the momentum spectra of observed final
state particles. Differences between data and simulation in
decays to three or more final state particles may therefore
bias the efficiency. We obtain a measurement of the effi-
ciency from data and compare to the simulation to deter-
mine the potential size of such biases. First, we parametrize
the efficiency as a function of ‘‘Dalitz variables,’’ the
invariant mass squaredsm2

ab of pairs of final state particles.

This parametrization is done with a multilayer perceptron
neural network from the TMVA package [17], used as a
regression tool. It is trained on simulation samples where
generated events which are reconstructed in simulation are
assigned the value 1, and those which are not reconstructed
are assigned the value 0; using the cross entropy cost
function the neural network output value converges to the
local value of the efficiency at each point in phase space
[18]. This procedure can be applied to simulated samples
where the generated events are not uniformly distributed in
phase space. We then use our likelihood fits to data to
obtain per-event signal weights using the sPlot procedure
[19], which essentially functions like a sideband subtrac-
tion technique using all available events. Having obtained
the efficiency as a function of position in phase space and a
background-subtracted model of the distribution of data
events in the phase space, the weighted harmonic mean of
the expected efficiencies

P
wi=

Pðwi=�iÞ provides the
overall efficiency, as estimated from data. We can perform
this procedure in generic MC as well, which gives an
estimate of the bias in the determined efficiency caused
by the presence of background. We generally assign the
quadrature sum of the departures from unity of the data/
signal MC and generic MC/signal MC ratios as the uncer-
tainty due to the resonant substructure for a mode. This
ranges from 0.6% for K�Kþ�þ to 9.0% for K�Kþ�þ�0.
In the�þ�þ�� mode, there is evidence that a contribution
not modeled in the simulation is present in data. In this case
we correct the efficiency determined from simulation by
5%, to match the value estimated from data, and apply
an uncertainty of 2%. Additional uncertainties of
(0.6–0.7)% are applied to account for the fraction of events
rejected by K0

S vetoes. Finally, we see an excess of events

in data for �þ�0� that have mð�þ�0Þ above the upper

bound for our �þ selection, compared to MC simulation.
We find that the MC-determined ratio of yields after our
mð�þ�0Þ selection to the full phase space is low by
ð�13� 2Þ% and correct our efficiency to reflect this, as
our final result is the branching fraction for the full
mð�þ�0Þ phase space.
We use tight cuts onmrec in order to reduce backgrounds

for most single tag yields. The efficiency of this cut de-
pends on the momentum spectrum of the Ds mesons pro-
duced via eþe� ! D�

sDs. We consider two effects that
might alter this. First, initial state photon radiation can
result in a true center of mass energy lower than the
nominal one; this shifts mrec towards higher values and
can cause events to fail the tight cut. Second, indirect Ds

mesons produced in D�
s ! �0Ds are much more likely to

be accepted by the tight mrec cut than those from D�
s !

�Ds, so uncertainties in BðD�
s ! �0DsÞ translate to un-

certainties in the tight mrec cut efficiency. We measure the
ratio of observed single tag K�Kþ�þ yields for the tight
and loose mrec cuts in data and signal MC, which differ
by ð0:4� 0:6Þ%. In addition we find that changing
BðD�

s ! �0DsÞ by the uncertainty on the PDG average
and allowing a 0.7% contribution from BðD�

s ! eþe�DsÞ
[20] causes excursions of 0.3% on the efficiency.
Combining these effects we add systematic uncertainties
of 0.6% and 0.3% in quadrature, correlated for single tag
efficiencies in modes with tight mrec cuts.
We allow only one candidate per reconstructed final

state per event, and there is some inefficiency associated
with this choice; if the rate of events with multiple candi-
dates differs in data and in MC, our nominal efficiencies
will be in error. We estimate the size of such an effect by
computing the ratio of Ds yield in the rejected candidates
to the yield in the chosen candidates. We see agreement in
the rates between data and MC within the statistical un-
certainty. The difference in the central values of the ratios
is taken as a systematic uncertainty.
Final state photon radiation (FSR) from charged Ds

daughters is modeled in simulation using the PHOTOS pack-
age, which allows interference between the radiation from
different daughters. Events with significant FSR will have
low reconstructed Ds candidate mass and will have lower
efficiency. We determine the difference in efficiency be-
tween simulated events where PHOTOS does not generate a
FSR photon and the inclusive sample, and assign 30% of
this difference as a systematic uncertainty. The largest
value is 1.4% for �þ�þ��.
The systematic uncertainties considered in this analysis

are summarized in Table II.

VIII. RESULTS AND DISCUSSION

The results of the branching fraction fit and CP asymme-
try analysis are shown in Table III; the correlation matrix is
available in the Supplemental Material [21]. The statistical
uncertainty on BðDs ! K�Kþ�þÞ is 2.5%, and the
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quadrature sum of the statistical and systematic uncertainty
is 3.4%. This compares to the PDG 2012 fit uncertainty of
4.9% [1]. The PDG 2012 fit includes previous CLEO-c
results and is therefore correlated with this measurement.
The largest contributors to the systematic uncertainties on

BðDs ! K�Kþ�þÞ are shown in Table IV; the largest term
is the kaon tracking efficiency uncertainty. In addition we
obtain ND�

sDs
¼ ð5:67� 0:15ðstatÞ � 0:10ðsystÞÞ 
 105;

this gives �D�
sDs

ð4:170 GeVÞ ¼ 0:967� 0:026ðstatÞ �
0:017ðsystÞ � 0:010ðlumÞ nb. The luminosity normaliza-
tion is derived using the procedure discussed in Ref. [4].
No notable CP asymmetries are found, the most significant
being 1:6� in K0

SK
þ.

Compared to our previous result based on 298 pb�1 of
data, all values are consistent with the exception of
K�Kþ�þ�0, which has increased 13%. The change is
due to improvements in our understanding of the resonant
substructure and our �0 reconstruction efficiency.
We find BðDs ! �þ�0�0Þ to be less than half the PDG

2012 value of BðDs ! �þ�0Þ, which is set by a branching
ratio measured in Ref. [22] (BðDs ! �þ�0Þ=BðDs !

�þÞ ¼ 2:78� 0:28� 0:30). As noted in Ref. [23], the
PDG value causes a large tension between the inclusive
measurement of BðDs ! �0XÞ ¼ ð11:7� 1:8Þ% [24] and
the sum of known exclusive branching fractions ð18:6�
2:3Þ%. With our new BðDs ! �þ�0Þ and BðDs !
�þ�0�0Þ, and using the PDG fits for BðDs ! Kþ�0Þ and
BðDs ! �0eþ�Þ, we find the sum of exclusive decays
involving �0 to be ð11:7� 0:9Þ%, in very good agreement
with the inclusive determination.
These results supersede previous CLEO-c determina-

tions of Ds branching fractions and CP asymmetries.
However, they do not supersede the measurement of
BðDs ! �þ�Þ ¼ ð8:9� 0:6� 0:5Þ% from Ref. [25], as
that measurement explicitly looks only at the �þ contribu-
tion instead of the full �þ�0 phase space.

TABLE II. Systematic uncertainties for the inclusive branch-
ing fraction measurement. The ‘‘Affects’’ column indicates
whether an uncertainty applies to efficiencies (E) and/or
yields (Y).

Source Uncertainty (%) Affects

Charged pion reconstruction 0.3 E

Charged kaon reconstruction 0.4–1.1 E

K0
S reconstruction 0.9 E

�0 reconstruction 1.2–1.8 E

���, �
0
�� reconstruction 4.0 E

�0
�� reconstruction 4.0 E

BðK0
S ! �þ��Þ 0.07 E

Bð� ! ��Þ 0.7 E

Bð� ! �þ���0Þ 1.2 E

Bð�0 ! �þ���Þ 1.6 E

Bð�0 ! ��Þ 2.0 E

Particle identification 0.3–1.4 E

Resonant substructure 0.6–9.0 E

mðDsÞ lineshapes 0.4–16.1 Y, E

Background parametrization 0–1.0 Y

Fake K0
S background subtraction 0–1.7 Y

Initial state radiation 0.6 E

Multiple candidate rate 0.1–10.7 E

Final state radiation 0.1–1.4 E

Other D�
s decays 0.3 E

TABLE III. Results of the fit for Ds decay branching fractions; comparison to the PDG 2012 fit result; ratio to BðDs ! K�Kþ�þÞ
for this result; and CP asymmetries ACP for this result. For CLEO-c results uncertainties are statistical and systematic, respectively;
for the PDG fit total uncertainties are shown.

Mode This result B (%) PDG 2012 fit B (%) B=BðDs ! K�Kþ�þÞ ACP

K0
SK

þ 1:52� 0:05� 0:03 1:48� 0:08 0:274� 0:006� 0:005 þ0:026� 0:015� 0:006
K�Kþ�þ 5:55� 0:14� 0:13 5:49� 0:27 1 �0:005� 0:008� 0:004
K0

SK
þ�0 1:52� 0:09� 0:20 � � � 0:274� 0:016� 0:037 �0:016� 0:060� 0:011

K0
SK

0
S�

þ 0:77� 0:05� 0:03 � � � 0:138� 0:009� 0:006 þ0:031� 0:052� 0:006
K�Kþ�þ�0 6:37� 0:21� 0:56 5:6� 0:5 1:147� 0:034� 0:099 þ0:000� 0:027� 0:012
K0

SK
þ�þ�� 1:03� 0:06� 0:08 0:96� 0:13 0:185� 0:011� 0:015 �0:057� 0:053� 0:009

K0
SK

��þ�þ 1:69� 0:07� 0:08 1:64� 0:12 0:304� 0:010� 0:014 þ0:041� 0:027� 0:009
�þ�þ�� 1:11� 0:04� 0:04 1:10� 0:06 0:200� 0:007� 0:008 �0:007� 0:030� 0:006
�þ� combined 1:67� 0:08� 0:06 1:83� 0:15 0:301� 0:014� 0:013 þ0:011� 0:030� 0:008
�þ��� 1:75� 0:08� 0:16 � � � 0:315� 0:013� 0:031 þ0:006� 0:036� 0:009
�þ�3� 1:63� 0:12� 0:06 � � � 0:294� 0:020� 0:011 þ0:024� 0:054� 0:016
�þ�0� 9:2� 0:4� 1:1 8:9� 0:8a 1:66� 0:07� 0:21 �0:005� 0:039� 0:020
�þ�0 combined 3:94� 0:15� 0:20 3:94� 0:33 0:709� 0:025� 0:039 �0:022� 0:022� 0:006
�þ�0

�� 4:07� 0:17� 0:30 � � � 0:73� 0:03� 0:06 �0:052� 0:027� 0:008
�þ�0

3� 3:7� 0:5� 0:2 � � � 0:68� 0:08� 0:04 þ0:011� 0:097� 0:032
�þ�0

�� 3:91� 0:17� 0:33 � � � 0:70� 0:03� 0:06 þ0:031� 0:039� 0:007
�þ�0�0 5:6� 0:5� 0:6 12:5� 2:2a 1:01� 0:08� 0:12 �0:004� 0:074� 0:019
Kþ�þ�� 0:654� 0:033� 0:025 0:69� 0:05 0:118� 0:006� 0:005 þ0:045� 0:048� 0:006

aFor PDG results, we show the result for �þX rather than �þ�0X as the latter is unavailable.
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IX. CONCLUSION

We have measured the absolute branching fractions for
thirteen Ds decays, reconstructed in sixteen final states,
using a double tag technique. This provides the most
precise available values of the reference branching
fractions BðDs ! K�Kþ�þÞ and BðDs ! K0

SK
þÞ. The

thirteen decays together form ð40:7� 1:8Þ% of Ds

decays. No evidence of direct CP violation was found.

We find that BðDs ! �þ�0�0Þ is significantly smaller
than the current world average, and our measured
value resolves the tension between the inclusive and ex-
clusive determinations of BðDs ! �0XÞ. Finally, we have
also determined the cross section for eþe� ! D�

sDs at
Ecm ¼ 4:17 GeV to be �D�

sDs
ð4:170 GeVÞ ¼ 0:967�

0:026ðstatÞ � 0:017ðsystÞ � 0:010ðlumÞ nb.
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