
Peak-background split, renormalization, and galaxy clustering

Fabian Schmidt,1 Donghui Jeong,2 and Vincent Desjacques3

1Department of Astrophysical Sciences, Princeton University, Princeton, New Jersey 08544, USA
2Department of Physics and Astronomy, Johns Hopkins University, 3400 North Charles Street,

Baltimore, Maryland 21210, USA
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We present a derivation of two-point correlations of general tracers in the peak-background split (PBS)

framework by way of a rigorous definition of the PBS argument. Our expressions only depend on

connected matter correlators and ‘‘renormalized’’ bias parameters with clear physical interpretation, and

are independent of any coarse-graining scale. This result should be contrasted with the naive expression

derived from a local bias expansion of the tracer number density with respect to the matter density

perturbation �L coarse-grained on a scale RL. In the latter case, the predicted tracer correlation function

receives contributions of order h�n
Li at each perturbative order n, whereas, in our formalism, these are

absorbed in the PBS bias parameters at all orders. Further, this approach naturally predicts both a scale-

dependent bias /k2 such as found for peaks of the density field, and the scale-dependent bias induced by

primordial non-Gaussianity in the initial conditions. The only assumption made about the tracers is that

their abundance at a given position depends solely on the matter distribution within a finite region around

that position.
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I. INTRODUCTION

The clustering of tracers of the large-scale structure in
the Universe, such as galaxies, clusters, or the Lyman-�
forest, is one of the most important probes of the origin and
evolution of cosmological perturbations. On sufficiently
large scales, correlations are weak and one should hope
that a perturbative approach will allow us to cleanly con-
nect observations with the predictions of cosmological
models (such as the standard cold dark matter scenario
with adiabatic Gaussian initial conditions). In case of the
matter density perturbations, these perturbative approaches
are well developed (see [1] for a review). On the other
hand, the formation of the tracers we actually observe
necessarily involves highly nonlinear, small-scale mecha-
nisms which cannot be described perturbatively. In order to
relate observations to theory, we thus need an effective
description which involves unknown ‘‘bias parameters.’’
These parameters in general need to be determined obser-
vationally, and we would like as many parameters as
necessary to accurately describe tracer correlations down
to some minimum scale, but not more, in order to retain the
maximum amount of cosmological information. Which
bias parameters need to be included, and to what order, is
still an open problem.

The simplest and most well-known bias expansion is the
local expansion in terms of density [2–4],

�h;LðxÞ ¼ c0 þ c1�LðxÞ þ c2
2
�2
LðxÞ þ � � � ; (1)

where cn are the bias parameters, �h;L is the fractional

tracer density perturbation, and �L is the corresponding

matter density perturbation. Here, both the tracer and the
matter density field are understood as coarse-grained on
some scale RL, so that this expansion can be interpreted as
a counts-in-cells relation, and the cn as ‘‘scatter-plot bias
parameters.’’ This perturbative description is commonly
assumed to be valid on large scales [5,6], i.e. only if �2

L ¼
h�2

Li � 1, although the series could actually converge even
for �L * 1 if the condition jcnþ1=cnj � const is satisfied
in the limit n ! 1; however, the larger �L is, the more
terms need to be included to obtain a converged expres-
sion. As can easily be seen, the correlation function pre-
dicted by Eq. (1) depends on the coarse-graining scale
through the variance �2

L � h�2
Li, and all higher moments

of the density field.
In contrast to counts-in-cells studies [2], where a specific

scale RL is singled out, we expect that no additional
smoothing scale RL should enter the calculation of corre-
lation functions on a scale r (unless we directly link RL

to r, as done in [7]). Thus, we need to absorb the
RL-dependent pieces into renormalized bias parameters
bN , as proposed for the first time by McDonald [8] and
tested against simulations in Jeong and Komatsu [9]. More
recently, this approach has been pursued to higher order in
the multipoint propagator framework [10] by Matsubara
[11]. In accordance with renormalization theory, the
expression for tracer correlators in terms of the parameters
bN should be RL-independent, and convergent in terms of
matter correlators at the separation at which we measure
tracer correlations (rather than zero-lag correlators such as
h�2

Li). In the process of renormalization, we have to
introduce a new bias parameter bN at each order in �L

PHYSICAL REVIEW D 88, 023515 (2013)

1550-7998=2013=88(2)=023515(25) 023515-1 � 2013 American Physical Society

http://dx.doi.org/10.1103/PhysRevD.88.023515


which needs to be determined from observations. Similar
conclusions hold when adding other, nonlocal quantities to
the expansion Eq. (1), such as derivatives of � or the tidal
tensor. With in principle arbitrarily many free parameters,
the clustering of large-scale structure tracers loses all
cosmological constraining power. Moreover, treating the
bN as mere nuisance parameters (as in [8,12]) precludes us
from using any information contained in the bN on the
parent halos and formation history of the tracers.

There is thus strong motivation to try to associate physi-
cal meaning with the renormalized bias parameters. This
would allow models of, say, galaxy formation to provide
sensible priors on the allowed range of the parameters, or
to predict connections between different bias parameters.
For example, there is a well-motivated connection between
the linear bias with respect to density of a tracer and the
parameter that quantifies the scale-dependent bias induced
by primordial non-Gaussianity [13,14]. In this case, the
connection is crucial, as without it one would not be able
to constrain primordial non-Gaussianity from the scale-
dependent bias.

Our goal in this paper is to explicitly derive the physical
meaning of the renormalized bias parameters bN , and
their exact relation to observables such as the correlation
function to any order. Physically, the renormalized bias
parameters quantify the response of the mean abundance of
tracers to a change in the background matter density �� of
the Universe (at fixed proper time since the big bang), i.e.

bN ¼ ��N

�n

@N �n

@ ��N : (2)

This definition applies to tracers of any nature; in the
considerably more restrictive case of universal mass func-
tions, where the abundance of tracers depends only on
�c ¼ �c=�ðMÞ, a fractional change D in the background
density is equivalent to a change in the parameter �c !
�c �D, leading to the well-known peak-background split
(PBS) bias parameters [15], Eq. (49) in Sec. II C. Even
though Eq. (2) is much more general, we will still refer to
the parameters bN as ‘‘PBS biases’’ for convenience,
although it is important to keep the distinction in mind.

We will show that the bias parameters defined through
Eq. (2), and its generalization to nonlocal biases, are the
coefficients multiplying powers of the matter correlation
function �LðrÞ in the expansion of the tracer correlation
function. Specifically, for a Gaussian density field we
obtain

�hðrÞ ¼
X1
N¼1

b2N
N!

½�LðrÞ�N: (3)

We also show that the bN agree with the bias parameters
identified through a direct calculation of the correlations
of thresholded regions and peaks of the density field.
However, it is important to note the difference in philoso-
phy between each derivation: thresholded regions and

peaks constitute ‘‘microscopic’’ models of tracers, where
the relation between matter and tracer density is explicitly
specified on all scales (this is also the approach taken in
Matsubara [11], although the description is kept general
there). On the other hand, here we treat local biasing
(and its generalization to nonlocal quantities) as effective
description on sufficiently large scales, independently
of the microscopic physics. In the language of field theory,
the former approaches constitute specific ‘‘UV-complete’’
theories, while the approach presented here is an ‘‘effective
theory’’ of biasing. Specifically, RL serves the role of a
UV cutoff whose precise value should not impact correla-
tions on scales of observable interest.
The exact relation between the parameters bN and tracer

correlations provides a rigorous framework in which
further modeling assumptions for any given tracer, for
example from the excursion set, peak model, or halo
occupation distribution, can be embedded—both in order
to tighten constraints on cosmological parameters, and
in order to infer the physics of the formation of the tracers
(as also pointed out in [16], the deviations from the peak-
background split predictions found in [17] are due to the
fact that the authors assumed a universal mass function of
halos, not due to the inaccuracy of the peak-background
split argument itself). Along the way, we also show that
renormalization removes the zero-lag matter correlators
from the expression for the tracer correlation function at
all orders, as required. We also show that the same bias
parameters describe both the tracer auto- and the cross
correlation with matter. The expression of tracer correla-
tions in terms of renormalized bias parameters and
‘‘no-zero-lag’’ matter correlators such as the correlation
function is manifestly convergent as long as these matter
correlators are small. This is in close analogy to the
expression for tracer correlations in terms of resummed
bias parameters in [11]. Note that the treatment in [11] is in
Fourier space, while we work in real space here, for which
we believe that the physical assumptions and arguments
are more clear.
The renormalization approach proposed in [8] provides

us with another extremely valuable tool: in describing the
tracer density in terms of the ‘‘bare’’ bias parameters cn,
we coarse-grain both tracer and matter fields on some scale
RL. The requirement that the final expression for observ-
able tracer correlations be independent of RL provides us
with a quantitative estimate of the limits of the ansatz
Eq. (1). Once an RL-dependence is found, we are guided
to find an additional dependence of the tracer density on a
‘‘regional’’ property of the matter density field which
absorbs the dependence on RL through renormalization.
We show this explicitly in two cases: a bias with respect to
r2�, previously found specifically for peaks of the density
field, which absorbs the RL-dependence induced by
the smoothing of the matter correlation function over the
coarse-graining scale; and a bias with respect to the
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variance of the small-scale density field, which has to be
introduced in the presence of primordial non-Gaussianity.
In the latter case, the renormalization absorbs the
c1c2h�Lð1Þ�2

Lð2Þi term into an overall scale-dependent
bias coefficient, similarly as shown in [18]. However, in
our approach we find a clear physical interpretation of this
coefficient, which preserves the connection to the Gaussian
bias derived in [13,14].

In order to achieve these results efficiently, we adopt
several simplifications. First, we work in real space rather
than Fourier space, since this is where the coarse-graining
and ‘‘separation of scales’’ is defined. We thus do not
address effects such as stochasticity and exclusion, which
are restricted to very small physical separations (while they
in general affect Fourier-space correlations at all k).
Furthermore, our approach is primarily intended as being
applied in Lagrangian space. However, we will not restrict
the treatment to a linear or Gaussian density field. Thus,
our results are applicable to biasing with respect to a non-
linearly evolved matter density field as well, though, in that
case, further nonlocal biases should in general be consid-
ered [19–21]. We also assume that the tracer abundance
solely depends on the total matter distribution, rather than
the baryon and cold dark matter density separately; the
approach can easily be generalized to deal with the two-
component fluid. Finally, we restrict ourselves to two-point
correlations of tracers.

Implicitly, we will work in synchronous-comoving
gauge throughout. That is, all comoving observers on a
constant-t slice share the same proper time (at linear
order), and thus see a Universe of equal age. For a different
choice of time slicing, tracer correlations in general receive
contributions from the different evolutionary stage of
different regions as well [22] (see also [23–26]).

The outline of the paper is as follows. In Sec. II, we
describe the basic approach assuming purely local biasing
as in Eq. (1) (although we never actually use this relation)
and Gaussian initial conditions, and derive the expression
for tracer correlations in terms of PBS bias parameters. In
Sec. III, we show how a bias with respect to r2� naturally
appears in this approach. Finally, in Sec. IV we consider
the case of non-Gaussian initial conditions. We conclude in
Sec. V. The Appendix contains the derivation of the key
result of Sec. II for general non-Gaussian initial conditions,
the extension of the treatment in Sec. III to higher order,
and detailed derivations of some relations used in the
main text.

II. PEAK-BACKGROUND SPLIT AND
TRACER CORRELATIONS

Consider a filter function WLðxÞ of characteristic size
RL, normalized to unity in 3D space. In the following we
assume that the filter function is isotropic, WL ¼ WLðjxjÞ.
This is a natural assumption since any anisotropy would
correspond to introducing preferred directions. We define

the filtered (coarse-grained) density field �L in terms of the
full density field �ðxÞ through

�LðxÞ �
Z

d3yWLðx� yÞ�ðyÞ; (4)

where the subscript L refers to the coarse-graining scale RL

(indicated as circles in Fig. 1). We can think of �LðxÞ as the
average density within a region U of size RL centered on
x. Note that while we primarily think of �ðxÞ as being the
Lagrangian density field, many of our results will not
make any assumptions about the statistics of �ðxÞ (e.g.,
Gaussianity). The small-scale density field, which we
will consider in Sec. IV, is then defined as �sðxÞ ¼ �ðxÞ �
�LðxÞ [Eq. (86)]. The number of tracers (orange dots in
Fig. 1) within this region U is simply given by the
weighted sum, i.e., the discretized analog of Eq. (4),

n̂hðxÞ ¼
X
i

WLðxi � xÞ; (5)

where the sum runs over all tracers in the (idealized)
sample, and xi is the position of tracer i. The expectation
value hn̂hi, estimated by averaging over N different regions
U and letting N ! 1, is equal to the cosmic mean of the
abundance of tracers. It can be measured (with some
uncertainty) either observationally or in simulations for
any given tracer.
We can now implicitly define a function Fh;Lð�L;xÞ

through

n̂hðxÞ ¼ Fh;Lð�LðxÞ;xÞ: (6)

The dependence of Fh;L on x denotes any departure, or

‘‘scatter,’’ of the tracer number density from a determinis-
tic relation n̂hðxÞ ¼ n̂h½�LðxÞ�; by definition, this scatter is
equivalent to the dependence of n̂h on the small-scale
fluctuations �s in the given region. The key assumption

FIG. 1 (color online). Sketch of the separation of the density
field (blue, thin line) into large-scale part �L (red, thick line) and
a small-scale part �s [Eq. (86) in Sec. IV; thin black line below],
via an arbitrary coarse-graining scale RL. The tracer density
coarse-grained on scale RL (circles) is described by the
function Fh;Lð�L;xÞ [Eq. (6)], where the explicit dependence

on x encodes the scatter around the mean relation with �L, which
is assumed to be uncorrelated with �L.
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we will make below is that the correlation of this scatter
with large-scale perturbations (in particular on the scales
we are measuring correlation functions) is negligible.
Then, the scatter will add noise to the measurement, but
will not contribute to the expectation value of correlation
functions on large scales [27]. If this assumption breaks
down, it is straightforward to include other properties of
the density field as arguments of Fh;L, which will be the

subject of the following sections. The PBS argument we
will apply below will allow us to derive the statistics of the
tracer without any explicit knowledge of the function Fh;L.

As indicated by the notation, the function Fh;L will depend

on RL.
We can formally expand Eq. (6) in a Taylor series,

n̂hðxÞ ¼
X1
n¼0

1

n!
FðnÞ
h;Lð0;xÞ½�LðxÞ�n; (7)

where FðnÞ
h;Lð0;xÞ denotes the n-derivative of Fh;Lð�L;xÞ

with respect to �L evaluated at position x and at �L ¼ 0.
We now take the expectation value of Eq. (7) in order to
obtain an expression for the mean number density of
tracers, our first observable. Our assumption of negligible
correlation between �L and the scatter encoded in the
explicit x-dependence of Fh;L implies that the two factors

in each term of Eq. (7) are independent random variables
(cf. the Poisson clustering model [4]):

hFðnÞ
h;Lð0;xÞ½�LðxÞ�ni ¼ hFðnÞ

h;Lð0;xÞih½�LðxÞ�ni: (8)

We then obtain

hn̂hðxÞi ¼
X
n

1

n!
hFðnÞ

h;Lð0;xÞ½�LðxÞ�ni (9)

¼ X
n

1

n!
hFðnÞ

h;Lð0;xÞih�n
Li (10)

¼ hFh;Lð0Þi
�
1þ c2

2
�2

L þ c3
6
h�3

Li þ � � �
�
; (11)

where we have defined

cn � 1

hFh;Lð0Þi hF
ðnÞ
h;Lð0Þi; (12)

dropping the argument x since the ensemble average
is independent of location due to homogeneity. The cn
depend on RL, but for clarity we will not indicate this
dependence explicitly. Further, as in Sec. I,

�2
L � h�2

Li ¼
Z d3k

ð2�Þ3 j
~WLðkÞj2PðkÞ: (13)

Note that by definition, h�Li ¼ 0, and c0 ¼ 1. In the limit
that RL ! 1 so that �L ! 0, we see that hn̂hi ¼ hFh;Lð0Þi,
the expectation value of the function Fh;L at the back-

ground density. For finite values of RL however, hn̂hi

receives contributions from the variance �2
L and higher

order moments of the density field coarse-grained with
WL. This just says that for finite regions U, hFh;Lð0Þi
does not give the cosmic mean of the tracer abundance,
hn̂hi. This is commonly phrased as a nonzero zeroth order
bias parameter given by hn̂hi=hFh;Lð0Þi so that the cosmic

mean is recovered upon taking the ensemble average.

A. Correlations

We now turn to the correlation function �h of tracers. If
we measure the correlation function at separation r, we
clearly need RL < r in order to avoid large effects of the
coarse-graining. However, as discussed in Sec. I, the pre-
cise value of the coarse-graining scale should not have an
effect on the final expression for the correlation function.
We will deal with the effects of the coarse-graining on the
tracer correlation function in Sec. III.
In terms of the coarse-grained densities n̂h, the simplest

estimator for �h can be written as

�̂hðrÞ ¼
X

r<jxi�xjj<rþ�r

n̂hðxiÞn̂hðxjÞ
�n2h

� 1: (14)

Here, �nh is the mean observed abundance of tracers, which
can be defined as �nh ¼ N�1

P
in̂hðxiÞ, where the sum runs

over a large number N of random locations. We now let �r
go to zero, and take the expectation value of Eq. (14):

h�̂hðrÞi ¼ hn̂hð1Þn̂hð2Þi
hn̂hi2

� 1; (15)

where ‘‘1’’ and ‘‘2’’ stand for two arbitrary locations
separated by a distance r. Following the reasoning above,
the derivatives of Fh;L with respect to �L at the two

locations separated by r are independent random variables,

hFðnÞ
h;Lð0;x1ÞFðmÞ

h;Lð0;x2Þi ¼ hFðnÞ
h;Lð0;x1ÞihFðmÞ

h;Lð0;x2Þi:
(16)

Using Eq. (7), we can then write Eq. (15) in terms of the
statistics of the coarse-grained density field �L, and the
coefficients cn:

h�̂hðrÞi ¼
P1

n;m¼0
cncm
n!m! h�n

Lð1Þ�m
L ð2ÞiP1

n;m¼0
cncm
n!m! h�n

Lih�m
L i

� 1: (17)

Similarly, we can define the tracer-matter cross-correlation
function (assuming that �L is observable somehow) and
obtain its expectation value:

�̂hmðrÞ ¼
X

r<jxi�xjj<rþ�r

n̂hðxiÞ�̂LðxjÞ
�nh

(18)

h�̂hmðrÞi ¼ hn̂hð1Þ�Lð2Þi
hn̂hi ¼

P1
n¼1

cn
n! h�n

Lð1Þ�Lð2ÞiP1
n¼0

cn
n! h�n

Li
: (19)
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These expressions involve sums over moments of the
density field, which contain disconnected pieces such as
h�2

Li, multiplied by the bare bias parameters cn. The con-
vergence of this sum of RL-dependent coefficients multi-
plying RL-dependent disconnected moments is apparently
only assured in the general case if �2

L, and higher moments
of the density field, are much less than 1, since terms of
order h�n

Li appear at arbitrarily high n. On the other hand, a
physically reasonable perturbative bias model for �hðrÞ,
�hmðrÞ should converge as long as the connected matter
correlators are much less than 1, independently of the
choice of the fictitious coarse-graining scale. Thus, our
goal is to reorder the sum in Eqs. (17) and (19) into a
sum of RL-independent coefficients bN multiplying only
powers of connected matter correlators. This can be seen
as a renormalization of the ‘‘bare’’ coefficients cn into
‘‘renormalized’’ bias parameters bN . We will see below
that they have clear physical significance.

We can expand the correlators into connected parts
(cumulants) as follows. The correlator appearing in the
cross correlation Eq. (19) can be written for any statistical
field as

h�n
Lð1Þ�Lð2Þi ¼

Xn
N¼0

n

N

 !
h�n�N

L ih�N
L ð1Þ�Lð2Þic; (20)

where the subscript c denotes connected correlators. Thus,
Eq. (19) can also be written as

h�̂hmðrÞi¼ 1

N

X1
n¼1

cn
n!

Xn
N¼0

n

N

 !
h�n�N

L ih�N
L ð1Þ�Lð2Þic; (21)

where we have defined

N � X1
n¼0

cn
n!

h�n
Li: (22)

The density field correlator in the autocorrelation Eq. (17)
is more complicated. As shown in Appendix A,

h�n
1�

m
2 i ¼

Xn
k¼0

Xm
l¼0

n

k

 !
h�k

1i
m

l

 !
h�l

2ih�n�k
1 �m�l

2 inzl; (23)

where h�inzl denotes a disconnected correlator that, when
expanded into cumulants, does not contain any zero-lag
pieces, i.e. no factors that asymptote to a constant as
r ! 1 [see Eq. (A12) in Appendix A for a mathematical
expression of this definition]. We will restrict to the
Gaussian case here, and postpone the discussion of non-
Gaussian density fields to Sec. IV and Appendix A. The
no-zero-lag requirement entails that �Lð1Þ and �Lð2Þ have
to appear in equal powers in ‘‘nzl’’ correlators. Defining

�LðrÞ � h�Lð1Þ�Lð2Þi; (24)

we obtain

h�n
Lð1Þ�m

L ð2Þinzl ¼Gaussian
n!½�LðrÞ�n�nm: (25)

The factor n! comes about because there are n! ways to
contract 2n factors of �L [n of �Lð1Þ and �Lð2Þ each] into a
product of n correlation functions. Further,

h�n
Li ¼ ðn� 1Þ!!�n

L (26)

for n even, and zero for n odd. This yields

h�n
Lð1Þ�m

L ð2Þi ¼Gaussian Xminðn;mÞ

k: n�k;m�keven

ðn�k�1Þ!!ðm�k�1Þ!!

� n

k

 !
m

k

 !
k!�nþm�2k

L ½�LðrÞ�k:

(27)

B. PBS and bias parameters

So far, all we have done is divide the Universe into
fictitious regions, and describe the number density of trac-
ers in regions in terms of a function Fh;L [Eq. (6)]. We were

then able to formally express the correlations of tracers in
terms of the statistics of the matter density and the deriva-
tives of the function Fh;L, all of which depend on the

coarse-graining scale RL.
We now turn to the peak-background split argument, and

the definition of the PBS bias parameters with respect
to density. The argument can be summarized as follows:
if the description of the clustering of tracers solely through
their dependence on �L is sufficient, then the expected
abundance of tracers in a region U characterized by a
coarse-grained overdensity �L ¼ D is sufficiently well
approximated by the average abundance of tracers hn̂hi in
a fictitious Universe with modified background density

��0 ¼ ��ð1þDÞ; (28)

where �� is the actual background density.
The advantage of this approach is that we only need a

prediction for hn̂hi as function of the background density ��0
to calculate the statistics of tracers; no knowledge of the
function Fh;L is necessary. Note also that this is directly

connected to the derivation of bias (linear bias in that case)
in the relativistic context presented in [22]. Specifically, we
are working in the synchronous gauge where all space-time
points on an equal-coordinate-time hypersurface share the
same cosmic age. Correspondingly, when calculating hn̂hi
for varying ��0 it is crucial to keep the age of the Universe
fixed.
Thus, we now consider the case where we perturb the

background density by � �� ¼ D ��, where D is an infini-
tesimal parameter. Thus, in a region with overdensity �L

the matter density is perturbed to

�L ¼ ��ð1þ �LÞ ! ��ð1þ �LÞ þ � �� ¼ ��ð1þ �L þDÞ:
(29)

Note that we add a fixed amount of uniform matter density
everywhere; we do not rescale the local matter density � by
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1þD, which would also amplify the fluctuations �. We
can obtain the average number density of tracers hn̂hi
(more precisely, the expectation value of the estimated
mean number density in some volume) in such a
Universe from the expansion in terms of coarse-grained
�L, Eq. (11):

hn̂hijD ¼ hFh;Lð0Þi
X1
n¼0

cn
n!

hð�L þDÞni; (30)

where Fh;L and cn both refer to the Universe with back-

ground density ��, i.e. D ¼ 0.
Let us now define the peak-background split bias

parameters bN (N � 1):

bN � 1

hn̂hijD¼0

@Nhn̂hijD
@DN

��������D¼0
: (31)

Using Eq. (28), we can also write this as

bN ¼ ��N

hn̂hi
@Nhn̂hi
@ ��N ; (32)

where the derivatives are evaluated at the fiducial value of
��. It is worth emphasizing the difference between these
bias parameters and the cn defined in the last section: the
bN quantify the response of the cosmic mean abundance of
tracers to a change in the background density of the
Universe; specifically, they do not make any reference to
the regions U, or the scale RL. The cn on the other hand
quantify the average response of the abundance of tracers
within a region U to a change in the average density �L

within that region, evaluated at �L ¼ 0; they thus neces-
sarily depend on the filter function WL and scale RL.
Further, there is no ‘‘scatter’’ in the defining relation
Eq. (31) for the PBS biases, although the values for bN
measured in reality will clearly have a finite error bar as we
can only approximate this relation within a finite volume.

The bN are closely related to the resummed bias propa-
gators defined in [11] [see Eqs. (83) and (84) there], while
the bare bias parameters cn correspond to the bare propa-
gators [Eqs. (1) and (2) in that paper].

Using Eq. (30), we can derive an algebraic relation
between bN and cn:

bN ¼ 1

N

X1
n¼N

cn
n!

n!

ðn� NÞ! h�
n�N
L i: (33)

By reordering the sum in Eq. (21), we immediately see that
the tracer-matter cross correlation in terms of the PBS bias
parameters is given by

h�̂hmðrÞi ¼
X1
N¼1

bN
N!

h�N
L ð1Þ�Lð2Þic: (34)

This is the well-known bias expansion of the tracer-matter
cross-correlation function. However, note that the matter
correlators appearing here are the connected correlators.

In particular, in the case of a Gaussian density field we
obtain

h�̂hmðrÞi ¼ b1�LðrÞ; (35)

i.e. the tracer-matter cross-correlation function is simply
proportional to the linear matter correlation function (the
same conclusion was reached by [28], who only considered
Gaussian density fields). Similarly, using Eqs. (33) and
(27) we can reexpress the autocorrelation [Eq. (17)] as

h�̂hðrÞi ¼
X1

N;M¼1

bN
N!

bM
M!

h�N
L ð1Þ�M

L ð2Þinzl: (36)

This relation straightforwardly generalizes to the cross
correlation between two different tracers h1, h2, yielding

h�̂h1h2ðrÞi ¼
X1

N;M¼1

bð1ÞN

N!

bð2ÞM

M!
h�N

L ð1Þ�M
L ð2Þinzl;

where bðiÞN denotes the PBS bias parameter for tracer hi
[Eq. (34) is of course a special case of this, with b1 ¼ 1,
bN>1 ¼ 0 for matter].
Even though Eq. (27) assumes a Gaussian density field,

Eq. (36) is in fact valid for a general non-Gaussian density
field. The proof in this case requires somewhat more effort
and is given in Appendix A. We point out that the deriva-
tion of Eq. (36) is equivalent to the renormalization of
multipoint propagators [10,11,29], and valid for general
statistical fields. Note that there is no b0; the expressions
Eqs. (34)–(36) only involve terms with bN for N � 1. In
the Gaussian case, Eq. (36) further simplifies to

h�̂hðrÞi ¼
X1
N¼1

b2N
N!

½�LðrÞ�N: (37)

Equations (34)–(37) achieve the desired result: an
expansion of the tracer correlation function in terms of
RL-independent bias parameters which multiply powers of
the matter correlation function �LðrÞ (or, more generally,
no-zero-lag correlators). The series in Eqs. (36) and (37)
have a convergence radius set solely by the values of the bN
and the amplitude of the matter correlation function at
scale r, which is what we expect from a physical bias
expansion.1 On the other hand, in the bare bias expansion,
Eq. (17), terms of order �n

L appear at every successive
higher order, suggesting that we need to coarse-grain
the density field on quasilinear scales in order for the
expansion to be perturbatively valid. This of course would
be disastrous for any sharp features in the correlation

1If b2N=N! grows faster with N than an exponential, e.g., if
bN 	 NaN with a > 1=2, then the series does not converge for
any r. In this case, our approach does not make a prediction for
the clustering of tracers in the large-scale limit. Through
Eq. (31), this essentially means that hn̂hi is defined only for
one exact value of �� and nowhere else, which is clearly not a
physical behavior.
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function; for example, choosing a coarse-graining scale
of RL ¼ 30–50 Mpc=h would erase the baryon acoustic
oscillation (BAO) feature at r ¼ 150 Mpc=h. In the PBS
bias expansion, there is no need to choose a coarse-
graining scale this large. Rather, the validity of the result
Eqs. (34)–(37) is determined by the requirement that any
residual dependence on RL be negligible.

Another important property of this expansion is that the
same PBS bias parameters describe both the matter-tracer
cross correlation and the tracer autocorrelation, which is
what we expect from a physical bias expansion (the
corresponding statement in Fourier space is complicated
by the small-scale effects such as stochasticity, shot noise
and halo exclusion which contribute to the tracer power
spectrum at all k).

One crucial advantage of this approach is that we have an
indicator for when the underlying assumptions break down:
if evaluation of Eq. (36) shows that the result is in fact
RL-dependent, then we know that the underlying assump-
tions, in particular the description n̂hðxÞ ¼ Fh;Lð�LðxÞÞ,
break down. One then has to identify the physical reason
for this RL-dependence, and add a dependence of the
tracer number density on additional parameters which
will absorb (‘‘renormalize’’) the RL-dependence. We will
see two important examples of this in Secs. III and IV. First
however, we will derive the PBS biases for the widely
considered case of universal mass functions, and then
illustrate the approach on a concrete example of biased
tracer: regions above threshold.

C. PBS biases for universal mass functions

The mean abundance of tracers such as dark matter
halos of some mass M
 is often parametrized in the
form

�nh ¼ ��fð�cÞJ
 (38)

�c � �c

�

; J
 � d ln�


d lnR

; (39)

where �
 is the variance of the linear matter density field
on scale R
, R
 is related to the mass M
 through
M
 ¼ 4�=3 ��R3
, and �c is the linearly extrapolated thresh-
old for collapse. Further, fð�cÞ is in general an arbitrary
function of �c. The Jacobian J
 is present in order
to convert from an interval in �
 to a mass interval.
Equation (30) is referred to as a ‘‘universal mass function’’
and was originally motivated by the excursion set formal-
ism [30]. It is a special case of a more general description
of mean tracer abundance we will consider in Sec. IVE.

In order to derive the bias parameters Eq. (31), we need
to know how �nh changes under a change in the background
density of the Universe [Eq. (28)]. Since we work in the
Lagrangian picture, we will ignore the trivial dependence
through the �� prefactor in Eq. (38). The threshold �c is
defined as the fractional overdensity a region must have

to collapse2 at a fixed proper time t0. In an Einstein-
de Sitter Universe, a spherical perturbation with a
mean initial fractional overdensity �c � 1:686, i.e. with
�ð<R; tÞ ¼ ½1þ aðtÞ�c� ��ðtÞ average interior density for
aðtÞ � 1, collapses at a ¼ 1. The same reasoning also
holds for more general expansion histories, where �c

assumes other values. Since the evolution of such a
perturbation is independent of the external Universe
(by Birkhoff’s theorem), a perturbation of the same physi-
cal density �c will collapse at the same proper time in a
Universe with perturbed background density ��0¼ ��ð1þDÞ
as well. The significance �c ¼ �c=�
 ¼ ð�c � ��Þ=��RMS

quantifies how rare fluctuations above a physical density
threshold �c ¼ ð1þ �cÞ �� are given the rms fluctuation
amplitude ��RMS ¼ �
 ��. Clearly, if we add a uniform
matter density component D ��, the critical overdensity
changes to

�c � ��0 ¼ ð1þ �cÞ ��� ð1þDÞ �� ¼ ð�c �DÞ ��: (40)

Thus, the significance is modified to

�0
c ¼ �c � ��0

�
 ��
¼ �c �D

�

: (41)

For a mass function of the form Eq. (38), changing the
background density is thus equivalent to changing �c !
�c �D. Equations (38) and (31) thus immediately yield

bN ¼ ð�1ÞN
hn̂hi

@Nhn̂hi
@�N

c

¼ ð�1ÞN
�N


1

fð�cÞ
dNfð�cÞ
d�N

c

: (42)

This is the widely known expression for the peak-
background split bias parameters, which in our approach
is a special case of Eq. (31).

D. Application to regions above threshold

We now turn to a simple example of tracer for which an
exact expression of the tracer correlations is known.
Precisely, we define our tracer to be a region where the
density field � is above a fixed threshold �c ¼ �c�
, where
�
 is the rms fluctuation of the density field and �c an
arbitrary fixed parameter. The density field can be thought
of as smoothed on some scale r
; however, since for our
purposes this scale is irrelevant, we will not make this
smoothing explicit in our notation in order to avoid con-
fusion. Note also that we do not make any assumption
about �c, such as the ‘‘high peak limit.’’ In the present
case, unlike peaks of the density field, the tracer population
is not a (countable) point set. Rather, tracers cover a finite
volume, and the tracer number can be defined as a con-
tinuous field

NhðxÞ ¼ �ð�ðxÞ � �c�
Þ: (43)

2Since general relativity is scale-free, this threshold is inde-
pendent of the size and enclosed mass of the perturbation.
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The number density of tracers as defined earlier in this
section is then given by

n̂hðxÞ ¼
Z

d3yNhðyÞWLðx� yÞ: (44)

We first review the exact approach to the clustering of such
‘‘tracers,’’ and then investigate the PBS prediction. Note
that essentially all these results have already been derived
in [11,31–36]. However, we review it here in light of the
discussion presented above.

1. Exact calculation for a Gaussian density field

The mean ‘‘number density’’ hn̂hi of the tracers defined
above is simply given by the fraction of the total volume
that is above the threshold �c�
,

hn̂hi ¼ P1ð�cÞ; (45)

where P1ð�cÞ is the probability that the density field at a
random location is larger than �c�
. If the underlying
density field follows Gaussian statistics with variance �
,
P1 is given by

P1ð�cÞ ¼ 1ffiffiffiffiffiffiffi
2�

p
Z 1

�c

dxe�x2=2 ¼ 1

2
erfc

�
�cffiffiffi
2

p
�
: (46)

The exact expression for the two-point correlation function
of our ‘‘tracers,’’ �hðrÞ, is then given by the probability of
finding two peaks P2 separated by r, relative to the random
probability (Sec. III B of [31]) through

�hðrÞ ¼ P2ð�c; rÞ
½P1ð�cÞ�2

� 1

¼ 2

�

�
erfc

�
�cffiffiffi
2

p
���2 X1

N¼1

½�ðrÞ�N
N!�2N


½HN�1ð�cÞ�2e��2
c :

(47)

Here, �ðrÞ is the two-point correlation function of the
underlying density field smoothed on the scale R
, so
that �ð0Þ ¼ �2
.

2. Peak-background split calculation

Equation (36) gives the tracer correlation function in
terms of the PBS bias parameters and powers of �LðrÞ.
Note however that given the explicit relation between n̂h
and � through Eq. (43) in this simple example, the division
into regions U is a purely conceptual device here, and we
can always set RL to be equal to or smaller than the
smoothing scale adopted in the thresholding approach.
Hence, we will drop the subscript RL below.

The PBS bias parameters are defined by Eq. (31). Given
our definition of tracers as regions where �ðxÞ> �c, or
equivalently, �ðxÞ> ��ð1þ �cÞ, we see that a fractional
change D in the background density is equivalent to a
change in the threshold �c:

�� ! ��ð1þDÞ , �c ! �c �D: (48)

Hence, the PBS bias parameters are given by

bN ¼ ð�1ÞN
hn̂hi

@Nhn̂hi
@�N

c

¼ ð�1ÞN
�N


1

P1ð�cÞ
dNP1

d�N
c

: (49)

This of course can also be derived by noting that the
‘‘abundance’’ of regions above threshold Eq. (45) is a
special case of universal mass functions [Eq. (38) without
the Jacobian factor which is irrelevant for the bN], so that
Eq. (42) applies. By using the generating function of the
(probabilists’) Hermite polynomial

HnðxÞ ¼ ð�1Þnex2=2 dn

dxn
ðe�x2=2Þ (50)

we calculate the nth derivative of P1 (n � 1) as

dnP1

d�n
c

¼ dðn�1Þ

d�ðn�1Þ
c

�
� e��2

c=2ffiffiffiffiffiffiffi
2�

p
�
¼ ð�1ÞnHn�1ð�cÞ e

��2
c=2ffiffiffiffiffiffiffi
2�

p :

(51)

Thus, we can explicitly write the PBS bias parameters for
our tracers:

bN ¼
ffiffiffiffi
2

�

s �
erfc

�
�cffiffiffi
2

p
���1 e��2c=2

�N

HN�1ð�cÞ: (52)

Inserting this into Eq. (37), we immediately obtain the PBS
prediction for the correlation of thresholded regions:

�hðrÞ¼ 2

�

�
erfc

�
�cffiffiffi
2

p
���2

e��2
c

X1
N¼1

HN�1ð�cÞ
N!�2N


½�ðrÞ�N: (53)

We see that this agrees with the direct calculation, Eq. (47).
A mathematically similar derivation was presented in [31].
The difference is that in [31], we used Eq. (49) and (47) to
infer the general relation Eq. (37). Here, we are simply
illustrating how the independently derived Eq. (37) applies
to the case of thresholded regions, a case where we know
explicitly the function Fh;Lð�LÞ. As proven in the previous

section, Eq. (37) and the much more general Eq. (36) apply
to any tracer as long as the dependence of the tracer density
on other quantities apart from the matter density can be
neglected.
One alternative to the simple local bias expansion

Eq. (1) in the context of thresholded regions is to expand
Eq. (43) in terms of Hermite polynomials, as done in
[11,32,36] (see also [3,4]):

�ð�� �cÞ ¼
X1
n¼0

anð�cÞHnð�Þ (54)

where �ðxÞ � �ðxÞ=�
, and

anð�cÞ ¼
8><
>:

1
2 erfc

�
1ffiffi
2

p �c

�
n ¼ 0

1
n!

1ffiffiffiffiffi
2�

p e��2
c=2Hn�1ð�cÞ n � 1

: (55)
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The bias parameters they obtain are exactly equal to our renormalized PBS bias parameters, Eq. (52). The reason for this is
that, in the Gaussian case, the Hermite expansion ensures that no disconnected pieces remain in the correlation function
expression Eq. (17). Specifically, denoting �i ¼ �ðxiÞ, we have

hHnð�1ÞHmð�2Þi ¼ 1

2�

Z 1

�1
d�1Hnð�1Þ

Z 1

�1
d�2Hmð�2Þ exp

�
�ðr12Þ
�2


@2

@�1@�2

�
e�ð�2

1
þ�2

2
Þ=2

¼ 1

2�

X1
N¼0

1

N!

�
�ðr12Þ
�2


�
N Z

d�1Hnð�1ÞHNð�1Þe��2
1
=2
Z

d�2Hmð�2ÞHNð�2Þe��2
2
=2

¼ n!

�
�ðr12Þ
�2


�
n
�nm: (56)

The Hermite expansion is thus an elegant way of directly
obtaining renormalized bias parameters in the case of
thresholding in a Gaussian density field. However, the
additional contributions obtained in the non-Gaussian
case spoil this renormalization of all zero-lag terms, as
we will see in Sec. IV.

III. SMOOTHED CORRELATION FUNCTION
AND CURVATURE BIAS

Above we explained that the expression of the tracer
correlation in terms of PBS bias parameters and connected
matter correlators [Eqs. (36) and (37) for the general and
Gaussian case, respectively] should be numerically insen-
sitive to the value of the coarse-graining scale RL. Further,
a significant RL-dependence indicates the breakdown of
our assumption that the tracer density is a function only of
the local coarse-grained density.

For r � RL, and as long as �ðrÞ is smooth (e.g., a power
law), the smoothed version of �ðrÞ, �LðrÞ, will not
differ significantly from �ðrÞ. However, if �ðrÞ has some
features on a scale �r � r, such as the BAO feature with
�r	 20 Mpc=h, then the condition for RL-independence
becomes much more restrictive: RL � �r. We now show
how the RL-dependence induced through �LðrÞ can be
cured.

For a general isotropic filter function [see Eq. (B1) in
Appendix B] the effect of smoothing on the correlation
function �ðrÞ can be perturbatively described through

�LðrÞ ¼
Z d3k

ð2�Þ3 j
~WLðkÞj2PðkÞeik�r

¼
Z d3k

ð2�Þ3 ð1� 2R2
Lk

2 þOðk4ÞÞPðkÞeik�r

¼ �ðrÞ þ 2R2
Lr2�ðrÞ þOðr4�ðrÞÞ; (57)

by suitable definition of the parameter RL. In Appendix B,
we give the general expansion of ~WLðkÞ [Eq. (B2)] and
the expansion of �LðrÞ in terms of derivatives of �ðrÞ
[Eq. (B3)]. Thus, if R2

Lr2� is comparable to �, our require-
ment of RL-independence does not hold. In our approach,
this signals a breakdown of the underlying assumption
that tracer statistics can be described purely by their

dependence on the local matter density. Instead, let us
assume that the local number density also depends on the
coarse-grained Laplacian of the density field, i.e. the
curvature:

n̂hðxÞ ¼ Fh;Lð�LðxÞ;r2�LðxÞ;xÞ: (58)

The Laplacian is the lowest order term in derivatives of �L,
because a dependence on the gradient of �L would imply a
preferred direction.3 In general, we now have to perform a
bivariate expansion of the function Fh;L in �L and r2�L.

Let us for now restrict to lowest order to keep the treatment
clear, and consider the Gaussian case. The expansion
to higher orders in derivatives of �L is described in
Appendix B. The tracer autocorrelation becomes

�hðrÞ ¼ c21h�Lð1Þ�Lð2Þi þ 2c1cr2�h�Lð1Þr2�Lð2Þi
þOðr4�Þ

¼ c21½�ðrÞ þ 2R2
Lr2�ðrÞ� þ 2c1cr2�r2�ðrÞ: (59)

Here, we have defined

cr2� ¼ 1

hFh;Lð0Þi
	

@Fh;L

@ðr2�LÞ
���������L¼0;r2�L¼0



: (60)

Equation (59) is again phrased in terms of (in general)
disconnected matter correlators and RL-dependent
bare bias parameters. We now need to introduce an
RL-independent PBS bias parameter for r2� as defined
in Sec. II B for the density itself. We would like a trans-
formation where the Laplacian of the density perturbation
shifts by a constant:

r2��ðxÞ ¼ r2�ðxÞ þ �

‘2
; (61)

where � is a dimensionless small parameter, and we have
added a length scale ‘. This corresponds to

��ðxÞ ¼ �ðxÞ þ �

6‘2
ðx2 þA � xþ CÞ; (62)

3Terms such as ðr�LÞ2 could however appear at second and
higher order.
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where A and C are constants and the center of the region
considered is chosen as the origin. We are not interested in
adding a gradient to the density field and hence set A ¼ 0.
Note that Eq. (62) is only defined for a region of finite size
(e.g., a simulation box), so that hnhi in the following is to
be considered as an ensemble average over many such
finite regions. We will also set C ¼ 0 so that �ð0Þ, at the
center of the region considered, is unchanged (a constant
shift in � such as described by C just corresponds to the
density bias transformation of Sec. II B). Thus,

��ðxÞ ¼ �ðxÞ þ �

6‘2
x2: (63)

We can now defined a (renormalized) PBS bias parameter
through

br2� ¼ ‘2

hn̂hi
@hn̂hð0Þi

@�

���������¼0
: (64)

Defined in this way, the scale ‘ will disappear out of the
final expression for the tracer correlation function (note
that br2� has dimension length squared). In order to derive
the relation between br2� and the cn, we need the behavior
of both �LðxÞ and r2�LðxÞ under the transformation
Eq. (63). The latter is immediately obtained as

r2�L;�ðxÞ ¼ r2�LðxÞ þ �

‘2
: (65)

We are interested in the change of �L near the origin (the
center of the region U). In analogy with Eq. (57), we
obtain

�L;�ð0Þ ¼
Z

d3yWLðyÞ
�
�ðyÞ þ 1

6

�

‘2
y2
�

¼ �Lð0Þ þ �
R2
L

‘2
: (66)

Thus, Eq. (58) yields at lowest order

br2� ¼ ‘2

Fh;Lð0Þ

�
�
@Fh;Lð�L; 0Þ

@�L

@�L

@�
þ @Fh;Lð0;r2�LÞ

@ðr2�LÞ
@ðr2�LÞ

@�

�
¼ c1R

2
L þ cr2�: (67)

Now, we can write the generalization of our previous
result, Eq. (37), at lowest order, assuming we absorb the
smoothing effect on �ðrÞ, as

�hðrÞ ¼ b21�ðrÞ þ 2b1br2�r2�ðrÞ; (68)

where the factor of 2 comes from the two permutations
when writing down all mixed no-zero-lag correlators
between � and r2�. Using Eq. (67), this is equal to

�hðrÞ ¼ c21�ðrÞ þ 2½c21R2
L þ c1cr2��r2�ðrÞ þOðr4�ðrÞÞ;

exactly matching the result of Eq. (59). Thus, by introduc-
ing a dependence of the tracer density on the Laplacian of
the density field, and a corresponding PBS bias parameter,
we are able to absorb the effects of the coarse-graining on
the correlation function. Moreover, in Appendix B we
show that this continues to arbitrary powers of derivatives,
and that the PBS bias parameters can entirely absorb the
smoothing effect on �L [Eq. (B16)]. Specifically, up to
order r4�ðrÞ, we obtain

�hðrÞ ¼ b21�ðrÞ þ 2b1br2�r2�ðrÞ
þ ½ðbr2�Þ2 þ b1br4��r4�ðrÞ: (69)

There are two important implications of this result. First,
our approach, which does not make any assumptions on the
tracers themselves, generically predicts the existence of a
bias with respect tor2�, which in k-space corresponds to a
scale-dependent bias / k2. One can interpret this as the
statement that the tracer density is in general not a truly
local function of the matter density, but depends on the
matter distribution within a finite region whose character-

istic scale is given by
ffiffiffiffiffiffiffiffiffiffi
br2�

p
.

Second, the definition of the PBS bias parameter br2�

[Eq. (64)] has a clear physical interpretation: it corresponds
to the response of the tracer number density to a uniform
shift in the curvature of the density field [and shifts of
higher derivatives in the general case, Eq. (B4)]. Below we
will show how this bias can be evaluated for an analytical
example, peaks of the density field. A quantitative test on
N-body simulations will be the subject of future work.
Beyond linear order in the matter correlation function,

one in principle has to expand the tracer density in a
multivariate bias expansion of r2n�L (n � 0). Although
we have only shown that this expansion removes the
RL-dependence contained in �LðrÞ at linear order in �,
we expect this to be the case for higher orders as well. In
practice, the suppression of br2n�r2n� compared to �
ensures that one only needs to keep a finite number of
terms.

A. Connection with the peak model

In the peak model, we identify large-scale structure
tracers with discrete peaks of the density field above
some threshold �c. These distinct peaks constitute a point
set (in contrast to the regions above threshold considered in
Sec. II D). For a Gaussian density field, it is possible to
calculate the two-point correlation of these peaks exactly
[37,38]. It is well known that peaks exhibit a scale-
dependent bias in Fourier space / k2 which is equivalent
to a bias with respect to r2� [37–39]. In this section, we
show how the approach outlined in the previous section
relates to this model.
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As in Sec. II D, we smooth the density field on a scale R

and define the local significance �ðxÞ ¼ �ðxÞ=�
. Note
that the smoothing scale here is physical, unlike the ficti-
tious coarse-graining scale adopted in the renormalization
approach described above. Apart from R
, which is usually
identified with the Lagrangian radius of the halos consid-
ered and is irrelevant for the discussion here, the peak
model by itself does not involve any other coarse-graining
scale. We begin by outlining the derivation of the mean
number density of peaks, which follows Appendix A of
[40], but will use the slightly different notation of [37,38].

The location xp of a peak is defined through constraints

on the overdensity � (or equivalently �), its gradient
� � r�, and its Hessian �ij � @i@j�:

�ðxpÞ>�c�
; �ðxpÞ ¼ 0; 	1ðxÞ;	2ðxÞ;	3ðxÞ> 0;

(70)

where �c ¼ �c=�
 is the scaled threshold, and 	i are the
eigenvalues of �ij. Let V denote the ten-component vector

consisting of �, �, and the six independent components
of �ij. The differential (in terms of �) mean number density

of peaks is then given by

�npkð�cÞ /
Z

�Dð�� �cÞ�Dð�Þ�ð	1Þ�ð	2Þ�ð	3Þ
� e�QðVÞd10V

QðVÞ ¼ 1

2
VTM�1V; (71)

where M is the covariance matrix of V. The most difficult
part of the calculation is deriving the integration region and
measure of V, but we will not need to deal with this
explicitly as we are only interested in how �npk transforms

under a change in ln �� and under the transformation
Eq. (61). Following Bardeen et al. [40] we introduce new
variables u, y, z (u is their x), where in particular

u � �Tr�ij
�2

¼ �r2�

�2

; �2
2 ¼ hðr2�Þ2i; (72)

corresponds to minus the curvature of the density field
scaled to unit variance. The log-likelihoodQ then becomes

2Q ¼ �2 þ ðu� u
Þ2
1� 
2

þ 2Qþ; (73)

where

u
 ¼ 
�; and 
 ¼ h�ui (74)

is a scaled spectral moment quantifying the correlation
between � and u. 2Qþ is the log-likelihood of y, z, �,
and the other components of �ij, and is independent of

� and u.

Bardeen et al. [40] then find for the mean differential
peak number density

�npk ¼ 1

ð2�Þ2R3
1

G0ð
; 
�cÞe��2
c=2; (75)

where R1 is the characteristic radius of a peak (Eq. (19) in
[38]), and

G0ð
; u
Þ ¼
Z 1

0
dufðuÞ

exp
�
� ðu�u
Þ2

2ð1�
2Þ
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�ð1� 
2Þp : (76)

Here, fðuÞ is a function encoding the integral over y and z
which accounts for the asphericity of the peak profile [40].
Going back to Eq. (73), we see that adding a uniform

density component corresponds to a change in the thresh-
old as described in Sec. II D, whereas the other variables u,
y, z are not affected. Thus, the density bias parameters are
given by

bN ¼ ð�1ÞN
�npk

@N �npk

@ð�cÞN ; (77)

where �c is the height of the density threshold. These PBS
bias parameters precisely agree with the coefficients of
�ðrÞ and ½�ðrÞ�2 derived from an explicit computation of
the peak two-point correlation function [38]. The relation
Eq. (77) was already pointed out in [15].
More interesting in this context is the derivation of the

bias with respect to r2�. We consider the transformation
Eq. (61) in a region of finite size ‘, so that the effect on the
density and � is negligible if � � 1. Thus, all components
of the vector V are unaffected with the exception of u.
Instead of following a Gaussian of mean zero and variance
of 1, u is now Gaussian-distributed around (recall the
minus sign in the definition of u)

hui� ¼ � �

�2‘
2
; (78)

with unit variance. Thus, the log-likelihood Eq. (73)
changes to

2Qð�Þ ¼ �2 þ 1

1� 
2

�
uþ �

�2‘
2
� u


�
2 þ 2Qþ: (79)

Clearly, this is equivalent to changing

u
 ! u
 � �

�2‘
2
: (80)

The remainder of the calculation of �npk follows through as

before, since it is independent of the distribution of u. We
thus obtain for the renormalized curvature bias [Eq. (64)]
in the peak model
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br2� ¼ ‘2

�npk

@ �npk
@�

���������¼0
¼ � 1

�npk�2

@ �npk
@u


��������u
¼
�c

¼ � 1

G0ð
; 
�cÞ�2

@G0ð
; u
Þ
@u


��������u
¼
�c

¼ �ðG0�2Þ�1
Z 1

0
du

�
u� 
�c

1� 
2

�
fðuÞ e

�ðu�
�cÞ2
2ð1�
2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�ð1� 
2Þp
¼ � 1

�2

�
�u� 
�c

1� 
2

�
; (81)

where �u is the mean peak curvature (i.e. the integral of u
times the integrand of G0, normalized by G0 and evaluated
at 
�c). Equation (81) is precisely the scale-dependent bias
parameter b01 found in [37,38], except for a minus sign
which arises from the fact that these authors defined b01 as
the linear bias associated with �2u ¼ �r2�. The biases
with respect to higher powers of r2� are obtained by
generalizing Eq. (81) to

bðr2�ÞN ¼ ð�1ÞN
G0ð
; u
Þ�N

2

@NG0ð
; 
�cÞ
@uN


��������u
¼
�c

: (82)

In particular, we find for the PBS bias with respect
to ðr2�Þ2

bðr2�Þ2 ¼ ðG0�
2
2Þ�1

Z 1

0
du

ðu� 
�cÞ2 � ð1� 
2Þ
ð1� 
2Þ2 fðuÞ

� e
�ðu�
�cÞ2

2ð1�
2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�ð1� 
2Þp

¼ 1

�2
2

�hðu� 
�cÞ2ipk
ð1� 
2Þ2 � 1

1� 
2

�
; (83)

in agreement with b02 as derived in [41]. Note that by
construction, the peak model does not predict any biasing
with respect to higher than second derivatives of the
density field (br2n� ¼ 0 for n > 1).

Desjacques et al. [38] were also able to derive the scale-
dependent bias b01 ¼ �br2� from a peak-background
split calculation. However, they employed a conditional
mass function, i.e. the number density of peaks given a
(spherical) overdensity on a much larger scale RB � R
,
whereas here we derived all PBS bias parameters from the
unconditional mass function (this is also the approach
taken by [41]). Nevertheless, all these treatments are based
on a similar reasoning, i.e. a long-wavelength perturbation
shifts the mean curvature (in the case of [38], the shift is
correlated with the density), and lead to the same final
result. Note that the peak-background split approach can be
generalized to derive full expressions for the peak correla-
tion functions [41], which also include dependencies on

more general rotational invariants, such as ð ~r�Þ2 and
½ð@i@j � �ijr2=3Þ��2. These are present in the clustering

of peaks, even though it is not necessary to introduce them

in order to cure the RL-dependence of �h induced by
smoothing, as we have seen here and in Appendix B.
It is important to note that the peak model is fundamen-

tally different from local bias expansions in the sense that it
only involves a physical smoothing scale R
, and no further
coarse-graining. Nevertheless, the term / b01r2� in �pk is

equivalent to the generic br2� term in �h. Namely, b01r2�
restores the contrast of the baryon acoustic oscillation,
otherwise smeared out by the filtering in b210�
 [37].

Moreover, in general b01 can be greater than 	R2
 so that
the contrast of the BAO in the peak correlation �pkðrÞ can
even be enhanced relative to that in the unsmoothed mass
correlation �ðrÞ (see Fig. 5 in [37]). However, subsequent
gravitational evolution suppresses most of this scale-
dependence (expected to be at the few percent level at
the time of collapse [38]). We expect this to be a general
feature of a r2� bias specified in Lagrangian space.

IV. NON-GAUSSIAN CASE

We now return to the case of a tracer which can be
sufficiently well described by density bias, i.e. we neglect
the curvature bias corrections, but consider the case of
initial conditions that are non-Gaussian. Specifically, we
will first focus on the case of local primordial non-
Gaussianity, which has been shown to lead to a large
modification of clustering on large scales; general shapes
of non-Gaussianity will be considered in Sec. IVD.
The derivation in Sec. II can be generalized to a general

non-Gaussian density field, in which Eq. (36) formally
retains its validity (see Appendix A). However, one can
easily show that in general the resulting tracer correlation
function depends on the coarse-graining scale RL. At low-
est order the tracer autocorrelation becomes

�hðrÞ ¼ b21�LðrÞ þ b1b2h�Lð1Þ�2
Lð2Þi þOð�4

LÞ; (84)

the second term being the leading non-Gaussian correc-
tion. For primordial non-Gaussianity of the local type,
and in the limit r � RL, the second correlator is given
by [see Eq. (97)]

h�Lð1Þ�2
Lð2Þi ¼ 4fNL�

2
L���ðrÞ; (85)

where ��� is the cross correlation between the matter and

primordial Bardeen potential �. Given the appearance of
�2

L, Eq. (84) is strongly RL-dependent. This indicates that
the description of the tracer density as a function of the
matter density �L alone is insufficient even on large scales
in the non-Gaussian case.
Instead, we need to include a dependence of the tracer

density on the amplitude of small-scale fluctuations. This
dependence is present regardless of the nature of the initial
conditions; however, only in the non-Gaussian case are
there large-scale modulations of the small-scale fluctua-
tions, due to mode coupling, whereas in the Gaussian case
we were able to neglect the small-scale fluctuations in the
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large-scale description. In general, one would imagine that
the abundance of tracers depends on the amplitude of
small-scale fluctuations on a range of scales. However,
for simplicity we will parametrize the dependence through
the variance of the density field on a single scale R
. In the
local model, which we will focus on here, this is sufficient
in any case as all small-scale fluctuations are rescaled
equally (in the large-scale limit), so that the value of R

becomes irrelevant for the final result.

While we focus on primordial non-Gaussianity of
the local type here, the extension to other types of
non-Gaussianity is straightforward (see Sec. IVD).
Furthermore, we only rely on the description of the density
field in terms of N-point functions, with the three-point
function being the lowest order non-Gaussian contribution
which we focus on here. That is, we do not rely on a
fictitious Gaussian field from which the non-Gaussian field
is constructed. This is different than the approach taken in
[16,42,43], where the separation of scales is typically
applied in the fictitious Gaussian field, and an application
in the physical non-Gaussian potential is not straight-
forward to implement [16].

We first define the small-scale density field as the local
fluctuations around the coarse-grained field �L:

�sðxÞ � �
ðxÞ � �LðxÞ
¼
Z

d3y½W
ðx� yÞ �WLðx� yÞ��ðyÞ

¼
Z d3k

ð2�Þ3
~WsðkÞ�ðkÞeik�x; (86)

~WsðkÞ ¼ ~W
ðkÞ � ~WLðkÞ: (87)

In Fig. 1, �s is illustrated by the thin black line in the lower
part of the figure. Note that as k ! 0, ~WsðkÞ / k2, i.e. the
long-wavelength modes are filtered out as desired. This
implies that the cross correlation between �sðxÞ and the
density field �RðxÞ smoothed on some scale R goes to zero
as R becomes much larger than RL:

h�sðxÞ�RðxÞi ¼
Z d3k

ð2�Þ3
~WsðkÞ ~WRðkÞPðkÞ ���!R�RL

0; (88)

and similarly for h�sðx1Þ�Lðx2Þi if jx1 � x2j � RL. We
further use the notation

�2
s � h�2

si ¼
Z d3k

ð2�Þ3 j
~WsðkÞj2PðkÞ: (89)

We quantify the dependence of the tracer abundance on the
amplitude of small-scale fluctuations through

y
ðxÞ � 1

2

�
�2
sðxÞ
�2

s

� 1

�
; (90)

where the subscript 
 refers to the smoothing scale R
,
hy
i ¼ 0, and the factor of 1=2 is included to obtain ex-
pressions which conform to standard convention later on.

In the Gaussian case, �sðrÞ ! 0 for r � RL, so that the
small-scale density field and y
 in particular have no large-
scale correlations. In the non-Gaussian case however, y
 is
in general correlated with long-wavelength perturbations.
Note that h�sð1Þ�Lð2Þi vanishes by construction on large
scales [Eq. (88)], so that it is natural to start the expansion
with the leading term �2

s .
We now generalize Eq. (6) to explicitly include the

dependence on y
,

n̂hðxÞ ¼ Fh;Lð�LðxÞ; y
ðxÞ;xÞ: (91)

Although our approach here is formally similar to the
bivariate local expansion in �L and �L adopted in
[18,26,43], there is somewhat of a conceptual difference
in that we expand n̂h purely in terms of properties of the
matter distribution. The effect of non-Gaussianity and the
fact that it derives from a potential � only enter through
the expressions for the correlators between �L and y
 here.
The nature of non-Gaussianity thus decouples from the
description of the tracers (which only know about the
matter density field) in this approach.
We can now repeat the derivation of Sec. II, including

this additional dependence. All arguments about the
residual scatter from the deterministic relation n̂hðxÞ ¼
n̂h½�LðxÞ; y
ðxÞ� and its negligible correlation with long-
wavelength perturbations made in Sec. II also apply here.
In fact, the dependence of n̂hðxÞ on y
ðxÞ is a source of
uncorrelated scatter in the Gaussian case which becomes
correlated with long-wavelength perturbations in the non-
Gaussian case. This is another way of seeing why we need
to introduce the dependence on y
 explicitly when dealing
with large-scale non-Gaussianity. Taking the expectation
value of Eq. (91), we obtain

hn̂hi ¼ hFh;Lð0Þi
X
n;m

cnm
n!m!

h�n
Ly

m
 i; (92)

where we have defined bivariate bare bias parameters
through

cnm � 1

hFh;Lð0Þi
	
@nþmFh;L

@�n
L@y

m


���������L¼0;y
¼0



: (93)

We then need expressions for the various cross correlations
of �L and y
. In the following, we will restrict ourselves to
the leading order terms, as the general expansion becomes
lengthy.

A. Primordial non-Gaussianity of the local type

We will consider a density field derived from a Bardeen
potential with non-Gaussianity of the local type. We will
restrict our treatment to leading order in the nonlinearity
parameter fNL. At this order, the only relevant N-point
function is the bispectrum,
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Bðk1;k2;k3Þ ¼ Mðk1ÞMðk2ÞMðk3ÞB�ðk1;k2;k3Þ
B�ðk1;k2;k3Þ ¼ 2fNL½P�ðk1ÞP�ðk2Þ þ ð2 cyclicÞ�: (94)

Here,

MðkÞ ¼ 2

3

k2TðkÞgðzÞ
�mH

2
0ð1þ zÞ (95)

is the relation in Fourier space between the density and the
Bardeen potential �,

�ðk; zÞ ¼ MðkÞ�ðkÞ; (96)

where TðkÞ is the matter transfer function normalized to
unity as k ! 0, and gðzÞ is the linear growth rate of the
gravitational potential normalized to unity during the
matter dominated epoch. Further, we define MLðkÞ ¼
MðkÞ ~WLðkÞ, MsðkÞ ¼ MðkÞ ~WsðkÞ, and so on. We can
then derive the leading contributions in the large-scale
limit. As shown in Appendix C,

h�Lð1Þ�2
Lð2Þi ¼

Z d3k

ð2�Þ3 e
ik�rMLðkÞ

Z d3k1
ð2�Þ3

Z d3k2
ð2�Þ3

�MLðk1ÞMLðk2Þh�k�k1
�k2

i
¼ 4fNL�

2
L���;LðrÞ; (97)

where ���;L is the cross-correlation function between

the density coarse-grained on scale RL and the Bardeen
potential �, i.e.

���;LðrÞ ¼
Z d3k

ð2�Þ3 e
ik�r ~WLðkÞ

Z d3k1
ð2�Þ3 h�ðkÞ�ðk1Þi:

(98)

In deriving Eq. (97), we have expanded to lowest order in
k=k1 (‘‘squeezed limit’’ of the bispectrum), with the next
higher order being suppressed by ðk=k1Þ2 in this limit. We
will discuss this approximation in Sec. V.

Similarly, at leading order in fNL (see Appendix C),

h�Lð1Þy
ð2Þi¼1

2

	
�Lð1Þ�

2
sð2Þ
�2

s




¼ 1

2�2
s

Z d3k

ð2�Þ3e
ik�rMLðkÞ

Z d3k1
ð2�Þ3

Z d3k2
ð2�Þ3

�Msðk1ÞMsðk2Þh�k�k1
�k2

i
¼2fNL���;LðrÞ: (99)

This result can also be derived by using the well-known
property of local primordial non-Gaussianity that, in the
squeezed limit, the local variance of the density field is
rescaled by �ðxÞ,

h�2
sðxÞij�ðxÞ ¼ �2

s½1þ 4fNL�ðxÞ� þOðf2NLÞ; (100)

and hence

hy
ðxÞij�ðxÞ ¼ 2fNL�ðxÞ þOðf2NLÞ; (101)

which immediately leads to Eq. (99). Note that the corre-
lators involving y
 are independent of the scale R
 for local
non-Gaussianity, so that the choice of R
 is arbitrary in this
case. We will see below how this changes for other types of
non-Gaussianity. Note that Eq. (99) implies that y
 is of
order �, i.e. linear in potential perturbations—in contrast
to the naive expectation that it is of order �2. Finally, we
note that hy
ð1Þy
ð2Þi is Oðf2NLÞ and hence not included in
the following.

B. Correlations

We define the estimator for the correlation function
through Eq. (14) as before. The expectation value then
becomes

h�̂hðrÞi ¼ 1

N 2

X1
n;m;n0;m0¼0

cnmcn0m0

n!m!n0!m0!

�h�n
Lð1Þym
 ð1Þ�n0

L ð2Þym0

 ð2Þi � 1; (102)

where ‘‘1’’ and ‘‘2’’ stand for two arbitrary locations
separated by a distance r, and we have redefined

N � X1
n;m¼0

cnm
n!m!

h�n
Ly

m
 i: (103)

Similarly, we obtain the expectation value of the tracer-
matter cross correlation,

h�̂hmðrÞi ¼ 1

N

X1
n;m;nþm>0

cnm
n!m!

h�n
Lð1Þym
 ð1Þ�Lð2Þi: (104)

Again, these expressions involve the bare bias parameters
cnm, and the mixed moments of �L, y
 which contain
disconnected pieces. In the Gaussian case, Eq. (88) implies
the absence of any connected correlators involving �L and
y
. The powers of y
 then only add zero-lag pieces to the
previous result Eq. (17), which are absorbed by corre-
sponding terms in N . Thus, the final result Eq. (37)
does not change in the Gaussian case if we include the
dependence on y
.
Defining for convenience

fðxÞ ¼ X1
n;m¼0

cnm
n!m!

�LðxÞy
ðxÞ � 1; (105)

we have

�hðrÞ ¼ 1

N 2
½hfð1Þfð2Þi � hfi2�; (106)

where hfi ¼ Oð�2Þ. In the following, we will expand �h to
order �4, and simultaneously to linear order in fNL [as long
as there are no other sources of non-Gaussianity, going to
Oð�4Þ is also sufficient to retain all terms linear in fNL].
Through the latter restriction, we avoid a large number of
quadratic and higher order terms in y
. We have
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N ¼ 1þ hfi ¼ 1þ c20
2

�2
L þ c11h�Ly
i þOð�3Þ; (107)

and

hfi2 ¼ c220
4

�4
L þ c11c20h�Ly
i�2

L þOð�5Þ: (108)

Hence, �h becomes

�h ¼ 1

N 2

�	�
c10�L þ c01y
 þ c11�Ly
 þ c20

2
�2
L þ c30

6
�3
L

�
1

�
c10�L þ c01y
 þ c11�Ly
 þ c20

2
�2
L þ c30

6
�3
L

�
2




� c220
4

�4
L � c11c20h�Ly
i�2

L



¼ 1

N 2

�
c210h�Lð1Þ�Lð2Þi þ 2c10c01h�Lð1Þy
ð2Þi þ c10c20h�Lð1Þ�2

Lð2Þi þ c10c30�
2
Lh�Lð1Þ�Lð2Þi

þ c01c30�
2
Lh�Lð1Þy
ð2Þi þ 2c11c20h�Lð1Þy
ð2Þih�Lð1Þ�Lð2Þi þ 2

c220
4

h�Lð1Þ�Lð2Þi2
�
þOð�5Þ (109)

where we have used the symmetry under interchange of
locations 1 and 2, and

hy
ð1Þ�3
Lð2Þi ¼ 3hy
ð1Þ�Lð2Þi�2

L þOðf2NLÞ
h�Lð1Þy
ð1Þ�2

Lð2Þi ¼ 2h�Lð1Þy
ð2Þih�Lð1Þ�Lð2Þi
þ h�Ly
i�2

L þOðf2NLÞ: (110)

Perhaps somewhat surprisingly at first, we have to
keep these terms whereas terms such as h�2

Lð1Þy
ð2Þi,h�Lð1Þy
ð1Þ�Lð2Þi are higher order in fNL and thus
dropped. This is simply because the latter terms do not
have disconnected contributions.

Note that all completely disconnected terms, i.e. terms
that asymptote to a constant as r ! 1, have canceled as
expected. We now use the relations derived in Sec. IVA.
Using Eqs. (97)–(99), we obtain

�hðrÞ¼ 1

N 2

�
ðc210þc10c30�

2
LÞ�LðrÞþc220

2
�LðrÞ2

þð2c10c01þc01c30�
2
Lþ2c10c20�

2
LÞ2fNL���;LðrÞ

þ2c11c202fNL���;LðrÞ�LðrÞ
�
: (111)

C. Bivariate PBS bias parameters

In analogy to Sec. II B, we would like to introduce a
physically motivated bias parameter which quantifies the
response of the tracer number density to a change in the
amplitude of small-scale fluctuations, without making ref-
erence to any coarse-graining on the scale RL. The simplest
way to parametrize such a dependence is to rescale all
perturbations by a factor of 1þ " from their fiducial value,
where " is an infinitesimal parameter. For example, for a
given realization of initial conditions of an N-body simu-
lation, one can obtain a realization with a different power
spectrum normalization by rescaling the initial density

perturbations by ð1þ "Þ.4 Clearly, the variance of the
density field on some scale R, �2

R, is then rescaled to
ð1þ "Þ2�2

R. Note that this means that the scaled cumulants
h�n
ic=�n
 are invariant, whereas the primordial non-
Gaussianity parameter fNL 	 B�=P

2
�, if nonzero, scales

as ð1þ "Þ�1 under this transformation. Specifically, under
this rescaling �L and y
 transform as

�LðxÞ ! ð1þ "Þ�LðxÞ

y
ðxÞ ! y
ðxÞ þ
�
"þ "2

2

�
�2
sðxÞ
�2

s

:

(112)

Note that the parameter �2
s in the definition of y
 is just a

constant normalization, and does not change under the
"-transformation. This is in analogy to keeping �� fixed in
the D-transformation in Sec. II B.
We can then define a set of bivariate PBS bias parame-

ters bNM by generalizing Eq. (31) to

bNM � 1

hn̂hiD¼0;"¼0

@NþMhn̂hiD;"

@DN@"M

��������D¼0;"¼0
: (113)

These parameters can be understood as follows. Given
infinite volume, the average tracer number density is a
deterministic function of the mean matter density �� and
the amplitude of the fluctuations (parametrized, e.g.,
through the rms of the density field on some scale, �
).
bNM then denotes the N þM-th joint derivative of this
function with respect to ln �� and �
 (more precisely, ") at
some fiducial values of �� and �
. Clearly, the parameters
bNM are independent of the coarse-graining scale RL.
As before, our next task is to derive the relation between

bNM and cnm. We have from Eq. (92),

4Of course, if one initializes using a second-order density field,
then the second-order part needs to be rescaled by ð1þ "Þ2.
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hn̂hiðD;"Þ¼ hFh;Lð0Þi
X1

n;m¼0

cnm
n!m!

�
	
½ð1þ"Þ�LþD�n

�
y
þ

�
"þ"2

2

�
�2
s

�2
s

�
m


:

(114)

We thus have

bN0 ¼ bN: (115)

In particular,

b10 ¼ 1

N

�
c10 þ c30

2
�2

L þOð�3
LÞ
�
: (116)

Further,

b01¼ 1

N

X
n;m

cnm
n!m!

ðnh�n
Ly

m
 iþmh�n
Lð1þ2y
Þym�1
 iÞ

¼ 1

N

�
c01þc20�

2
Lþc11h�Ly
iþc30

2
h�3

LiþOð�4Þ
�
:

(117)

We can now express the correlation function of tracers at
this order, Eq. (109), in terms of the PBS bias parameters.
In fact, if we are able to reach the analogous result to the
Gaussian case, i.e. that the tracer correlation function is a
sum over PBS bias parameters multiplying no-zero-lag
correlators, we only need to keep terms up to order �2 in
bNM, since they always multiply a correlator of at least
order �2. Note that when extending the treatment to higher
order in fNL, it is necessary to take into account that y

transforms nonlinearly with " [Eq. (112)]. This means that
the bias coefficient multiplying correlators containing say
y2
ð1Þ will not simply be bN2, but involve a linear combi-
nation of bN1 and bN2.

Let us thus write all mixed no-zero-lag terms with the
appropriate bNM in front, at order �4, fNL. We obtain

�hðrÞ ¼ b210�LðrÞ þ b220
2

�2
LðrÞ þ 2b10b01h�Lð1Þy
ð2Þi

þ b20b11h�Lð1Þy
ð1Þ�2
Lð2Þinzl þOð�5; f2NLÞ:

(118)

Here we have used the fact that at this order, h�Lð1Þ�2
Lð2Þi,h�2

Lð1Þy
ð2Þi, h�Lð1Þ�3
Lð2Þi, and hy
ð1Þ�3

Lð2Þi have no
no-zero-lag pieces. Note also that h�Lð1Þy
ð2Þi ¼
h�Lð1Þy
ð2Þinzl. Plugging in the expressions for bNM at
the relevant order, we obtain

�hðrÞ¼ 1

N 2

�
ðc210þc10c30�

2
LÞ�LðrÞþc220

2
�2
LðrÞ

þ2

�
c10c01þc30

2
c01�

2
Lþc10c20�

2
L

�
2fNL���;LðrÞ

þ2c20c112fNL���;LðrÞ�LðrÞ

þOð�5;f2NLÞ: (119)

We easily see that this agrees identically with Eq. (111).
Thus, the bivariate PBS parameters which we have defined
in a coarse-graining scale-independent way absorb all
coarse-graining scale-dependent terms in the bare bias
parameter expansion Eq. (102), in particular the term
c1c2h�Lð1Þ�2

Lð2Þi. We expect this to hold to any order in
the bare bias parameter expansion, although a proof is
beyond the scope of this paper.
Thus, the introduction of the bivariate bias parameters

Eq. (113) and the resulting expression Eq. (118) achieved
exactly what we had wanted. In particular, the leading
effect of local primordial non-Gaussianity is quantified
by b01, the response of the mean number density of tracers
to a rescaling of the amplitude of initial fluctuations. The
term c1c2h�Lð1Þ�2

Lð2Þi on the other hand is seen as an
artifact of the bare bias expansion which is absorbed in
the renormalized parameter b01. Apart from the clear
physical interpretation, this reordering of the perturbative
expansion is also manifestly convergent: higher order
terms are guaranteed to be suppressed by powers of
�LðrÞ and fNL���;LðrÞ, which only need to be small on

the scale of observation r for the perturbative expansion to
be valid.
This also remedies a worrying issue with the local bias

expansion in the non-Gaussian case: evaluation of Eq. (36)
shows that higher order terms (‘‘loop corrections’’)
become comparable to or larger than the leading order
expression b21�LðrÞ on sufficiently large scales, which
would indicate a breakdown of the perturbative expansion.
The bivariate expansion on the other hand leads to an
expansion in which higher order terms are consistently
suppressed [Eq. (118)], i.e. all dominating terms are
actually lowest order (‘‘tree-level’’). For sufficiently large
values of fNL, one might need to include higher order terms
in that parameter. Nevertheless, the expansion will remain
convergent.

D. Nonlocal non-Gaussianity

We now consider the generalization of the results of the
last section to arbitrary quadratic non-Gaussianity, i.e.
non-Gaussianity that is described to leading order by a
three-point function. The correlators that are relevant for
the tracer two-point correlation in the non-Gaussian case,
Eqs. (97)–(99), are determined by the behavior of the
bispectrum in the squeezed limit, corresponding to triangle
configurations where one side is much smaller than the
other two. For scale-invariant bispectra, we can write
the bispectrum in this limit as
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B�ðkl;ks;�kl � ksÞ ¼kl�ks
A

�
kl
ks

�
�
P�ðklÞP�ðksÞ; (120)

with A, � being constants (more general shapes can be
constructed by linear superposition of bispectra with differ-
ent Ai, �i). Local, folded, and equilateral shapes corre-
spond to � ¼ 0, 1, and 2, respectively. Equations (97)–(99)
then generalize to

h�Lð1Þ�2
Lð2Þi ¼

Z d3k

ð2�Þ3 e
ik�rMLðkÞ

Z d3k1
ð2�Þ3

�M2
Lðk1ÞAk�P�ðkÞk��

1 P�ðk1Þ
¼ A�2��;L����;LðrÞ (121)

h�Lð1Þy
ð2Þi ¼ 1

2

	
�Lð1Þ�

2
sð2Þ
�2

s




¼ 1

2�2
s

Z d3k

ð2�Þ3 e
ik�rMLðkÞ

Z d3k1
ð2�Þ3

�M2
sðk1ÞAk�P�ðkÞk��

1 P�ðk1Þ

¼ A
�2��;s

2�2
s

����;LðrÞ; (122)

where we have defined the general spectral moment

�2
n;X �

Z d3k

ð2�Þ3 k
nPðkÞj ~WXðkÞj2; (123)

and the correlation between a nonlocal function of � and
the density field,

����;LðrÞ �
Z d3k

ð2�Þ3 k
�MðkÞP�ðkÞ ~WLðkÞ: (124)

Again, Eqs. (121) and (122) are valid at leading order in the
squeezed limit [k � k1, with corrections going as ðk=k1Þ2].
Inserting these expressions into Eq. (109), and using
Eq. (110) we obtain up to Oð�5; f2NLÞ

�hðrÞ¼ 1

N 2

�
ðc210þc10c30�

2
LÞ�LðrÞþc220

2
�LðrÞ2

þ
�
2c10c01

�2��;s

2�2
s

þc01c30
�2��;s

2�2
s

�2
Lþc10c20�

2��;L

�

�A����;LðrÞþ2c11c20
�2��;s

2�2
s

A����;LðrÞ�LðrÞ
�
:

(125)

Inspection shows that the bivariate PBS parameters defined
in Sec. IVC cannot absorb the RL-dependent term from
h�Lð1Þ�2

Lð2Þi. This goes back to the fact that in the pres-
ence of a bispectrum of the form Eq. (120), the small-scale
perturbations are not rescaled uniformly, but rather in a
scale-dependent way: the squeezed-limit result Eq. (100)
generalizes to

h�2
sðxÞij��ðxÞ ¼ �2

s þ A�2��;s��ðxÞ; (126)

where

��ðxÞ ¼
Z d3k

ð2�Þ3 k
��ðkÞeikx; (127)

and hence

hy
ðxÞij��ðxÞ ¼ A
�2��;s

2�2
s

��ðxÞ: (128)

Thus, the transformation of the density field following
Eq. (112) is not the relevant one any more. Instead, we
need to rescale the density field through

�ðkÞ ! ð1þ "k��Þ�ðkÞ; (129)

so that

�LðxÞ!�LðxÞþ"���;LðxÞ

y
ðxÞ!y
ðxÞþ "

�2
s

�sðxÞ���;sðxÞþ "2

2�2
s

�2��;sðxÞ;
(130)

where, in analogy to Eq. (127),

���;XðxÞ �
Z d3k

ð2�Þ3 k
�� ~WXðkÞ�ðkÞeikx: (131)

Note that h�X���;Xi ¼ �2��;X, and h�2��;Xi ¼ �2�2�;X. We

will continue to assume that the tracer density depends on
the small-scale density field only through the variance on
some scale R
, parametrized through y
. We again define
bNM through Eq. (113), but with the transformation
Eq. (129), so that these bivariate bias parameters will in
general be different from those in Sec. IVC. As before, our
next task is to derive the relation between bNM and cnm. We
have from Eq. (92),

hn̂hiðD; "Þ ¼ hFh;Lð0Þi
X
n;m

cnm
n!m!

	
½ð�L þ "���;LÞ�L þD�n

�
�
y
 þ "

�2
s

�s���;s þ "2

2�2
s

�2��;s

�
m


:

We obtain

b01 ¼ 1

N

X
n;m

cnm
n!m!

�
�
nh���;L�

n�1
L ym
 i þ m

�2
s

h�n
L�s���;sy

m�1
 i
�

¼ 1

N

�
c01

�2��;s

�2
s

þ c20�
2��;L þOð�3; f2NLÞ

�
: (132)

As in the case of local non-Gaussianity, we now write all
mixed no-zero-lag correlators with the appropriate bNM in
front, up to Oð�5; f2NLÞ. Due to the factor of �2��;s=�

2
s

in the transformation of y
 under the scale-dependent
rescaling Eq. (129) (at lowest order), we have to divide
by that factor when multiplying correlators involving y
.
We obtain
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�hðrÞ ¼ b210�LðrÞ þ b220
2

�2
LðrÞ þ 2b10b01

�2
s

�2��;s

h�Lð1Þy
ð2Þi þ b20b11
�2

s

�2��;s

h�Lð1Þy
ð1Þ�2
Lð2Þinzl

¼ b210�LðrÞ þ b220
2

�2
LðrÞ þ b10b01A����;LðrÞ þ b20b11A����;LðrÞ�LðrÞ: (133)

Note that the final result is explicitly independent of the scale RL [as long as r is sufficiently large so that the smoothing
effect on �LðrÞ, ����;LðrÞ is negligible], whereas h�Lð1Þy
ð2Þi itself is not since it depends on the spectral moment
�2

s [Eq. (122)], which in turn depends on �2
L [Eq. (89)].

Inserting the expressions for bNM at the relevant order, and using Eqs. (121) and (122), we have

�hðrÞ ¼ 1

N 2

�
ðc210 þ c10c30�

2
LÞ�LðrÞ þ c220

2
�2
LðrÞ þ

�
2c10c01 þ 2c10c20�

2��;L

�2
s

�2��;s

þ c30c01�
2
L

�
h�Lð1Þy
ð2Þi

þ c20c11h�Lð1Þy
ð1Þ�2
Lð2Þinzl



¼ 1

N 2

�
ðc210 þ c10c30�

2
LÞ�LðrÞ þ c220

2
�2
LðrÞ þ ½2c10c01 þ c30c01�

2
L�

�2��;s

2�2
s

A����;RðrÞ

þ c10c20�
2��;LA����;RðrÞ þ 2c20c11�LðrÞ�

2��;s

2�2
s

A����;LðrÞ

: (134)

This agrees exactly with Eq. (125). The key difference of
the expansion of �h in terms of renormalized bias parame-
ters in the case of nonlocal primordial non-Gaussianity,
Eq. (133), from the corresponding result for local non-
Gaussianity Eq. (118) is that the bivariate bias parameters
are now defined with respect to the scale-dependent rescal-
ing of the density field, Eq. (129), rather than a scale-
independent rescaling. We find that it is sufficient in the
large-scale limit, even in the case of a non-Gaussianity of
general shape, to describe the coarse-grained tracer abun-
dance as a function of�LðxÞ and y
ðxÞ in order to absorb the
dependence on the coarse-graining scale RL into the bivari-
ate PBS bias parameters. However, the actual definition of
the renormalized bias parameters depends on the shape of
primordial non-Gaussianity, in particular the scaling with
kl=ks in the squeezed limit.

We can thus summarize our findings regarding the effect
of a primordial bispectrum on the two-point correlations of
tracers (non-Gaussian scale-dependent bias) as follows:

(i) For local primordial non-Gaussianity, it is sufficient
to include the dependence of the tracer density n̂h
on the local amplitude of small-scale fluctuations �s

through the variance on some scale R
. Furthermore,
the scale R
 (and whether the dependence on �s is
actually through the variance on several scales)
is irrelevant, as all perturbations �s are rescaled
uniformly.

(ii) For nonlocal separable bispectra as in Eq. (120), it is
still sufficient to parametrize the dependence of n̂h
on the amplitude of small-scale fluctuations through
the variance on a single scale R
. However, the value
of the scale R
 now matters as y
 is modulated by an
amount that depends onR
 [Eq. (128)]. In particular,
if the tracer number density were to depend on the

variance of �s on several different scales, then the
PBS bias parameter b01 will be a linear combination
of these different dependencies with relativeweights
controlled by �, i.e. the shape of the bispectrum.

(iii) For nonseparable bispectra, the renormalization
approach we describe here is not able to remove
the RL-dependence in the tracer correlation func-
tion. However, such shapes can typically be well
approximated by a linear superposition of sepa-
rable shapes (see e.g. [44]), which then allows the
renormalization to proceed as described here.

Thus, we find that in general, a given tracer will
respond differently to different shapes of primordial non-
Gaussianity, i.e. b01 (and bNM in general with M> 0)
depends on the tracer as well as the shape of the primordial
bispectrum. In the following we will study this in the
context of simplified models of tracers.

E. Universal mass functions

We begin with a generalization of the universal mass
function discussed in Sec. II C. We write the mean abun-
dance of tracers as

�nh ¼ �nhð ��;�
; J
Þ; (135)

where the Jacobian J
 is defined in Eq. (39). That is, �nh is
given as a function of the mean density of the Universe and
the variance of the density field smoothed on a scale R
, as
well as its derivative with respect to scale. Under the
generalized rescaling Eq. (129), �
 transforms to lowest
order as

�
 ! �

�
1þ "

�2��;

�2


�
; (136)
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while the Jacobian transforms as (see also [31])

J
 ! J
 þ "
�2��;

�2


�
d ln�2��;

d lnR


� d ln�2

d lnR


�

¼ J

�
1þ 2"

�2��;

�2


�
d ln�2��;

d ln�2


� 1

��
: (137)

Here we have used d=d lnR
 ¼ 2J
d=d ln�2
. Note that in
the local case where � ¼ 0, the local Jacobian is not
affected by long-wavelength modes. Using Eq. (135),
we can then derive the leading non-Gaussian bias through
Eq. (113):

b01 ¼ 1

�nh

�
@ �nh

@ ln�

@ ln�

@"

þ @ �nh
@ ln J


@ ln J

@"

�

¼
�
1

�nh

@ �nh
@ ln�


þ 1

�nh

@ �nh
@ ln J


2

�
d ln�2��;

d ln�2


� 1

��
�2��;

�2


¼
�
b01ð� ¼ 0Þ þ 2

�
d ln�2��;

d ln�2


� 1

��
�2��;

�2


: (138)

Here, b01ð� ¼ 0Þ is the PBS bias parameter quantifying
the effect of local primordial non-Gaussianity for a tracer
following Eq. (135), and we have assumed that the tracer
density scales linearly with the Jacobian as expected physi-
cally. For such tracers, the bias parameters quantifying the
response to general nonlocal non-Gaussianity (in the
squeezed limit) are thus directly related to those for local
non-Gaussianity. In particular, we recover the results
of [31], who first pointed out the contribution by the
Jacobian J
.

We now specialize Eq. (135) to a ‘‘truly’’ universal mass
function [Eq. (38)],

�nh ¼ ��fð�cÞJ
; �c � �c

�

; (139)

where fð�cÞ is in general an arbitrary function of �c. The
results relating b01ð�Þ to b01ð� ¼ 0Þ of course also hold in
this case. However, the specific form Eq. (139) further
allows us to connect b01ð� ¼ 0Þ to the linear PBS density
bias:

b10 ¼ 1

�nh

@ �nh
@ ln ��

¼ � 1

�

df

d�c

b01ð� ¼ 0Þ ¼ 1

�nh

@ �nh
@ ln�


¼ � �c

�

df

d�c

¼ �cb10:

(140)

Note that here b10 is the Lagrangian bias, which is why we
have not included the derivative with respect to ln �� of the
�� prefactor in Eq. (139) (see also Sec. II C); again, the
effect on J
 vanishes for� ¼ 0. This is the original relation
between the density bias parameter and the response to
primordial non-Gaussianity derived in [13,14,43]. We
point out that these results differ from those of [45],
whose authors considered the effect of primordial non-
Gaussianity on tracers with local Lagrangian biasing.
There, the entire leading order effect of primordial

non-Gaussianity is encoded in a scale-dependent
c2ðk1;k2Þ. Thus, a parametrization of c2ðk1;k2Þ down to
very small scales is necessary in order to predict the
amplitude of the scale-dependent bias. This is in contrast
to the approach presented here, where one introduces a
local dependence on the small-scale fluctuations which
absorbs the term proportional to c2 into a renormalized
b01, which is a single number. As a result, the prediction of
[45] yields a departure from Eq. (140) for universal mass
functions which depends on the precise form of fð�cÞ.
While Eq. (140) has been both supported [13,43,46] and
disputed [47] by simulation results, these different predic-
tions are clearly resolvable with sufficiently large simula-
tions. In particular, our prediction for the scale-dependent
bias for a general tracer,

b01 ¼ 1

hn̂hi
@hn̂hi
@"

; (141)

which is independent of any assumptions on the mass
function of the tracer, provides a rigorous test of our
approach which can be applied to simulations.

V. SUMMARYAND DISCUSSION

We have shown that the expression of tracer correlations
in terms of RL-independent renormalized bias parameters
bN absorbs all zero-lag correlators present in the expansion
of the tracer correlation function in terms of the bare
‘‘scatter-plot’’ bias parameters cn. We have shown this to
all orders for an arbitrary density field. While the proof
only applies directly for the auto- and cross-correlation
functions and pure density biasing, we expect the result
to hold in the case of higher N-point functions and multi-
variate biasing as well (analogously to the resummed
multipoint propagators of [10,11]). Our key result is a
rigorous definition of the renormalized bias parameters in
terms of derivatives of the mean number density of tracers
with respect to the background density (we call these
‘‘peak-background split’’ bias parameters since their
definition is closely related to the commonly adopted
definition of PBS biases [33,48,49]). It is important to
stress that this exact definition is entirely independent of
the nature of the tracer considered. Therefore, it provides a
rigorous framework in which further assumptions for or
modeling of the bias parameters, for example from the
excursion set, peak model, or halo occupation distribution,
can be embedded.
Our results go beyond previous work on renormalized

bias parameters [8] in two ways: first, we show that
our result is valid to all orders; second, we rigorously
connect the renormalized bias parameters with the peak-
background split. We further show that the renormalized
bias parameters in the tracer autocorrelation and the tracer-
matter cross correlation agree to all orders. We also expect
this to be the case for higher N-point functions, although
this remains to be shown.We can summarize this reasoning
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as in line (a) of Table I: the expression of tracer correlations
in terms of the bare biases cn is RL-dependent at each order
due to disconnected correlators (for example c22�

2
L). This

RL-dependence is then resummed into RL-independent
bias parameters bN which are defined with respect to a
uniform increase in the matter density.

The underlying assumption in this result is that the
clustering of tracers is entirely determined by their depen-
dence on the local matter density. This is not expected
to be a good assumption in general. However, our result
provides another invaluable tool: whenever the renormal-
ized expression in terms of no-zero-lag correlators exhibits
a residual dependence on RL, we conclude that a biasing
purely in terms of matter density is not sufficient.

We first encounter this in the case of the smoothed
matter correlation function �LðrÞ, which depends on RL

if �ðrÞ has structure on scales smaller than RL [line (b) in
Table I]. In this case, we are led to introduce bias parame-
ters with respect to the curvature (Laplacian) of the matter
density field. In Fourier space, this corresponds to a scale-
dependent bias / k2. If we further include bias parameters
with respect to higher derivatives of the density field, we
can in fact entirely absorb the effect of smoothing on �ðrÞ
(Appendix B). Again, this is regardless of the nature of the
tracer and the shape of the matter correlation function. Of
course, for a smooth correlation function, it is usually
sufficient to keep only terms involving the lowest few
derivatives of the density field. The renormalized biases
with respect to the curvature correspond to derivatives of
the mean tracer abundance with respect to a constant shift
in the curvature of the density field (Table I). As an
example, these bias parameters are easily derived for peaks
of a Gaussian density field from the results of [40]. We
show that the bias parameters obtained in this way indeed
match the scale-dependent biases derived in the full, direct
calculation of peak correlations [37]. In this context, it is
important to point out that the curing of RL-dependencies,
such as that from a smoothing of the correlation function, is
a sufficient condition for having to introduce an additional
dependence of the tracer density on properties of the matter
density field. However, it is not a necessary condition—
specific tracers might also exhibit additional dependencies
not required by renormalization. One example is peaks
of the matter density field, which also exhibit a depend-

ence on quantities such as ð ~r�Þ2 [41]. Of course, it is

straightforward to include these additional dependencies
in the formalism described here, by defining renormalized
PBS bias parameters through suitable transformations of
the density field.
In the case of a non-Gaussian density field, we find that

the tracer correlation function for pure density biasing
acquires a strong dependence on RL if long-wavelength
modes are coupled to short wavelength modes [line (c) in
Table I]. The most well-known example of this kind is
primordial non-Gaussianity of the local type [18]. In this
case, we have to add a bias parameter with respect to the
amplitude (variance) of small-scale fluctuations. The
renormalization procedure then absorbs the RL-dependent
terms such as c1c2h�Lð1Þ�2

Lð2Þi, and the resulting bivariate
bias parameters are given by the derivatives of the mean
tracer density with respect to the background density and
(essentially) the amplitude of the initial power spectrum—
both clearly RL-independent quantities. Effectively, we
obtain an expansion closely related to that of [43], although
we did not need to drop any terms or make approximations
beyond the large-scale limit (which allows us to evaluate
the bispectrum in the squeezed limit).
We also generalize the results to any form of primordial

non-Gaussianity given through a bispectrum of potential
perturbations. In fact, this provides a good example for
how this renormalization approach pays off: we obtain a
fully general and exact result (in the large-scale limit), in
which the renormalized scale-dependent bias parameter
depends on the precise shape of the non-Gaussianity as
well as the nature of the tracer. Assuming that the tracer
abundance only depends on the variance of the small-scale
density field on a single scale, we can however relate the
scale-dependent bias parameter for an arbitrary general
shape to that for local non-Gaussianity. Further, we can
be more restrictive and assume that the tracer follows a
universal mass function. In this case, we can relate the
scale-dependent bias parameter to the bias parameter with
respect to density (as in [13,14,43]).
The general procedure also carries over to primordial

non-Gaussianity described by higher N-point functions.
For example, a nonzero trispectrum which couples long-
to short-wavelength modes will introduce a significant
RL-dependence in the tracer correlation function through
the term c1c3h�Lð1Þ�3

Lð2Þi. In order to remedy this, we

need to explicitly take into account the dependence of the
tracer density on the local skewness h�3

si of the density
field, which then yields a corresponding scale-dependent
bias contribution (as shown in [31,50]) which absorbs the
RL-dependent terms.
The main caveat to our results is that we have worked in

Lagrangian space throughout. While we expect that the
general approach will also be applicable in Eulerian space,
the effect of gravitational evolution will in general intro-
duce several further dependencies of the tracer density
on the environment, for example velocity and tidal field

TABLE I. Summary of renormalization procedures introduced
to remove various dependencies of tracer correlations on the
coarse-graining scale RL. The variable y
 is defined in Eq. (90).

RL-dependence

Local

quantity

Transformation defining

PBS bias parameter

(a) c22�
2
L�LðrÞ �L � ! �þD ��

(b) �LðrÞ r2�L r2� ! r2�þ �=‘2

(c) c1c2h�Lð1Þ�2
Lð2Þi y
 � ! ð1þ "Þ�
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biases [19–21]. We leave this for future work. Further, we
have neglected the effects of supersonic relative motion
between baryons and dark matter [51], which are poten-
tially important for low-mass tracers at high redshifts. If
relevant, this effect can be included through an additional
bias with respect to the relative velocity squared [52,53].
Note that the statistical properties of this relative velocity
are very well understood.

We have also only considered observables in real space.
The main obstacle in transforming to Fourier space is the
issue of stochasticity in the tracer density field and its scale
dependence, which contributes to correlations at all k in
Fourier space (although the contributions will asymptote
to a constant in the low-k limit). Thus, a well-defined
model for correlations on small scales is a necessary pre-
requisite for a rigorous understanding of Fourier-space
correlations.

Further, we have restricted the treatment here to two-
point correlations of tracers. The main reason for this is
simplicity; we expect no major obstacles in generalizing
the results to higher N-point functions in Lagrangian
space, such as the tracer bispectrum with non-Gaussian
initial conditions. In order for this to be useful however,
non-Gaussianities from gravitational evolution will also
have to be included [54–59].

Finally, in the case of primordial non-Gaussianity, we
have only considered linear terms in fNL, and restricted to
the large-scale limit where the bispectrum is evaluated
at lowest order in the ‘‘squeezed-limit’’ expansion. The
extension to higher powers of fNL is straightforward. The
second approximation captures the main effects on large
scales, since the subleading term is suppressed by k2l =k

2
s ,

where kl 	 1=r is the scale on which we measure correla-
tions, and ks 	 1=R
 corresponds to the small-scale fluc-
tuations. For example, in the case of local non-Gaussianity,
the subleading term is expected to lead to a small approxi-
mately scale-independent bias.

These caveats notwithstanding, we hope these results
provide the starting point for a rigorous treatment of
biasing of general tracers in the context of cosmological
perturbation theory.
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APPENDIX A: PROOF OF EQ. (36) FOR
A GENERAL DENSITY FIELD

Let us denote as �n the set of all partitions of the set

f1; 1; . . . ; 1|fflfflfflfflffl{zfflfflfflfflffl}
n times

g; (A1)

where the elements of the set are considered distinguish-
able. We call the elements B of any given � 2 �n

‘‘blocks,’’ with � having j�j blocks where j�j is the
cardinality, or number of elements, of �. Clearly, j�j �
n, and the blocks of any partition in �n satisfyX

B2�

jBj ¼ n: (A2)

For example for n ¼ 4 there are four distinct partitions
with one block B1 with jB1j ¼ 1 and one block B2

with jB2j ¼ 3. Then, the moment for an arbitrary density
field � is given in terms of the cumulants (connected
correlators) by

h�ni ¼ X
�2�n

Y
B2�

h�jBjic: (A3)

For example, in this sum the trivial partition � ¼
ff1; 1; . . . ; 1gg (with a single block B with jBj ¼ n) corre-
sponds to h�nic. Note that since h�i ¼ 0, any partition
where jBj ¼ 1 for any B 2 � yields a vanishing
contribution.
Similarly, let us denote as�n;m the set of all partitions of

f1; 1; . . . ; 1|fflfflfflfflffl{zfflfflfflfflffl}
n times

; 2; 2; . . . ; 2|fflfflfflfflffl{zfflfflfflfflffl}
m times

g: (A4)

We can then write

h�n
1�

m
2 i ¼

X
�2�n;m

Y
B2�

	Y
a2B

�a



c

¼ X
�2�n;m

Y
B2�

h�n1ðBÞ
1 �n2ðBÞ

2 ic; (A5)

where in the first line a runs over the elements of the block
B, and in the second line we have defined as n1ðBÞ the
number of elements ‘‘1’’ in block B, and correspondingly
for n2ðBÞ [so that n1ðBÞ þ n2ðBÞ ¼ jBj]. This simplifies
the result since the cumulants are independent of the order
of products of �1 and �2, and only depend on the overall
power of each.
Our goal is to reorder the sum in Eq. (A5). We assign

two further numbers (non-negative integers to be precise)
to each � 2 �n;m:

�N1ð�Þ ¼
Xn2ðBÞ¼0

B2�

n1ðBÞ; �N2ð�Þ ¼
Xn1ðBÞ¼0

B2�

n2ðBÞ: (A6)
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In other words, for a given partition �, �N1ð�Þ counts the
number of elements 1 that are in blocks that only contain 1,
while �N2ð�Þ counts the number of 2’s that are in blocks
only containing 2. These numbers are of
course uniquely defined for each �. Moreover, �N1, �N2

define a partition of �n;m, i.e. each � 2 �n;m is a

member of one and only one subset of �n;m defined as

containing all � with a specific value of �N1 and �N2.
Equivalently, the relation �	 � defined for any �, � 2
�n;m through

�	 � , �N1ð�Þ ¼ �N1ð�Þ ^ �N2ð�Þ ¼ �N2ð�Þ (A7)

is an equivalence relation on �n;m. We can then split the

sum in Eq. (A5) into sums over these disjoint subsets
of �n;m:

h�n
1�

m
2 i ¼

Xn
k¼0

Xm
l¼0

X�N1ð�Þ¼k; �N2ð�Þ¼l

�2�n;m

Y
B2�

h�n1ðBÞ
1 �n2ðBÞ

2 ic: (A8)

Consider the sum over all partitions in one of these
subsets:

X�N1ð�Þ¼k; �N2ð�Þ¼l

�2�n;m

Y
B2�

h�n1ðBÞ
1 �n2ðBÞ

2 ic: (A9)

A partition � 2 �n;m can be thought of as one specific way

of distributing n black balls and m red balls into arbitrarily
many (initially empty) boxes. These boxes correspond to
the cumulants in Eq. (A5) [of course empty boxes are
trivial, because they yield 1 in the product in Eq. (A5);
boxes with only one ball lead to a zero contribution]. The
sum in Eq. (A9) runs over all possible ways of distributing
these balls that have exactly k black balls which are in boxes
with only black balls, and l red balls which are in boxeswith
only red balls. Correspondingly, the remaining n� k black
and m� l red balls are in boxes with both black and red
balls. There are ðn k Þ ways of selecting k black balls out
of n, and ðm l Þ ways for the red balls. Given such a
selection of k out of n and l out of m, the sum in Eq. (A9)
thus runs over all ways of partitioning k black balls into
boxes, m red balls into a different set of boxes, and finally
n� k black and m� l red balls into a third set of boxes
such that each of these boxes contains at least one black and
one red. Mathematically, we can write Eq. (A9) as

X�N1ð�Þ¼k; �N2ð�Þ¼l

�2�n;m

Y
B2�

h�n1ðBÞ
1 �n2ðBÞ

2 ic ¼
n

k

 ! X
�12�k

Y
B12�1

h�jB1j
1 ic

!
m

l

 ! X
�22�l

Y
B22�2

h�jB2j
2 ic

! X
�2�nzl

n�k;m�l

Y
B2�

h�n1ðBÞ
1 �n2ðBÞ

2 ic

¼ n

k

 !
h�k

1i
m

l

 !
h�l

2i
X

�2�nzl
n�k;m�l

Y
B2�

h�n1ðBÞ
1 �n2ðBÞ

2 ic: (A10)

Here, we have used Eq. (A3), and defined the subset �nzl
n;m

of the set of all partitions �n;m through

�nzl
n;m ¼ f� 2 �n;m: �N1ð�Þ ¼ 0 ¼ �N2ð�Þg

¼ f� 2 �n;m: 8B 2 �; n1ðBÞ> 0 ^ n2ðBÞ> 0g:
In other words, �nzl

n;m contains all partitions in which each
block has at least one element ‘‘1’’ and at least one element
‘‘2.’’ That is, for any � 2 �nzl

n;m, the product of correlatorsY
B2�

h�n1ðBÞ
1 �n2ðBÞ

2 ic (A11)

does not contain any zero-lag pieces. It is then natural
to define the no-zero-lag correlator for a general density
field as

h�n
1�

m
2 inzl �

X
�2�nzl

n;m

Y
B2�

h�n1ðBÞ
1 �n2ðBÞ

2 ic; (A12)

which reduces to Eq. (25) for a Gaussian density field.
Finally, we can sum Eq. (A10) over all values of �N1ð�Þ,

�N2ð�Þ to obtain

h�n
1�

m
2 i¼

Xn
k¼0

Xm
l¼0

n

k

 !
h�k

1i
m

l

 !
h�l

2ih�n�k
1 �m�l

2 inzl: (A13)

We are now ready to prove Eq. (36) for general
non-Gaussian matter density fields. Plugging the relation
between bN and cn, Eq. (33) into Eq. (36), and relabeling
N ! n� N, M ! m�M, yields

h�̂hðrÞi ¼ 1

N 2

X1
n;m¼0

cncm
n!m!

Xn�1

N¼0

Xm�1

M¼0

n

N

 !
m

M

 !
h�N

L ih�M
L i

� h�n�N
L ð1Þ�m�M

L ð2Þinzl
¼ 1

N 2

X1
n;m¼0

cncm
n!m!

½h�n
l ð1Þ�m

l ð2Þi � h�n
Lih�m

L i�

¼ 1

N 2

X1
n;m¼0

cncm
n!m!

h�n
l ð1Þ�m

l ð2Þi � 1: (A14)

In the second line, we have used Eq. (A13) and subtracted
out the completely disconnected contribution h�n

Lih�m
L i

[which is not included in Eq. (36) as we start the sum
from N ¼ 1, M ¼ 1]. In the third line, we have used
Eq. (22). This is identical to Eq. (17), and thus proves the
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relation Eq. (36) between PBS bias parameters and two-
point correlations for a general non-Gaussian density field
at all orders.

APPENDIX B: CURVATURE BIAS
TO HIGHER ORDER

Let us consider a general spherically symmetric filter
function,

WLðxÞ ¼ 1

4�R3
L

f

�jxj
RL

�
; (B1)

where fðyÞ is a dimensionless function defined on ½0;1Þ.
We have pulled out a factor of ð4�R3

LÞ�1 for convenience.
The Fourier transform of WLðxÞ can then be written as

~WLðkÞ ¼
X1
n¼0

ðkRLÞ2n ð�1Þn
ð2nþ 1Þ! fn

fn �
Z 1

0
dyy2nþ2fðyÞ:

(B2)

The normalization constraint
R
d3xWLðxÞ ¼ 1 is equiva-

lent to f0 ¼ 1. Since RL is an arbitrary parameter, we can
further choose one of the fn with n � 1 to assume some
desired value. Specifically, in Sec. III we have chosen RL

so that f1 ¼ 6 and hence WðkÞ ¼ 1� k2R2
L þ � � � .

The smoothed correlation function can then be written
exactly as

�LðrÞ ¼
X1

n;m¼0

fnfmR
2ðnþmÞ
L

ð2nþ 1Þ!ð2mþ 1Þ!r
2ðnþmÞ�ðrÞ: (B3)

Note that the factor of ð�1Þnþm from the expansion of ~WL

cancels with the i2ðnþmÞ from converting powers of k into
derivatives.

We can generalize the transformation Eq. (61) as
follows:

��ðyÞ ¼ �ðyÞ þ �
X1
N¼0

gN
‘2N

jyj2N; (B4)

where� and gN are dimensionless parameters, and the case
N ¼ 0 corresponds to the transformation used to derive the
PBS density bias (with g0 ¼ 1 and � ¼ D, Sec. II B).
Using the expansion of the filter function, we obtain

�L;�ð0Þ ¼ �Lð0Þ þ �
X1
N¼0

�
RL

‘

�
2N
gNfN: (B5)

Further, using that

r2jyj2N ¼ ð2N þ 1Þ2Njyj2N�2

) r2njyj2N ¼ ð2N þ 1Þ!
ð2N � 2nþ 1Þ! jyj

2ðN�nÞ;
(B6)

for n � N, we obtain in analogy to Eq. (B3)

r2n�L;�ð0Þ ¼ r2n�Lð0Þ þ �

‘2n
X1
N¼n

�
RL

‘

�
2ðN�nÞ

� ð2N þ 1Þ!
ð2N � 2nþ 1Þ!gNfN�n: (B7)

The transformation Eq. (63) corresponds to g1 ¼ 1=6 with
all other gn equal to zero. Hence,

r2�L;�ð0Þ ¼ r2�Lð0Þ þ �

‘2
3!
1

6
¼ r2�Lð0Þ þ �

‘2
(B8)

as intended (with all higher derivatives being unaffected).
More generally, we can define gN ¼ 1=ð2N þ 1Þ! for a
fixed N, with all other gn ¼ 0, so that

r2n�L;�ðNÞ ð0Þ ¼ r2n�Lð0Þ þ �ðNÞ

‘2n

�
RL

‘

�
2ðN�nÞ

� 1

ð2N � 2nþ 1Þ! fN�n; (B9)

where n � N. In particular,

�L;�ðNÞ ð0Þ ¼ �Lð0Þ þ �ðNÞ
�
RL

‘

�
2N 1

ð2N þ 1Þ! fN

r2N�L;�ðNÞ ð0Þ ¼ r2N�Lð0Þ þ �ðNÞ

‘2N
: (B10)

Now, if we write

n̂hðxÞ ¼ Fh;Lðfr2n�LðxÞg1n¼0;xÞ; (B11)

we can define the generalized, bare linear curvature bias
parameters (at linear order in r2n�) through

cr2n� � 1

Fh;Lð0Þ
@Fh;Lðfr2m�LðxÞg1m¼0;xÞ

@ðr2n�Þ
��������0

: (B12)

Further, we can define PBS bias parameters as

br2N� ¼ ‘2N

hn̂hi
@hn̂hi�ðNÞ

@�ðNÞ

���������ðNÞ¼0
(B13)

¼ ‘2N
XN
n¼0

cr2n�

@r2n�L;�ðNÞ

@�ðNÞ

¼ XN
n¼0

cr2n�

R2ðN�nÞ
L

ð2N � 2nþ 1Þ! fN�n; (B14)

where we have taken out powers of ‘ to make the expres-
sion for the correlation function below simpler. Note that
the usual PBS density bias is obtained as a special case
for N ¼ 0.
In terms of the bare bias parameters, and to linear order

in matter correlations, we can write the tracer correlation
function as
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�hðrÞ ¼
X1

n;m¼0

cr2n�cr2m�r2ðnþmÞ�LðrÞ

¼ X1
n;m¼0

cr2n�cr2m�

� X1
~N; ~M¼0

f ~Nf ~MR
2ð ~Nþ ~MÞ
L

ð2 ~N þ 1Þ!ð2 ~Mþ 1Þ!r
2ð ~Nþ ~MþnþmÞ�ðrÞ

¼ X1
N;M¼0

XN;M

n;m¼0

cr2n�cr2m�

� fN�nfM�mR
2ðN�nþM�mÞ
L

ð2N � 2nþ 1Þ!ð2M� 2mþ 1Þ!r
2ðNþMÞ�ðrÞ:

(B15)

In the second line, we have shifted the sum by defining
N � ~N þ n, M � ~Mþm, while in the third line we have
reordered the sum over n, m and N, M.

Now let us write down the expected result in terms of
PBS bias parameters, i.e. assuming that the parameters
br2N� have absorbed all dependencies on RL:

�hðrÞ ¼
X1

N;M¼0

br2N�br2M�r2ðNþMÞ�ðrÞ; (B16)

where we have again restricted to linear order in matter
correlations. Using Eq. (B14), this yields

�hðrÞ ¼
X1

N;M¼0

XN;M

n;m¼0

cr2n�cr2m�

� R2ðNþM�n�mÞ
L fN�nfM�m

ð2N � 2nþ 1Þ!ð2M� 2mþ 1Þ!r
2ðNþMÞ�ðrÞ;

which agrees with the exact result Eq. (B15). Thus,
the PBS bias parameters defined in Eq. (B13) are indeed
able to completely absorb the effects of smoothing on the
correlation function (at linear order). Moreover, if we
assume that there is a characteristic scale ‘ describing
the dependence of the tracer density on the derivatives of
the density field, i.e.

br2N� 	 ‘2N; (B17)

then the expression Eq. (B16) is an expansion in terms of

ð‘2r2ÞN�ðrÞ: (B18)

If the matter correlation function does not have significant
structure on scales below ‘, then this quantity is progres-
sively suppressed at higher N and Eq. (B16) is rapidly
convergent.

APPENDIX C: DERIVATION OF EQS. (97)–(99)

In this appendix we derive the squeezed-limit expres-
sions Eqs. (97)–(99). We begin with the correlator Eq. (97):

h�Lð1Þ�2
Lð2Þi ¼

Z d3k

ð2�Þ3 e
ik�rMLðkÞ

Z d3k1
ð2�Þ3

Z d3k2
ð2�Þ3

�MLðk1ÞMLðk2Þh�k�k1
�k2

i:
Using the definition of the bispectrum,

h�k�k1
�k2

i ¼ ð2�Þ3�Dðkþ k1 þ k2ÞB�ðk;k1;k2Þ;
(C1)

we have

h�Lð1Þ�2
Lð2Þi¼

Z d3k

ð2�Þ3e
ik�rMLðkÞ

Z d3k1
ð2�Þ3MLðk1Þ

�MLðjkþk1jÞB�ðk;k1;jkþk1jÞ: (C2)

We now expand the integrand in powers of q ¼ k=k1.

Further, we define � ¼ k̂ � k̂1. We then obtain for any
function FðkÞ

Fðjkþ k1jÞ ¼ Fðk1Þ
�
1þ

�
q�þ 1

2
q2½1� 2�2�

�
aðk1Þ

þ 1

2
q2�2bðk1Þ

�
þOðq3Þ;

a � @ lnFðk1Þ
@ ln k1

b � 1

Fðk1Þ
@2Fðk1Þ
@ðln k1Þ2

(C3)

while

B�ðk; k1; jkþ k1Þ
¼ 2fNLfP�ðkÞ½P�ðk1Þ þ P�ðjkþ k1jÞ�

þ P�ðk1ÞP�ðjkþ k1jÞg
¼ 2fNLP�ðkÞP�ðk1Þ½2þ ð2q�þ ½1� 2�2�q2Þn��

þOðq3Þ;
where n� ¼ ns � 4 and we have assumed a pure power-

law P�ðkÞ for simplicity. Inserting these expressions into

Eq. (C2), we see that the terms / q� vanish once the
integral over � is performed. Thus, we obtain

h�Lð1Þ�2
Lð2Þi ¼ 4fNL

Z d3k

ð2�Þ3 e
ik�rMLðkÞP�ðkÞ

�
Z d3k1

ð2�Þ3 M
2
Lðk1ÞP�ðk1Þ½1þOðq2Þ�:

The k1 integral yields �2
L, leading to Eq. (97) with

corrections suppressed in the large-scale limit by
ðk=k1Þ2 	 ðkRLÞ2. We now turn to Eq. (99). Since

h�Lð1Þy
ð2Þi ¼ 1

2�2
s

h�L�
2
sð2Þi; (C4)

this just differs from Eq. (97) through the prefactor and the
different filter function, and the above results immediately
lead to the third line of Eq. (99).
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