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In the present paper we address the interaction of pairs of charmed mesons with hidden charm in a finite

box. We use the interaction from a recent model based on heavy-quark spin symmetry that predicts

molecules of hidden charm in the infinite volume. The energy levels in the box are generated within this

model, and from them some synthetic data are generated. These data are then employed to study the inverse

problem of getting the energies of the bound states and phase shifts forD �D orD� �D�. Different strategies are
investigated using the lowest two levels for different values of the box size, and the errors produced are

studied. Starting from the upper level, fits to the synthetic data are carried out to determine the scattering

length and effective range plus the binding energy of the ground state. A similar strategy using the effective

range formula is considered with a simultaneous fit to the two levels—one above and the other one below the

threshold. This method turns out to be more efficient than the previous one. Finally, a method based on the fit

to the data by means of a potential and a conveniently regularized loop function, turns out to be very efficient

and allows us to produce accurate results in the infinite volume starting from levels of the box with errors far

larger than the uncertainties obtained in the final results. A regularization method based on Gaussian wave

functions turns out to be rather efficient in the analysis and as a byproduct a practical and fast method to

calculate the Lüscher function with high precision is presented.
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I. INTRODUCTION

The determination of the hadron spectrum from lattice
QCD (LQCD) calculations is attracting many efforts and
one can get an overview of the different methods used and
results in a recent review by Fodor and Hoelbling [1]. One
of the tools becoming gradually more used is the analysis
of lattice levels in terms of the Lüscher method [2,3]. This
method converts binding energies of a hadron-hadron sys-
tem in the finite box into phase shifts of the hadron-hadron
interaction from levels above threshold, or binding ener-
gies from levels below threshold [4–6]. From the phase
shifts one can get resonance properties, and there are
several works that have recently applied these techniques
to study the � resonance [7–15]. There exist other reso-
nances that are far more difficult to get with this approach
like the a1ð1260Þ, which was also attempted in Ref. [14]
(the properties of this resonance in a finite box were also
studied in Ref. [16], starting from an effective field theory
(EFT) approach for the infinite-volume case). Scalar me-
sons have also been searched for with this method [17–20]
and gradually some calculations are being performed for
systems in the charm sector [21–29]. From another field
theoretical perspective, finite-volume calculations have
also been devoted to this sector in Refs. [27,30]. In
Ref. [30] the �KD, �Ds interaction was studied in finite
volume with the aim of learning about the nature of the

D�
s0ð2317Þ resonance from lattice data. The infinite-volume

model used in Ref. [30] was derived in Ref. [31], where
the D�

s0ð2317Þ resonance appears dynamically generated

from the interaction of �KD, �Ds and other less relevant
channels. In this latter work, a scalar hidden charm state
coming from the D �D interaction with other coupled chan-
nels was also found, which qualifies basically as a D �D
quasibound state (decaying into pairs of lighter pseudosca-
lars). Although not reported experimentally, support for
this state was found in Ref. [32] from the analysis of the
data of the eþe� ! J=cD �D reaction of Ref. [33]. From
the effective field theory point of view, this state was
also reported in Refs. [34,35], using light SU(3)-flavor
and heavy-quark spin symmetries to describe charmed
meson-antimeson interactions.
The existence of heavy meson molecules was predicted

almost 40 years ago by Voloshin and Okun [36]. The
discovery of the Xð3872Þ [37,38] and the simplifications
[39–42] in the description of these systems deduced from
heavy-quark spin symmetry (HQSS) have boosted the
interest of the experimental and theoretical hadron com-
munity in this topic. HQSS is a QCD symmetry that
appears when the quark masses, such as the charm mass,
become larger than the typical confinement scale. It pre-
dicts that all type of spin interactions involving heavy
quarks vanish for infinitely heavy quarks (see some more
details for instance in Refs. [43–45]). Thus, HQSS predicts
the existence of various spin partners of the Xð3872Þ
resonance [34,35,40–42] that would be difficult to accom-
modate by quark models and they might be looked for in
forthcoming experiments.

*Miguel.Albaladejo@ific.uv.es
†Carlos.Hidalgo@ific.uv.es
‡Eulogio.Oset@ific.uv.es

PHYSICAL REVIEW D 88, 014510 (2013)

1550-7998=2013=88(1)=014510(18) 014510-1 � 2013 American Physical Society

http://dx.doi.org/10.1103/PhysRevD.88.014510


The purpose of the present paper is to study the interaction
of D �D and D� �D� using a field theoretical approach in finite
volume in order to evaluate energy levels in the finite box
which might be compared with future LQCD calculations.
The paper also presents a strategy to better analyze future
lattice results in order to get the best information possible
about bound states and phase shifts in the infinite-volume
case from these lattice data. For this purposewe shall use the
model of Ref. [35], althoughmost of the results and the basic
conclusions are independent of which model is used.

As to the method to obtain the finite-volume levels and
the inverse problem of obtaining the results in the real
world—phase shifts and binding energies—we shall fol-
low the method of Ref. [46] where a reformulation of
Lüscher approach was done based on the on-shell factori-
zation of the scattering matrix that one uses in the chiral
unitary approach [47]. This method is conceptually and
technically very easy and introduces improvements for
the case of relativistic particles. Some works using this
formalism can be found in Refs. [16,30,48–50].

II. FORMALISM: INFINITE VOLUME

In this section, we briefly review the formalism of
Refs. [34,35]. There, an effective field theory incorporating
SU(3)-light flavor symmetry and HQSS was formulated to
study charmed meson-antimeson (generically denoted here
H �H0, with H, H0 ¼ D, D�, Ds, D

�
s) bound states. The

lowest order (LO) contribution of the interaction is given
by contact terms, and the symmetries reduce the number of
independent low-energy constants (LECs) of the approach
to only four. Other effects, like one-pion exchange (OPE)
[51] or coupled channel dynamics, are shown to be sublead-
ing corrections to this order. Still, coupled channels will be
considered explicitly when the mass difference between the
thresholds is not negligible compared with the binding
energy of the consideredmolecules. To fix the four constants
of the approach, one assumes the molecular nature of some
XYZ states, namely, Xð3872Þ, Xð3915Þ and Yð4140Þ. The
fourth input of the model is the isospin-violating branching
ratio of the decays Xð3872Þ ! J=�! and Xð3872Þ !
J=�� (for a dynamical approach to this issue plus the
Xð3872Þ ! J=�� decay see Ref. [52]). For further details
on the formalism we refer to Refs. [34,35,53].

Next, we will here adapt the formalism to a more ade-
quate (for the problem at hand) T-matrix language. Since
we are dealing with heavy mesons, we use a nonrelativistic
formalism. In our normalization, the S matrix1 for an
elastic H �H0 scattering process reads

SðEÞ � e2i�ðEÞ ¼ 1� i
�k

�
TðEÞ; (2.1)

where the modulus of the momentum k ¼ j ~kj is given by
k2 ¼ 2�ðE�m1 �m2Þ, and � is the reduced mass of the
system of two particles with massesm1 andm2. In Eq. (2.1),
� is the phase shift, and we can write

T ¼ � 2�

�k
sin�ei�; (2.2)

T�1 ¼ ��k

2�
cot�þ i

�k

2�
: (2.3)

The expression for the T matrix is given by

T�1ðEÞ ¼ V�1ðEÞ �GðEÞ; (2.4)

with V the potential (two-particle irreducible amplitude)
and G a one-loop two-point function. This equation
stems from a once-subtracted dispersive representation of
T�1ðEÞ, or equivalently, from the N=D method [54] equa-
tions. The loop function G provides the right-hand cut
(RHC) and the contribution of the left-hand cut (LHC)
should be included in the potential V. As mentioned above,
we will follow here the approach of Refs. [34,35], and we
will approximate V by its LO contribution in the 1=mQ

expansion (with mQ the mass of the heavy quark). Thus,

we are completely neglecting the LHC, a point that will be
discussed in detail at the end of this section.
The loop function G needs to be regularized in some

way. Typical approaches are once-subtracted dispersion
relations and sharp cutoffs. Here, instead, we are following
the approach of Refs. [34,35], in which the loop function is
regularized with a Gaussian regulator. For an arbitrary
energy E, we find

GðEÞ ¼
Z d3 ~q

ð2�Þ3
e�2ð ~q2�k2Þ=�2

E�m1 �m2 � ~q2=2�þ i0þ

¼ � ��

ð2�Þ3=2 e
2k2=�2 þ �k

�3=2
�ð ffiffiffi

2
p

k=�Þ � i
�k

2�
;

(2.5)

with �ðxÞ given by

�ðxÞ ¼
Z x

0
ey

2
dy: (2.6)

Note that the wave number k is a multivalued function of E,
with a branch point at threshold (E ¼ m1 þm2). The
principal argument of ðE�m1 �m2Þ should be taken in

the range [0; 2�[. The function k�ð ffiffiffi
2

p
k=�Þ does not

present any discontinuity for real E above threshold, and
GðEÞ becomes a multivalued function because of the ik
term. Indeed, GðEÞ has two Riemann sheets. In the first
one, 0 � ArgðE�m1 �m2Þ< 2�, we find a discontinu-
ity GIðEþ i�Þ �GIðE� i�Þ ¼ 2iImGIðEþ i�Þ for E>
ðm1 þm2Þ. The Gaussian form factor enters Eq. (2.5) in a

1We will always consider S-wave meson-antimeson interac-
tions, and thus the spin of the molecule will always coincide with
the total spin of the meson-antimeson pair. The partial waves
2Sþ1LJ are then

2Sþ1SJ¼S. For simplicity in what follows, we will
drop all references to the L, S and J quantum numbers, both in
the phase shifts and T matrices.
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way that is unity for on-shell momenta, and hence the
optical theorem ImT�1 ¼ �k=ð2�Þ is automatically ful-
filled. For real values of E and below threshold, we have

k ¼ i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�2�ðE�m1 �m2Þ

p
. Poles below threshold in the

first sheet correspond to bound states. In the second
Riemann sheet, 2� � ArgðE�m1 �m2Þ< 4�, we trivi-
ally find GIIðE� i�Þ ¼ GIðEþ i�Þ, for real energies and
above threshold.

In the approach of Refs. [34,35], the potential V is
taken as

VðEÞ ¼ e�2k2=�2
Cð�Þ; (2.7)

where C is the proper combination of the four different
counterterms for each considered channel H �H0. Explicit
expressions can be found in Appendix A. The cutoff � is a
parameter of the approach, and, hence, the theory depends
on it. The dependence of the counterterm on the ultraviolet
(UV) cutoff � should cancel that of the loop function G,
such that GðEBÞVðEBÞ becomes independent of �, when
EB is the energy of the bound state used to determine the
counterterm.2 For other energies, there will exist a remain-
ing, unwanted/unphysical dependence of the T matrix on
the cutoff. This is due to the truncation of the perturbative
expansion (see discussion in Ref. [34]). This dependence,
however, is partially reabsorbed in the counterterms of the
theory, as long as one chooses a reasonable value for the
cutoff, not beyond the high-energy scale of the effective
field theory [55–58]. Up to this point, we have discussed
only the case of uncoupled channels, but the generalization
to coupled channels is straightforward.3

Finally, above threshold the effective range expansion
reads

k cot� ¼ � 1

a
þ 1

2
rk2 þ � � � ; (2.8)

where a and r are, respectively, the scattering length and
the effective range. From Eqs. (2.3) and (2.4) we can
calculate the theoretical predictions for these effective
range parameters, obtaining

ath ¼ þ �

2�

�
1

C
þ ��

ð2�Þ3=2
��1

; (2.9)

rth ¼ � 8�

��2

�
1

C
� ��

ð2�Þ3=2
�
: (2.10)

We now discuss the absence of the LHC in our study. It
should be noted that the omission of the LHC contribution
is in general a minor problem in the scattering of hadrons in
the chiral unitary approach or related problems. The reason
is that its contribution to the dispersion relation in the

physical region of interest is small to begin with, and
even then, what matters is not its absolute value but its
energy dependence. If one studies a region of energies
where the contribution of the mechanisms that give rise
to the LHC is practically constant, this contribution can be
absorbed in the models by a suitable change in the cutoff�
or in the subtraction constant. In the heavy-quark sector
this result is even more accurate. The bulk of the potential
comes from contact terms that effectively account for the
exchange of mesons heavier than the pion4 or, in a picture
like the local hidden gauge approach, from the exchange of
vector mesons. Because of the large mass of the vector
mesons, the LHC is at unphysical energies very far below
the threshold of the channels and its energy dependence in
the moderate ranges of energies that we study here is
completely negligible. In the case of our EFT, the most
relevant contribution to the LHC would be that stemming
from OPE, but its contribution is subleading in the power
counting of the EFT. This has been explicitly shown in
Ref. [34], where the OPE potential was derived for these
systems, and its quantitative effects discussed. The contri-
butions of multipion exchanges (MPE) would be even
more suppressed. Another possible contribution to the
LHC would arise from the t- or u-channel loops with two
heavy mesons running in the loop. However, this cut
is located at E ¼ 0, i.e., far away from the energies
considered in this work. As discussed above, its energy
dependence would be completely negligible in our study.

III. FORMALISM: FINITE VOLUME

In this section, we follow the steps of Ref. [46] to write
the amplitude in a finite box of size L with periodic
boundary conditions, denoted by ~T. Since the potential
does not depend on L, one only has to replace the loop

function G with its finite-volume version, ~G, in which the
integral over momentum ~q is replaced by a discrete sum
over the allowed momenta,

~T �1ðEÞ ¼ V�1ðEÞ � ~GðEÞ; (3.1)

~GðEÞ ¼ 1

L3

X
~q

e�2ð ~q2�k2Þ=�2

E�m1 �m2 � ~q2=2�
; (3.2)

where the (quantized) momentum is given by

~q ¼ 2�

L
~n; ~n 2 Z3: (3.3)

Now, the energy levels in the box are given by the poles

of the ~T matrix, V�1 ¼ ~G. For the energies of these
levels in the box, the amplitude in the infinite volume is
recovered as

2The mass of a bound state is thus given by T�1ðEBÞ¼0
for EB<m1þm2, which is the equivalent of Eq. (10) in Ref. [35].

3One has only to rewrite the T matrix as T ¼ ðI� VGÞ�1V,
where V and G are now matrices in the coupled-channels space.

4We should note here that one can find in the literature other
models (see for instance Refs. [59–61]), where the Xð3872Þ is
bound solely by OPE.
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T�1ðEÞ ¼ V�1ðEÞ �GðEÞ ¼ ~GðEÞ �GðEÞ ¼ �GðEÞ:
(3.4)

Since the G function is regularized (either in the box or in
the infinite volume) with a Gaussian regulator,5 the differ-
ence above depends explicitly on the cutoff �. This re-
maining nonphysical dependence on � quickly disappears
as the volume increases. Indeed, we find that it is exponen-
tially suppressed and that it dies off as exp ð�L2�2=8Þ (see
Appendix B). Thus, it is clear that in this context, we can
end the renormalization program just by sending the UV
cutoff to infinity. This will allow to obtain the physical T
matrix, independent of any renormalization scale, for the
energy levels found in the lattice Monte Carlo simulation
(finite box).

For the practical calculations that we will show in what
follows, the� dependence is already negligible when� *
1 GeV even for the smallest volumes considered in this
work (the limit � ! 1 is effectively achieved for such
values). In this limit, Eq. (3.4) becomes the Lüscher equa-
tion [2,3], as we discuss in certain detail in Appendix B.
The results of Appendix B also show that the inclusion of a
Gaussian regulator is quite an efficient technique, from the
computational point of view, to evaluate the Lüscher func-

tionZ00ð1; k̂2Þ used in Ref. [3]. Finally, from Eqs. (2.3) and
(3.4), we can write

k cot� ¼ � 2�

�
lim
�!1

Reð ~GðEÞ �GðEÞÞ: (3.5)

We have discussed above that the LHC can be safely
neglected in the study of the H �H0 interactions in the
infinite-volume case. With respect to the finite-volume
case, we recall that the most relevant contribution
(although subleading in the power counting of the EFT)
to the LHC arises from the OPE mechanism. But the OPE
potential does not depend on L, since it does not involve
any loop function in the infinite-volume case. The first
volume-dependent contributions to the LHC would be
those of MPE and crossed t- or u-channel loops with heavy
mesons in the loop. In the infinite-volume case, however,
these are even more suppressed in the power counting than
the contribution of OPE, and so one should expect their
contributions to the LHC to be negligible. The relevance of
the LHC in the case of �� interactions (note that in this
case the LHC is located close to threshold) in finite vol-
umes has been studied in Refs. [50,63]. There, it was found
that the LHC contribution is, in fact, negligible (exponen-
tially suppressed) for Lm� � 1:5. In summary, although
the volume-dependent contributions to the potential would
be certainly present in an actual lattice calculation, these
are sufficiently small so that they can be safely neglected,
at least in an exploratory study. In the end, this is the

assumption of most of the works that study unitarized
effective field theories in a finite volume, e.g., Ref. [49].

IV. RESULTS

We present in this section the results obtained with the
formalism outlined in the previous section. We first discuss
the results obtained by putting the model of Refs. [34,35]
directly in the box. That is, we study the volume depen-
dence of the molecules found in Ref. [35], thus predicting
the existence of subthreshold levels (asymptotically differ-
ent from the threshold) for the different channels, which
have a clear correspondence with the hidden charm mole-
cules reported in Ref. [35]. This is done in Sec. IVA.
Our purpose in Secs. IVB, IVC, and IVDis to simulate

a realistic situation in an LQCD study, where one would
obtain different energy levels (one or two) for different
sizes, L, of the box. To do so, we generate ‘‘synthetic data’’
from the exact levels that we obtain from the model of
Refs. [34,35]. We take five different values of Li, in the
range Lm� ¼ 1:5 to 3.5. From the calculated levels, we
obtain randomly shifted levels (in a range of 5 MeV), and
assign an error of around 10 MeV to each of these points
(this is an educated guess based on the assumption that, in
the near future, charmonium physics LQCD simulations
would reduce the statistical fluctuations of the measured
excitation energies at the level of ten percent). Next we use
a Monte Carlo simulation, to estimate the errors on the
determination of observables (the phase shifts, for in-
stance) when the energy levels are obtained with a certain
statistical error. Specifically, we study in these subsections
the I ¼ 0 JPC ¼ 0þþ D �D channel.
In Sec. IVB, the Lüscher formalism to study the phase

shifts calculated from Eq. (3.5) is applied to the synthetic
levels above threshold that we find for the different studied
channels. From these phase shifts, we calculate the effec-
tive range-expansion parameters, and use them to deter-
mine the masses of the bound states. In Sec. IVC we adopt
another strategy to extract information from the generated
levels. Namely, we consider a potential whose parameters
are then fitted to reproduce the synthetic levels (above and
below threshold, simultaneously). With this potential, we
can make predictions in the infinite-volume case, and thus
we end up with another determination of the masses of the
predicted bound states. We shall see that this method
allows one to obtain better results (a better central value
and smaller errors) for the mass of the bound state than the
previous one. We then analyze the differences of both
approaches in detail. In Sec. IVD another method is pro-
posed, in which the effective-range approximation is re-
tained for the inverse of the T-matrix amplitude, but by
fitting the energy levels directly instead of the phase shifts,
and studying simultaneously the levels above and below
threshold. In this case, then, we notice that the precision
achieved for the mass of the bound state is similar to that
obtained with the potential analysis.

5A Gaussian regulator is also used in Ref. [62] to study the �
resonance in finite volume.
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In Sec. IVE, we analyze in a more quantitative way the
qualitative arguments given in Sec. IVA, where the behav-
ior of the subthreshold levels is discussed. We offer a
method to discriminate between those levels that produce
bound states in the limit L ! 1 and those that do not, and
hence tend to the threshold in the infinite-volume limit.
This method allows for the extraction of the mass and the
coupling of the bound state in the infinite-volume limit.

In Sec. IV F all these methods are applied to the bound
state present in the I ¼ 0 JPC ¼ 2þþ D� �D� channel. The
difference with respect to the case used as an example in
the previous subsections is that the state is now weakly
bound (the binding energy is only around 2–3 MeV), so
that we can compare how the several methods exposed
above work for this case.

A. The model of Ref. [35] in a finite box

In Figs. 1 and 2 we present the dependence of the energy
levels on the size of the finite box, as calculated from
Eqs. (3.1) and (3.2), for the different channels studied in
Ref. [35]. We have fixed the potential in the different
channels by means of the central values given in this
reference for the various counterterms, and collected here
in Appendix A, Eqs. (A3)–(A6). When needed, we have
also implemented in the finite box a coupled channel
formalism. The solid lines correspond to the case � ¼
1 GeV, whereas the dot-dashed lines to � ¼ 0:5 GeV.
For comparison, we also show, with the horizontal dashed
lines, the involved threshold energies. We just show those
energy levels that can be identified with bound states

(k2 < 0) in the infinite-volume case. That is, their asymp-
totic L ! 1 value approaches the bound energies given in
Ref. [35], and thus they are different from the threshold. Of
course, one has this latter piece of information from the
calculations of the model in an infinite volume, but this
would not be the case in a lattice simulation. Let us focus,
for simplicity, on the I ¼ 0 case, shown in the left panel of
Fig. 1. The large-L asymptotic behavior can be well appre-
ciated in some cases, like the 0þþ D �D or 1þ� D� �D
molecules. However in other cases, it might be difficult
to discriminate between a real bound state and a threshold
level, even for quite large values of the box size L. Clear
examples are the 1þþ D� �D or the 2þþ D� �D� molecules
(similar examples can be found in the different isospin-
strangeness channels), which in the infinite-volume case
are loosely bound.6 Thus, we see a well-known result from
quantum mechanics: the smaller the binding energies, the
larger become the L values needed to reach the asymptotic
behavior. From this study, we conclude that in a lattice
simulation when dealing with states that are at least bound

FIG. 1 (color online). Volume dependence of the I ¼ 0 (left) and I ¼ 1=2 (right) molecules predicted in Ref. [35]. The horizontal
dashed lines show the different thresholds involved (when the charge is not explicitly given, we are displaying the thresholds
associated to the different charge channels). The solid lines correspond to the levels found in the box for � ¼ 1 GeV, whereas the
dot-dashed ones stand for those obtained with� ¼ 0:5 GeV. Over the right axis we mark with arrows the masses of the bound states as
predicted in the infinite-volume case and � ¼ 1 GeV. The JPC quantum numbers of the different channels are indicated beside the
arrows.

6The first one corresponds to the Xð3872Þ resonance that has
been observed close to the D0 �D0� threshold [37] (see also a
recent determination and discussion of other experiments in
Ref. [38]) and it has been a hot topic for both the experimental
and theoretical communities since its discovery. The 2þþ state is
an HQSS partner of the Xð3872Þ molecule whose dynamics, at
LO in the heavy -quark expansion, is being determined by
precisely the same combination of counterterms that appear in
the Xð3872Þ channel. Given the discovery of the Xð3872Þ reso-
nance, the existence of the 2þþ state, either as a bound state or a
resonance, is therefore a direct consequence of HQSS [34,35].
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by some tens of MeV, one might safely discriminate them
by using box sizes of the order of Lm� ’ 3. However, the
lattice study of other states less bound [binding energies
below 4 or 5 MeV, as in the case of the Xð3872Þ or the 2þþ
states] might require significantly larger volumes. To
achieve more accurate predictions for the former and solve
the problem for the latter ones, we follow different ap-
proaches in the following subsections.

Finally, we note that some of the levels in Figs. 1 and 2
are not realistic, in the sense that they would mix with
other levels generated by channels with the same quantum
numbers, but lower thresholds. That is the case, for ex-
ample, in I ¼ 0 of the 0þþ D� �D� at E ’ 3920 MeV, which
would mix with some higher levels of the D �D channel.
Indeed, it is to be expected that these bound states would
acquire some width due to the coupled-channel dynamics.
Still, it is possible that these states could appear as more or
less stable energy levels.7

B. Inverse analysis: phase shifts

Here we start discussing the case of the isoscalar
0þþ D �D interaction. Some levels found from the model
of Ref. [35] in a finite box,8 obtained as the zeros of
Eq. (3.1), are shown with a (red) solid line in Fig. 3. The

synthetic levels generated from them and our choice for
their errors are shown with points. Recall that we give an
error of �10 MeV to these points, trying to simulate a
realistic situation in an LQCD study, where these levels
will be determined with some statistical uncertainties.
From the upper level and Lüscher’s formula, Eq. (3.5),
we find the phase shifts, which are shown with points in
Fig. 4. The errors in the phase shifts in this figure are
determined by recalculating them, through Eq. (3.5), with

FIG. 2 (color online). The same as in Fig. 1 for the I ¼ 1 (left) and hidden strangeness (right) molecules predicted in Ref. [35].

FIG. 3 (color online). Some energy levels for the I ¼ 0, JPC ¼
0þþ D �D interaction as a function of the box size L. The levels
obtained with the model of Refs. [34,35] in a box for � ¼
1 GeV are shown with (red) solid lines, while the generated
levels for some particular values of L (synthetic data points; see
the text for details), together with their assigned errors are
displayed with black circles. The noninteracting energies (m1 þ
m2 þ ð2�=LÞ2n2=2� with n ¼ 0, 1) are shown with (black)
dash-dotted lines. The blue dashed lines show the results from
a fit to a potential discussed in Sec. IVC. The error bands around
the blue dashed lines have been obtained by considering pairs of
fitted parameters (1=C0a, �) that provide values of 	2 that differ
from the minimum one by less than one unit (	2 � 	2

min þ 1).

7In Ref. [64] the D� �D�, D�
s
�D�
s states are studied with the

interaction taken from the extrapolation of the local hidden-
gauge approach to the charm sector, which also respects HQSS.
The coupling to D �D and Ds

�Ds is allowed and generates a width
of about 50 MeV for the most bound state—the one with I ¼ 0
and JPC ¼ 2þþ.

8In what follows we will use a UV cutoff � ¼ 1 GeV when
presenting results deduced from the model of Ref. [35], both for
finite boxes and in the infinite-volume case. Other cutoffs
compatible with the effective theory designed in Refs. [34,35]
give rise to similar results.
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different values of the upper level energy, E, randomly
taken within the error intervals displayed for each of the
synthetic data points in Fig. 3.

We could also obtain the scattering length and the ef-
fective range parameters either from the determined phase
shifts or from Eqs. (2.8) and (3.5). Actually, by combining
these two latter equations we have

Re�GL ¼ lim
�!1

Reð ~GðEÞ �GðEÞÞ

¼ � 2�

�

�
� 1

a
þ 1

2
rk2 þ � � �

�
(4.1)

for the upper energy levels, E, determined in finite boxes of
different sizes. We have obtained 1=a and r from a 	2

linear fit to the five data points generated for Re�GL using
the five synthetic upper energy levels9 shown in Fig. 3.
We find

1

a
¼ 0:62� 0:25 fm�1; r ¼ 0:53� 0:18 fm; (4.2)

with a linear Gaussian correlation coefficient R ¼ 0:83.
From the above result, we find

a ¼ 1:6þ1:0
�0:5 fm: (4.3)

These values are to be compared with those obtained in
the infinite-volume model, Eqs. (2.9) and (2.10), with the
parameter C ¼ C0að� ¼ 1 GeVÞ ¼ �1:024 fm2, which
turn out to be

ath ¼ 1:38 fm; rth ¼ 0:52 fm: (4.4)

Our fitted values are compatible with the theoretical ones,
but have sizeable errors, although the correlation is large.
Performing a standard analytical continuation of Eqs. (2.3)
and (2.8) below theD �D threshold, we estimate the position
of the Xð3715Þ bound state,

E ¼ 3721þ10
�25 MeV; (4.5)

whereas the value found in Ref. [35] is
E ¼ 3715þ12

�15 MeV.10 The binding energy, B> 0, is ob-

tained from Eqs. (2.3) and (2.8) upon changing k ! i
 and
imposing T�1 ¼ 0,

B ¼ 
2

2�
; 
 ¼ 1� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 2r=a
p

r
: (4.6)

To estimate the uncertainties in Eq. (4.5), we have per-
formed a Monte Carlo simulation taking into account the
existing statistical correlations between 1=a and r. We
quote a 68% confident interval, but with some caveats
that we explain next. Note that 2r=a is not far from unity
and within errors it can be even bigger, which means that
we can get some events in the Monte Carlo runs (around
25%) with 1� 2r=a < 0, for which we set the square root
to zero. Thus, the lower error quoted in Eq. (4.5) is some-
how uncertain, since the above procedure tends to accu-
mulate events around 3695 MeV. On the other hand, for the
cases with 1� 2r=a > 0 but small, the two roots of 
 in
Eq. (4.6) are not so different, and hence there is some
ambiguity in the binding energy B (we choose the smallest
value of 
). Note that, although the value of E obtained
with its errors seems quite accurate, when one considers it
relative to the binding energy B, we find a large dispersion,
since the D �D threshold is at around 3734 MeV.
Finally, if we decrease the error of the synthetic energy

levels from 10 MeV to 5 MeV, then the errors of the phase
shifts as well as those of the threshold parameters are also
reduced approximately to half of their previous values, and
the predicted mass is more accurate, E ¼ 3723þ5

�11 MeV
(and now 1� 2r=a becomes negative for only around 6%
of the Monte Carlo events). This should give an idea of the
precision needed in the determination of the energy levels
in order to have an appropriate determination of the mass.

FIG. 4 (color online). Phase shifts obtained for the I ¼ 0,
JPC ¼ 0þþ D �D interaction. The points stand for the phase shifts
calculated from the synthetic energy levels displayed in Fig. 3
using Eq. (3.5). The green dashed line and its associated error
band corresponds to the effective-range analysis of Sec. IVB,
while the blue solid line and its error band stand for the results
obtained by fitting a potential discussed in Sec. IVC. The phase
shifts in the infinite volume are very similar to the latter ones, so
we do not show them. In both cases, the error bands have been
obtained by considering pairs of fitted parameters [(1=a, r) for
the effective range fit and (1=C0a, �) for the case of the potential
fit] that provide values of 	2 that differ from the minimum
one by less than one unit (points included in the dark blue
	2 � 	2

min þ 1 ellipse are displayed in Fig. 5).

9To estimate the errors in Re�GL for each of the synthetic
energy levels considered, we follow a procedure similar to that
outlined above for the phase shifts. Thus, we let the synthetic
energy level vary within the error interval displayed in Fig. 3 and
find the range of variation of Re�GL.

10The errors calculated for finite-volume quantities in this work
refer to the statistical uncertainties we generate in the synthetic
data. The errors quoted from Ref. [35] refer instead to the
uncertainties in the determination of the constants appearing in
the potential.
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In the next sections we discuss different alternatives that
allow us to achieve a better precision.

C. Inverse analysis: fit to a potential

We now consider another approach to analyze/use the
synthetic levels that we generated in the previous section.
Here again we aim to explore different possibilities of
analyzing real data obtained from LQCD Monte Carlo
simulations for various finite volumes. The analysis of
phase shifts in the previous subsection necessarily takes
into account only the level above threshold in Fig. 3. It is
then convenient to develop an approach that could simul-
taneously make use of all available levels. Thus, we pro-
pose to describe all levels using a potential, Eqs. (2.7) and
(3.1), fitting its parameters for such purpose. We adopt here
an approach where we fit a counterterm C ¼ C0a defining
the potential11 and the UV cutoff � [involved in the finite-
box loop function and in the potential; see Eq. (2.7)] to the
synthetic energy levels shown in Fig. 3. Thus, the 	2

function is then given by

	2¼X5
i¼1

ðEð0Þ
thVðLiÞ�Eð0Þ

i Þ2
ð�Eð0Þ

i Þ2 þX5
i¼1

ðEð1Þ
thVðLiÞ�Eð1Þ

i Þ2
ð�Eð1Þ

i Þ2 ; (4.7)

where Eð0;1Þ
thV ðLiÞ are the first two energy levels calculated

from the HQSS potential, with parameters C0a and �, in a

finite box of size Li. On the other hand, Eð0;1Þ
i and �Eð0;1Þ

i

are the synthetic levels that we have generated, together
with their assigned errors. Here, the superscript j ¼ 0, 1
refers to the two levels shown in Fig. 3. The fit parameters,
1=C0a and �, obtained in the best fit are

1

C0a

¼ �0:93� 0:20 fm�2; � ¼ 970� 130 MeV;

(4.8)

with a linear Gaussian correlation coefficient R ¼ �0:98.
These errors, and the correlation coefficient, are calculated
from the Hessian of 	2 at the minimum. However, since the
fit is not linear, these errors are slightly different from those
obtained when requiring 	2 � 	2

min þ 1. This latter re-

quirement gives the following nonsymmetrical errors:

1

C0a

¼ �0:93þ0:18
�0:27 fm�2; � ¼ 970þ180

�120 MeV: (4.9)

From Eq. (4.8), we findC0a ¼ �1:08þ0:19
�0:29 fm2. The central

values of both the counterterm and the UV cutoff agree
well with those of the original model of Ref. [35],
C0a ¼ �1:024 fm2 and � ¼ 1 GeV, used to generate the
synthetic levels. However, as expected, the two parameters
are strongly correlated. This is further discussed in
Appendix C. A contour plot of the 	2 function in the

ð1=C0a;�Þ plane is shown in Fig. 5, which manifestly
shows the correlation.
On the other hand, the fitted parameters of Eq. (4.8)

predict a value for the mass of the bound state of E ¼
3715þ3

�6 MeV (68% CL, obtained from a Monte Carlo

Gaussian simulation keeping the statistical correlations)
in the infinite-volume case. The central value agrees re-
markably well with the value obtained from the model of
Ref. [35], E ¼ 3715 MeV, and certainly much better than
that obtained with the phase-shift analysis carried out in the
previous subsection (E ¼ 3721þ10

�25 MeV). The errors

found now are also significantly smaller.
The (blue) dashed lines in Fig. 3 show the energy levels

obtained with the best-fit parameters of Eq. (4.8). Note that
they hardly differ from those deduced from the exact
model (red solid line). Finally, we have calculated error
bands for the predicted finite-box levels and phase shifts by
quantifying the variations that are produced in these ob-
servables when one randomly considers pairs (1=C0a,�) of
parameters that provide 	2 � 	2

min þ 1 (points included in
the dark blue ellipse displayed in Fig. 5). These error bands
are shown in Figs. 3 and 4, respectively.
We now discuss the dependence of this analysis on the

regulator scheme. Naively, one could think that, having
generated the synthetic levels with an amplitude regular-
ized with a Gaussian regulator, it is a tautology that ana-
lyzing them with the same form of the amplitude gives
good results. Then, it is clearly useful to analyze the
synthetic levels with other regulator schemes, so that one
can be sure that the procedure followed is reliable. For such
a purpose, we consider two approaches. In the first one, we
consider a nonrelativistic amplitude regulated with a
Lorentz (instead of a Gaussian) form factor,

VðEÞ ¼ Cð�0Þ
�

�02

�02 þ k2

�
2
; (4.10)

FIG. 5 (color online). Contour plots for the 	2 function defined
in Eq. (4.7) for the I ¼ 0, JPC ¼ 0þþ D �D channel. The dashed
line shows the correlation predicted from the model of Ref. [35],
Eq. (C2). The circle represents the central value taken for that
model, C0a ¼ �1:024 fm2 and � ¼ 1 GeV, while the square
stands for the results of the best fit of Eq. (4.8).

11We follow here the notation of Refs. [34,35] where the
counterterm that appears in this channel is called C0a (see
Appendix A).
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GðEÞ¼
Z d3 ~q

ð2�Þ3
1

E�m1�m2� ~q2=2�þ i0þ

�
�02þk2

�02þ ~q2

�
2

¼�
k2��02

4��0 � i
�k

2�
: (4.11)

In the second approach, a relativistic amplitude is consid-
ered, with the relativistic loop function G given by a once-
subtracted dispersion relation, and the potential given also

in terms of the relativistic momentum, �k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2=4�m2

p
(we consider the equal-masses case, m1 ¼ m2 ¼ m, which
is the one studied in the I ¼ 0 JPC ¼ 0þþ D �D channel).
The explicit expressions are

VðEÞ ¼ c1 þ c2 �k
2; (4.12)

GðEÞ ¼ m2

4�2

�
�ð�Þ þ log

m2

�2
� 
ðEÞ log
ðEÞ � 1


ðEÞ þ 1

�
;

(4.13)

with 
ðEÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4m2=E2

p ¼ 2 �k=E, �ð�Þ a subtraction
constant and � an arbitrary scale (note that the only rele-

vant parameter is �, since the quantity �ð�Þ þ log m2

�2 does

not depend on �). The finite-volume version of this loop
function is calculated as in Ref. [30].

For the first approach, we fit the counterterm C and the
cutoff12 �0 to the synthetic levels obtained before. For the
second approach, we fit the parameters of the potential, c1
and c2, for three different values of the subtraction constant
� ¼ �2, �3, �4 (we take here � ¼ m). In Fig. 6(a), we

compare the energy levels (displayed by curves) obtained
with the best fit of these parameters with those levels
obtained originally with the amplitude regularized with a
Gaussian form factor. We note that the four lines almost
overlap for Lm� � 1:5 (the region in which the synthetic
data are located), whereas the differences are a bit larger,
but still hardly visible, for Lm� ’ 1. More importantly, all
of them lie well within the error bands obtained with the
analysis at the beginning of this section. We have focused
here on the energy levels obtained with the different regu-
lator schemes, but similar conclusions are obtained for
other quantities, like the phase shifts and, importantly,
for the binding energy of the state. The value obtained
for the latter with these two new approaches (including the
error analysis) are very similar to that obtained with the
Gaussian regulator amplitude. Namely, for the case of
the relativistic amplitude with � ¼ �2 we obtain E ¼
3714 MeV, whereas for the other cases (Lorentz regulator
amplitude and relativistic amplitude with � ¼ �3 and�4)
the value obtained is E ¼ 3715 MeV. We conclude that
our approach, consisting in the simultaneous analysis of
the energy levels by means of a potential and a loop
function (being both suitably regularized), is quite reliable
and independent of the regularization scheme.
At the beginning of this section we explained how the

synthetic energy levels have been generated. For some
values of the box size L, the theoretical energy levels are
randomly shifted within a range of �5 MeV. Then, a
statistical error of �10 MeV is given to each of these
points. It would also be useful to investigate the effect of
increasing the range of the shift, and we now perform the
same analysis that led to the fit in Eq. (4.8) by considering a
range of�10 MeV (i.e., we now assume a larger Gaussian

FIG. 6 (color online). Energy levels for the I ¼ 0, JPC ¼ 0þþ D �D interaction as a function of the box size L. (a) Comparison of the
energy levels obtained with the Gaussian regulator analysis with those obtained with other regularization schemes. For clearness, we
just show the error bands in the case of the Gaussian regulator (identical to those already displayed in Fig. 3). The dash-dotted line
represents the levels obtained with the amplitude regularized with a Lorentz form factor. The solid, short-dashed and long-dashed lines
are the energy levels obtained with the relativistic amplitude with �ð� ¼ mÞ ¼ �2, �3 and �4, respectively. The dot-dashed and
short-dashed lines are almost indistinguishable in the range of L considered. (b) Potential results (blue dashed line) obtained from a fit
to a new set of synthetic data points (black circles). These data points have been generated assuming a larger Gaussian random shift of
10 MeV (instead of the 5 MeV used throughout this work) with respect to the position of the exact levels. A common error of 10 MeV
has been assigned to all synthetic data points and the error bands around the blue dashed lines have been obtained as in Fig. 3. Finally
and for comparison, the red solid lines stand for the original potential fit, displayed in Fig. 3, to the original 5 MeV shift synthetic data.

12Note that this new cutoff is not equal to that of the Gaussian
regulator.
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random shift of 10 MeV, instead of the 5 MeV previously
used, with respect to the position of the exact levels). We
still assign a common error of 10 MeV to all synthetic data
points. The parameters obtained from the fit to this new set
of synthetic data [shown in Fig. 6(b)] turn out to be

1

C0a

¼ �1:16� 0:33 fm�2; � ¼ 1120� 210 MeV;

(4.14)

with a linear Gaussian correlation coefficient R ¼ �0:99.
These new parameters agree, within errors, with those in
Eq. (4.8), and also with the theoretical values. The energy
levels calculated with these parameters, as well as the
associated error bands, are shown in Fig. 6(b) with blue
dashed lines. For comparison, we also show the original fit
with red solid lines [given by Eq. (4.8) and shown in
Fig. 3]. The difference between both predictions for the
energy levels is small. Moreover, we see that the original
curves lie well within the new error bands. With respect to
the mass of the bound state, we find E ¼ 3717þ4

�6 MeV,
which also agrees within errors with that obtained from the
original fit and the theoretical value. Thus, given the num-
ber of synthetic data that we consider in the fit, the obtained
results turn out to be reasonably stable against this varia-
tion of the initial energy shift. Obviously, predictions will
become more and more stable as the number of the con-
sidered data points increases.

D. Inverse analysis: effective range

We have seen in Secs. IVB and IVC that the fit of the
synthetic energy levels with a potential leads to better
results for the mass of the bound state than those obtained
from the fit to the phase shifts (deduced from the upper
level) with the effective-range expansion. We believe that
there are three reasons for this improvement. First, the
potential fit takes into account both levels, above and
below threshold, while the phase shifts analysis takes

into account just the upper level. Second, in the potential
fit, the ‘‘observables’’ are the energy levels, while in the
phase shifts analysis, the quantity that enters in the 	2

function is k cot�, and the propagation of errors can thus
lead to worse determinations of the parameters. Third, the
analytical structure of the inverse of the amplitude is differ-
ent in both approaches. In the effective-range approach,
ones truncates a series up to k2, while in the potential fit
one is effectively including further terms beyond the latter
ones. Indeed, the full loop functionG is taken into account.
To study the importance of the first two points, we follow
here another approach, in which we shall keep the
effective-range approximation for the amplitude, but fit
the energy levels (above and below threshold) instead of
the phase shifts obtained from the above-threshold level.
The effective-range expansion for the inverse of the T

matrix is written from Eqs. (2.3) and (2.8),

T�1ðEÞ ¼
8><
>:
� �

2�

�
� 1

a þ r
2 k

2 � ik
�
; k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�ðE�m1 �m2Þ
p

; E > m1 þm2;

� �
2�

�
� 1

a � r
2�

2 þ �
�
; � ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�ðm1 þm2 � EÞp
; E < m1 þm2:

9>=
>; (4.15)

Now, the energy levels in the box are found for given values
of a and r, by means of Eq. (3.4), that is to say, by
numerically solving T�1ðEÞ ¼ �GLðEÞ, similarly as it is
done in the case of the potential, but now using Eq. (4.15)
to model the T matrix both above and below threshold. We
will denote the levels obtained in this manner as EðjÞ

thEF. To
determine the best values of a and r, we consider thus a 	2

function as Eq. (4.7), where the EðjÞ
i are still the synthetic

levels we have generated, but replacing the EðjÞ
thV by EðjÞ

thEF,
calculated as explained above. The values of the best
parameters are

1

a
¼ 0:70� 0:07 fm�1; r ¼ 0:56� 0:07 fm;

(4.16)

with a linear Gaussian correlation coefficient R ¼ �0:6.13

Hence, we obtain

a ¼ 1:43þ0:16
�0:13 fm: (4.17)

FIG. 7 (color online). Comparison of the determination of the
effective range parameters, 1=a and r, with the methods ex-
plained in Secs. IVB (red dashed line) and IVD (solid blue line).
The ellipses are obtained from the condition 	2 � 	2

min þ 1 in

each case. The central values of each fit are represented with
points. We also show, for comparison, the theoretical values of
the parameters, as given in Eq. (4.4), with a black square.

13In this case, the errors calculated from the requirement 	2 �
	2
min þ 1 almost coincided with those given here in Eq. (4.16).
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The errors calculated in this way are clearly smaller than
those displayed in Eq. (4.2) with the phase-shift analysis
carried out in Sec. IVB. Also, the central value of the
scattering length agrees better with the theoretical one,
Eq. (4.4). These improvements have a clear impact on
the determination of the mass of the bound state, which
is now EB ¼ 3716þ4

�5 MeV (68% CL), with smaller errors
and a better central value than those obtained with the
phase-shift analysis in Eq. (4.5). In Fig. 7 we show a
comparison of the ellipses in the ð1=a; rÞ parameter space
determined by the condition 	2 � 	2

min þ 1 for the fits of
Eqs. (4.2) and (4.16). There, the significant improvement
achieved by fitting directly to both the lower and upper
energy levels instead of fitting to the phase shifts deduced
from the latter levels can be clearly appreciated. Finally,
we must point out that the determination of the energy
levels obtained with this method are very similar to those
obtained in Sec. IVC by introducing a potential, and
shown in Fig. 3. Actually, the differences between the
upper- and lower-energy-level curves (and their error
bands) deduced from both methods would not be easily
appreciated in Fig. 3. For this reason, we have not shown in
this figure the results obtained from the method discussed
in this subsection.

E. Inverse analysis: bound-state fit

We have discussed in Sec. IVA the volume dependence
of the subthreshold levels that arise when we put the model
in a finite box. For cases with V < 0, the potential is
attractive and, hence, a bound state in the infinite-volume
case may arise. Whether it is bound or not in the infinite-
volume case, there would appear a subthreshold level for
finite volumes. It was argued in Sec. IVA that it may be not
very clear, at first sight, if these levels tend to the threshold
energy or to a bound state in the L ! 1 limit. To circum-
vent this problem, we suggest here a method to study this
volume dependence. By subtracting Eqs. (2.4) and (3.1),
we can write the amplitude in the finite box as [65]

~T�1 ¼ T�1 � �GL;

�GL ¼ lim
�!1

�G ¼ lim
�!1

ð ~G�GÞ:
(4.18)

A bound state with mass EB appears as a pole in the T
matrix; thus in the vicinity of the pole, we can approximate

TðE ’ EBÞ ¼ g2

E� EB

þ � � � ; (4.19)

where the ellipsis denote regular terms in the Laurent series
of the amplitude. The coupling can also be calculated
analytically,

g2 ¼ lim
E!EB

ðE� EBÞTðEÞ or
1

g2
¼ dT�1ðEÞ

dE

��������E¼EB

:

(4.20)

The volume dependence of the subthreshold level in the
finite box, given by the equation ~T�1ðEÞ ¼ 0 is then domi-
nated by this bound state, and hence

~T �1ðEÞ ’ E� EB

g2
� �GLðEÞ ¼ 0; (4.21)

from which one can write

EðLÞ ¼ EB þ g2�GL½EðLÞ; L�: (4.22)

This equation is a reformulation of a similar result obtained
in Refs. [4–6].14 The coupling g obtained here is related to
Zc of Ref. [6]. Note, however, that Eq. (4.22) is appropriate

as long as Eq. (4.19) is sufficiently accurate to describe the
infinite-volume T matrix for the energy levels found in the
lattice simulation (i.e., energies for which ~T�1 vanishes).
Hence, the larger the box sizes, the better Eq. (4.22) will
perform.15 We extract the mass and the coupling of the
bound state from a fit to the subthreshold level in Fig. 3
with the following 	2 function:

	2 ¼ X5
i¼1

ðEðLiÞ � Eð0Þ
i Þ2

ð�Eð0Þ
i Þ2 ; (4.23)

where EðLÞ is given by Eq. (4.22).16 The best 	2 is 	2
min ¼

0:5, and the parameters obtained are

EB ¼ 3712� 6 MeV; g2 ¼ ð2:8� 2:1Þ GeV�1;

(4.24)

to be compared with those obtained with the model in the
infinite-volume case, EB¼3715MeV and g2¼2:6GeV�1.
It could be that, for the case of weakly bound states, the

error bars on the energies overlap with the threshold and it
is difficult to determine if one has a bound state or not. A
weak attractive potential that does not bind in the infinite-
volume case still provides a level below threshold for finite

14In the same line as in these references, but using boosted
reference frames, in Ref. [66] linear combinations of energy
levels are suggested to reduce the volume dependence.
15On the other hand, for very small binding energies, some
subtleties appear, because the coupling g2 tends to zero as the
mass of the bound state approaches the threshold [67,68]. We
will discuss this issue at length in Sec. IV F.
16It is worth noting the following technical detail. In principle,
EðLÞ should be extracted for each Li as the implicit solution in
Eq. (4.22) for a given EB and g2. For practical purposes, though,
it is more convenient to obtain EðLÞ by plugging into the right-

hand side of this equation the values of Eð0Þ
i and Li that we are

fitting to. If Eq. (4.19) is accurate enough, both methods are
equivalent, as long as the effects in Eq. (4.22) of the statistical
fluctuations of the measured lattice levels are sufficiently small.
In that case, the results for EB and g2 should not be very
different, as we have checked. Indeed, the best-fit results given
in Eq. (4.24) have been obtained within this approximation.
However, this approximation cannot be safely used when the
bound state is placed close to the threshold, because then �GL

rapidly changes and statistical fluctuations in the determined
lattice energy levels induce large variations in the right-hand side
of Eq. (4.22).
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volumes, and the energies go to the threshold as L ! 1.
For this case we proceed as follows. The volume depen-
dence of this level would be given by

~T�1 ¼ 0¼ T�1��GL

¼� �

2�

�
�1

a
þ r

2
k2þ���

�
� 2�

L3

1

k2
����k2þ���

¼� 2�

L3k2
þ �

2�a
��þ

�
��r

4�
��

�
k2þ��� ;

with some coefficients� and�, disregarding exponentially
suppressed terms. In the above equation, we have explicitly
separated the threshold singularity of �GL,

1

L3

1

E�m1 �m2

¼ 2�

L3k2
:

Hence, the general behavior of this level would be

k2 ¼ 2�

L3

1

Aþ Bk2
: (4.25)

Now, this expression could be used in a 	2 function as in
Eq. (4.23) (with k2 < 0 for the level below threshold). We
have checked that, if we try to fit the energies of the lower
level of Fig. 3 with this formula, we get a much worse 	2

value, discarding the possibility that there is not a bound
state in the infinite volume.

We have seen then that the method outlined in this
subsection allows for a safe discrimination between those
levels that correspond to bound states in the infinite volume
and those that do not, and it also gives a precise determi-
nation of the mass. It is also worth noting that the errors for
the mass of the bound state are similar to those obtained
with the analysis from a potential in Sec. IVC, and smaller
than those calculated with the phase-shift analysis in
Sec. IVB.

F. The case of the I ¼ 0 JPC ¼ 2þþ channel

We repeat the same analyses carried out above but now
for the case of the bound state present in the I ¼ 0 JPC ¼
2þþ D� �D� channel. As already mentioned, the 2þþ state is
an HQSS partner of the Xð3872Þ molecule whose dynam-
ics, at LO in the heavy-quark expansion, is being deter-
mined by precisely the same combination of counterterms
that appear in the Xð3872Þ channel. The existence of the
2þþ state, either as a bound state or a resonance, is a quite
robust consequence of HQSS [34,35], and it can be cer-
tainly subject to experimental detection. It is also worth
discussing this channel in this context because, contrary to
the case analyzed before, we have here a very weakly
bound state. In the calculation of Ref. [35], and also in
the results of Sec. IVA, shown in the left panel of Fig. 1,
charged and neutral coupled channels were studied, be-
cause the gap between both thresholds is indeed larger than
the binding energy of the bound state. The mass of the
bound state is EB ¼ 4013:2 MeV, whereas the neutral and

charged thresholds are located at 4014.0 MeV and
4020.6 MeV, respectively. Here, however, in order to dis-
cuss the problem in simpler terms, we will consider only an
uncoupled channel problem with I ¼ 0, and use isospin
average masses, keeping the relevant counterterm C0 (in
the nomenclature of Ref. [35]) at the same value, namely,
C0 ¼ �0:731 fm2. In this way, the threshold is located at
4017.3 MeV, whereas the mass of the bound state now
becomes EB ¼ 4014:6 MeV. The first two energy levels
obtained with this simplified model are shown with (red)
solid lines in Fig. 8. As before, for the following statistical
analyses we consider the synthetic levels shown in this
figure with points. The centroid of these points is randomly
shifted in the range�5 MeV, and they are given an error of
�10 MeV. With the points of the upper level, we generate
the phase shifts shown in Fig. 9 with points generated
through Eq. (3.5). We can now obtain the scattering length
and effective range as in Sec. IVB, which turn out to be

FIG. 8 (color online). Same as in Fig. 3, but for the I ¼ 0, 2þþ
D� �D� interaction.

FIG. 9 (color online). Phase shifts for the I ¼ 0, JPC ¼ 2þþ
D� �D�-channel interaction. The points stand for the synthetic
phase shifts generated from the upper energy level of Fig. 8. The
(green) dashed line corresponds to the effective range fit, while
the (blue) solid line corresponds to the potential fit. The asso-
ciated error bands are obtained by considering randomly chosen
pairs of parameters [ð1=a; rÞ and ð1=C0;�Þ for the effective
range and potential fits, respectively] that satisfy 	2 � 	2

min þ 1.
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1

a
¼ 0:41� 0:30 fm�1; r ¼ 0:67� 0:19 fm; (4.26)

with a linear Gaussian correlation R ¼ 0:81. From the
above fitted value for 1=a, we find

a ¼ 2:4þ2:4
�1:2 fm ð68%CLÞ; (4.27)

while the theoretical values, obtained from Eqs. (2.9) and
(2.10) are

ath ¼ 3:0 fm; rth ¼ 0:58 fm; (4.28)

which agree with the above determinations, within errors.
The phase shifts obtained with these parameters, and the
associated error bands, are shown in Fig. 9 with (green)
dashed lines, and they satisfactorily reproduce the syn-
thetic data. The mass of the bound state turns out to be
EB ¼ 40131þ4

�18 MeV. Recall that the caveats raised in

Sec. IVB apply here.
The next step is to consider a potential fit, as in

Sec. IVC, where the free parameters are C0 and �. From
a best fit, as described in Sec. IVC, we find

1

C0

¼�1:4�0:5 fm�2; �¼1020�240MeV; (4.29)

with a linear Gaussian correlation coefficient R ¼ �0:97.
The nonsymmetrical errors given by the condition
	2 � 	2

min þ 1 are instead

1

C0

¼ �1:4þ0:4
�0:7 fm�2; � ¼ 1020þ360

�190 MeV: (4.30)

The energy levels obtained with these parameters are
shown in Fig. 8 with a (blue) dashed line, although they
are so similar to those of the exact model (red solid line)
that they mostly overlap. Also shown in the figure are the
error bands generated from the errors of the parameters, as
described previously in Fig. 3. With this potential, we can
also calculate the phase shifts, which are shown in Fig. 9
with (blue) solid lines, and also the associated error band.
The quality of both descriptions—that of the effective
range and that of the potential—are very similar, and in-
deed both lines are very similar to the one of the exact
model, and hence we do not show the latter. The value of
C0 deduced from Eq. (4.29) is C0 ¼ �0:71þ0:19

�0:39 fm2 (68%

CL), in good agreement with the one of the infinite-volume
model, C0 ¼ �0:73. Finally, the mass of the bound state is
given by EB ¼ 4014:3þ2:3

�5:4 MeV. We must stress again that

the errors obtained with this method are smaller than those
obtained with the phase-shift analysis.

Now, we consider the method of Sec. IVD, in which the
effective-range expansion is used to study the levels below
and above the threshold. In this case, the best-fit values that
we obtain for the scattering length and effective-range
parameters are

1

a
¼ 0:35� 0:15 fm�1; r ¼ 0:64� 0:15 fm; (4.31)

with a linear Gaussian correlation coefficient R ¼ 0:3.
The nonsymmetric errors stemming from the condition
	2 � 	2

min þ 1 turn out to be

1

a
¼ 0:35þ0:13

�0:21 fm�1; r ¼ 0:64þ0:14
�0:16 fm: (4.32)

Propagating the correlated Gaussian errors of Eq. (4.31),
we find:

a ¼ 2:9þ2:0
�0:9 fm: (4.33)

We note that here, as it also occurred for the I ¼ 0,
JPC ¼ 0þþ case, the central values obtained with this
method agree better with the theoretical ones, Eq. (4.28),
than those obtained with the phase-shift description,
Eq. (4.26), and have smaller errors than the latter ones.
The mass of the bound state obtained is EB ¼
4014:2þ2:3

�4:8 MeV, which is better determined than that

obtained by means of the phase-shift analysis, and very
similar to the one obtained with the potential method.
Finally, we should proceed now with the analysis per-

formed in Sec. IVE. However, there is a major difference
in this case, namely, that the bound state is very close to the
threshold in this case. It is known that, in this case, the
coupling of the state tends to zero [67,68], and so additional
terms in the Laurent series, Eq. (4.19), are relevant for
energies not very far from the bound-state mass.17 Further,
since we are considering an error of�10 MeV in the energy
levels, and we are trying to reproduce a bound state with a
binding energy of 2–3 MeV, we should expect a greater
qualitative impact on the lower energy levels, which are the
only ones considered in this method (note that the other
methods examined above always use the upper levels as
well). These considerations explain why, when performing
such an analysis, we obtain very bad results for the bound-
state mass and the coupling. Hence, we must conclude that
this method can only be applied safely in the case of bound
states that are not very loosely bound. On the other hand,
including a background term would increase the number of
free parameters, and so, the errors stemming from a best fit
would be even larger. At this stage, the approaches in
Secs. IVB to IVD would be more useful for cases like this
one, in which the bound state is very close to the threshold.

V. CONCLUSIONS

In this paper we have addressed the interaction of heavy
charmed mesons in the hidden charm sector where several
bound states are produced using an interaction that is based
on heavy-quark spin symmetry. The interaction was then
studied in a finite box and the levels expected from a lattice

17As an example, consider a background term in the amplitude
in Eq. (4.19), so that T ¼ g2=ðE� EBÞ þ �þ � � � . From the
theoretical model, one can calculate g2 ¼ 0:58	 10�3 MeV�1

and � ¼ �0:68	 10�4 MeV�2. For energies E ’ 3990 MeV,
as we find for the lower level in Fig. 8 for Lm� ¼ 1:5, we have
jg2=ðE� EBÞj< j�j.
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QCD calculation were evaluated for the D �D, D� �D� states
and their SU(3) partners. Then the inverse problem was
faced—generating ‘‘synthetic data’’ from the levels obtained
and using different procedures to obtain the relevant magni-
tudes in the infinite space, for the phase shifts and binding
energies for the bound states. Particular emphasis was
placed on the error analysis to establish the accuracy of
the different methods. We used two levels for different
values of the box size L: one below threshold and the closest
one above threshold. One strategy is to use the Lüscher
formula to get phase shifts for each energy of the level above
threshold. Another strategy is to use the effective-range
approximation, but while fitting the scattering length and
effective range to both levels (above and below threshold).
The two methods work, but the latter one gives better
determinations of the parameters (scattering length and
effective range), and also of the mass of the bound state.
Yet, the method that provesmost efficient18 is to parametrize
a potential and a regularizing UV cutoff for the meson-
meson loops and carry out a fit to the data. Once the potential
and the UV cutoff are determined one can evaluate the phase
shifts and binding energies with much better precision than
the one assumed in the ‘‘synthetic data.’’ The UV cutoff is
not needed if one considers levels of only one energy, but it
appears when different energies are used in the fit; however,
we have shown that it is highly correlated with the potential.
We also devoted particular attention to the case of weakly
bound states, where special care must be taken. Finally, as a
byproduct we presented an efficient method to obtain the
Lüscher function, supported by an analytical study that
allows one to truncate the sum by means of a Gaussian
form factor and estimate the error induced by the truncation.
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APPENDIX A: POTENTIALS FOR
THE H �H INTERACTION

In this appendix, for completeness, we briefly review
the formalism of the effective field theory derived in

Refs. [34,35] to study charmed meson-antimeson bound
states. This effective field theory incorporates SU(3) light
flavor symmetry and HQSS. In this context and at LO, the
potential is given by contact terms, related to four inde-
pendent LECs, namely C0a, C0b, C1a and C1b, in the
notation of Refs. [34,35]. Thus, the potentials in the differ-
ent channels will be given by different linear combinations
of these LECs. The fit of these LECs to four experimental
data, as stated in Sec. II, allows one to fix the numerical
value of the different counterterms. In the following, we
summarize the form of the potentials for the different I and
JPC channels.
In the isoscalar channel, the only LECs involved are

C0a and C0b, and the way they appear in the different
JPC sectors is shown in Table I (top panel). Potentials in
the I ¼ 1=2 and I ¼ 1 sector are the same, except in the
channel where coupled channels must be considered, as
will be discussed below. These potentials only depend on
C1a and C1b. The explicit expressions for I ¼ 1=2 are
given in Table I (bottom panel), whereas those for I ¼ 1
are compiled in Table II (top panel). Finally, in the hidden
strangeness sector, the four LECs appear, and the final
potential is the arithmetic mean of the corresponding iso-
scalar and isovector interactions, as can be seen in Table II
(bottom panel). Note that, in this table, we have defined
C01a ¼ 1

2 ðC0a þ C1aÞ and C01b ¼ 1
2 ðC0b þ C1bÞ.

However, coupled channels must be taken into account
in two cases. The first one is that in which the mass
difference of the charged- and neutral-channel thresholds
is not negligible as compared to the binding energy of the
state. The second case occurs when charge conjugation is
not a good quantum number. The first scenario is important
in the study of theD �D� system with JPC ¼ 1þþ and D� �D�
with JPC ¼ 2þþ. In this case, the potential will account for
the interaction between the charged and neutral channels
and will be given by the 2	 2 matrix

TABLE I. Potentials for the H �H0 interaction for the different
I ¼ 0 (top) and I ¼ 1=2 (bottom) JPðCÞ sectors.

JPC H �H0 2Sþ1LJ VC

0þþ D �D 1S0 C0a

1þþ D� �D 3S1 Eq. (A1)

1þ� D� �D 3S1 C0a � C0b

0þþ D� �D� 1S0 C0a � 2C0b

1þ� D� �D� 3S1 C0a � C0b

2þþ D� �D� 5S2 Eq. (A1)

JP H �H0 2Sþ1LJ VC

0þ D �Ds
1S0 C1a

1þ D�
s
�D,D� �Ds

3S1 Eq. (A2)

0þ D� �D�
s

1S0 C1a � 2C1b

1þ D� �D�
s

3S1 C1a � C1b

2þ D� �D�
s

5S2 C1a þ C1b

18As one moves far away from the threshold, any method based
on the effective-range approximation becomes less appropriate.
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V0 ¼ 1

2

C0 þ C1 C0 � C1

C0 � C1 C0 þ C1

 !
; (A1)

where C0 ¼ C0a þ C0b and C1 ¼ C1a þ C1b. The second
scenario where coupled channels are important is because
of the mixing between theDs

�D� andD �D�
s channels. In this

case, the potential is

V1 ¼
C1a �C1b

�C1b C1a

 !
: (A2)

Using these combinations of counterterms to describe
the four input data, as explained in Sec. II, the numerical
values of the LECs for the two values of the cutoff con-
sidered in this work are the following:

C0a ¼ �3:366þ0:024
�0:015 fm2 ð�1:024þ0:005

�0:003 fm2Þ; (A3)

C0b ¼ þ1:673þ0:012
�0:008 fm2 ðþ0:293þ0:004

�0:002 fm2Þ; (A4)

C1a ¼ �1:76þ0:29
�0:29 fm2 ð�0:684þ0:064

�0:063 fm2Þ; (A5)

C1b ¼ þ1:68þ0:15
�0:15 fm2 ðþ0:311þ0:033

�0:033 fm2Þ; (A6)

for � ¼ 0:5 GeV (1 GeV). These are the values used
throughout this work. The uncertainties in the above equa-
tions account for possible HQSS violations and errors in
the input used to fix the counterterms (see a detailed
discussion in Ref. [35]). For simplicity in this exploratory
work, we have ignored them.

APPENDIX B: GAUSSIAN REGULATOR AND
RELATION TO THE LÜSCHER FORMULA

In this appendix, we discuss the details of Eq. (3.5)
within a Gaussian regularization scheme. We also study
the dependence of the function �GðEÞ, which appeared in
Eq. (3.4), on the UV cutoff�. For convenience, we re-write
�GðEÞ as

�GðE; �Þ ¼ ~GðEÞ �GðEÞ

¼ 1

L3

X
~q

e�2ð ~q2�k2Þ=�2 � 1

E�m1 �m2 � ~q2

2�

�
Z d3 ~q

ð2�Þ3
e�2ð ~q2�k2Þ=�2 � 1

E�m1 �m2 � ~q2

2� þ i0þ

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{�GA

þ 1

L3

X
~q

1

E�m1 �m2 � ~q2

2�

�
Z d3 ~q

ð2�Þ3
1

E�m1 �m2 � ~q2

2� þ i0þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
�GL

: (B1)

The function �G explicitly depends on the cutoff �, and
this dependence is carried by the �GA term. On the other
hand, the term �GL is well defined, and it is related to
the Lüscher function [46] (see discussion below). In the
strict � ! 1 limit, only the second term survives, which
justifies our approach in Sec. III. Still, for practical
purposes, the limit � ! 1 can only be achieved by
taking � to be large enough, and then it is necessary
to study the dependence of �G on �. Let us note that
�GA has no poles, and hence it is exponentially sup-
pressed with L according to the regular summation
theorem [2,3]. For k2 > 0, E>m1 þm2, �GL is not

exponentially suppressed for L ! 1 and, in this case,
�GL clearly dominates over �GA.
However for k2 < 0, �GL is also exponentially sup-

pressed as L increases, and therefore one needs to explic-
itly calculate the dependence of �GA on �L.
Let us calculate the derivative of �G with respect to �.

Only �GA depends on �, and this latter function does it
through the exponential function exp ½�2ð ~q2 � k2Þ=�2�.
The derivative brings down a factor ð ~q2 � k2Þ that cancels
out the denominators. This greatly simplifies the calcula-
tion of both the sum and the integral. The latter one is
trivial and it only amounts to the integration of a Gaussian

TABLE II. Potentials for the H �H0 interaction for the
different I ¼ 1 (top) and hidden-strangeness sector (bottom)
JPC sectors.

JPC H �H0 2Sþ1LJ VC

0þþ D �D 1S0 C1a

1þþ D� �D 3S1 Eq. (A1)

1þ� D� �D 3S1 C1a � C1b

0þþ D� �D� 1S0 C1a � 2C1b

1þ� D� �D� 3S1 C1a � C1b

2þþ D� �D� 5S2 Eq. (A1)

JPC H �H0 2Sþ1LJ VC

0þþ Ds
�Ds

1S0 C01a

1þþ D�
s
�Ds

3S1 C01a þ C01b

1þ� D�
s
�Ds

3S1 C01a � C01b

0þþ D�
s
�D�
s

1S0 C01a � 2C01b

1þ� D�
s
�D�
s

3S1 C01a � C01b

2þþ D�
s
�D�
s

5S2 C01a þ C01b
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function, while the former one, up to constant factors,
now reads

1

L3

X
~q

e�2 ~q2=�2 ¼
�
1

L

Xþ1

n¼�1
e
�2ð2�L Þ2 n

2

�2

�
3

¼
2
4�3�0; e� 8�2

�2L2

�
L

3
53

; (B2)

where we have used ~q2 ¼ q2x þ q2y þ q2z and the fact that

the exponential of a sum is the product of the exponentials.
This latter property allows us to relate the sum in three
dimensions to the cube of the sum in one dimension. In
Eq. (B2), �3ðu;�Þ is a Jacobi elliptic theta function [69]. It
satisfies [70]

�3ð0; e��x2Þ
�3ð0; e��=x2Þ ¼ 1

x
: (B3)

This then allows us to write

@�G

@�
¼ � �

ð2�Þ3=2 e
2k2=�2ð½�3ð0; e��2L2=8Þ�3 � 1Þ: (B4)

We note that this equation is exact. The above equation
converges rapidly to zero as the Gaussian cutoff increases,
which shows that the limit � ! 1 is effectively quickly
achieved. To proceed further, we note that

½�3ð0; �Þ�3 ¼ 1þ 6�þ 12�2 þ � � � ¼ X1
m¼0

cm�
m; (B5)

and the coefficients cm are nothing but the multiplicities of

m ¼ ~n2, ~n 2 Z3. Since � ¼ e��2L2=8, we can find the
leading term in Eq. (B4),

@�G

@�
¼ � 6�

ð2�Þ3=2 exp

�
2k2

�2
��2L2

8

�
ð1þOðe��2L2=8ÞÞ:

(B6)

Given that �G ¼ �GL for� ! 1, keeping just the leading
term, we find

�GðE;�Þ¼�GLðEÞþ 6�

ð2�Þ3=2
Z 1

�
d�0exp

�
2k2

�02�
�02L2

8

�

¼�GLðEÞþ 3�

2�L

�
eikLerfc

�
�L

2
ffiffiffi
2

p þ i

ffiffiffi
2

p
k

�

�

þe�ikLerfc

�
�L

2
ffiffiffi
2

p � i

ffiffiffi
2

p
k

�

�	
; (B7)

and then its asymptotic behavior is

�GðE; �Þ ¼ �GLðEÞ þ 24�

ð2�Þ3=2
e��2L2

8

�L2

	
�
1þ 2ðk2L2 � 2Þ

L2�2
þOð��4Þ

	
þ � � � ;

(B8)

whereOð��4Þ refers to ðk=�Þ4, ðk2=L2Þ=�4 and 1=ðL�Þ4,
and the ellipsis stands for terms that are more exponentially

suppressed (the next one would take the form e��2L2=4).
Given the form of the L suppression, the Gaussian regu-
larization scheme does not introduce any spurious terms
that would dominate over19 the physical contribution �GL,
as long as � is sufficiently large. Indeed, one can effi-
ciently compute the regularized Lüscher function by means
of the Gaussian-regulated �G loop function. The Lüscher
function20 is related to the loop functions by means of [46]ffiffiffiffiffiffiffi

4�
p

Z00ð1; k̂2Þ ¼ � L

2�

ð2�Þ3
2�

�GLðEÞ; k̂2 ¼ k2L2

ð2�Þ2 :
(B9)

Thus, for a mildly large value of �, �GLðEÞ can be
approximated by the Gaussian-regulated �GðE;�Þ func-
tion, up to corrections suppressed by the exponential factor

e��2L2

8 [see Eq. (B8)],ffiffiffiffiffiffiffi
4�

p
Z00ð1; k̂2Þ ¼ � L

2�

ð2�Þ3
2�

�
�GðE;�Þ þO

�
e��2L2

8

��
;

(B10)

which in turn provides Z00ð1; k̂2Þ with enough accuracy in
a computationally easy way.

APPENDIX C: CUTOFF EFFECTS AND RELATION
TO DISPERSION RELATIONS

To better frame the approach followed in Sec. IVC, in
this appendix the existing correlation between the constant
of the potential and the cutoff is addressed in detail. We
also discuss the relation of our approach to other ap-
proaches in which the loop function is calculated from a
dispersion relation.
We recall Eqs. (2.5) and (2.7) to expand the inverse of the

amplitude in powers of k2. For more general purposes, we
consider a potential in which the factor that multiplies the
Gaussian, exp ð�2k2=�2Þ, has some energy dependence
instead of being constant. That is to say, we replace C
by CðEÞ ¼ c1 þ c2k

2 in Eq. (2.7), which reduces to the
original form by setting c2 ¼ 0. We find

V�1 �G¼ 1

c1
þ ��

ð2�Þ3=2 þ
�
� c2
c21

þ 2

c1�
2
� 2�

ð2�Þ3=2�
�
k2

þ i
�k

2�
þOðk4Þ: (C1)

For model-given values of c1 and c2 for an imposed cutoff
�, one can shift the cutoff to �0 and have the same T

19As already mentioned, for k2 > 0 �GL it is not exponentially
suppressed for L ! 1, while for k2 < 0, we expect �GL to
decrease as exp ð�jkjLÞ.
20It satisfies [3]

e2i� ¼ k cot�þ ik

k cot�� ik
¼ Z00ð1; k̂2Þ þ i�

3
2k̂

Z00ð1; k̂2Þ � i�
3
2k̂
:
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matrix, up to Oðk4Þ, by reabsorbing the cutoff shift in the
new parameters c01 and c02, given by

1

c01
¼ 1

c1
þ�ð���0Þ

ð2�Þ3=2 ; (C2)

c02
c021

¼ c2
c21

þ 2

c1

�2 ��02

�2�02 þ 2�ð���0Þ2
ð2�Þ3=2��02 : (C3)

If we insist on a constant potential, c2 ¼ c02 ¼ 0, we can
also reabsorb the cutoff effects in c1, but this would be
correct just up to Oðk2Þ.

Let us consider an approach in which the amplitude is
written with a loop function regularized by means of a
once-subtracted dispersion relation (DR),21

T�1
DR ¼ V�1

DR �GDR; (C4)

VDR ¼ C; (C5)

GDR ¼ �� i
�k

2�
; (C6)

where C is the potential, analogous to the case of the
Gaussian-regulator approach, and � is a subtraction con-
stant (a free parameter of the approach). Considering, as
before, C ¼ c1 þ c2k

2, we can expand

V�1
DR �GDR ¼ 1

c1
� �� c2

c21
k2 þ i

�k

2�
þOðk4Þ: (C7)

We can then reabsorb the effects up toOðk4Þ of an arbitrary
shift in the subtraction constant by means of

1

c01
¼ 1

c1
þ �0 � �; (C8)

c02 ¼
c021
c21

c2: (C9)

We see that the effects of the shift can be reabsorbed
exactly for a constant potential, with the first of the pre-
vious equations. However, in the more general case of
energy-dependent potentials (as is the case for chiral po-
tentials, for example), this cannot be made exactly but only
up to Oðk4Þ. We thus see that there are several equivalent
methods. In the Gaussian regulator case, one can fit a
constant for the potential and the cutoff, or fix the latter
to a reasonable (but otherwise arbitrary) value and fit two
constants. In a dispersion relation, a similar situation is
found, where now the subtraction constant plays the
equivalent role of the cutoff. In Sec. IVC we have followed
the first approach. In Fig. 5, we show, for the case of I ¼ 0
JPC ¼ 0þþ D �D, the contours curves of the 	2 function in
terms of the free parameters: the UV cutoff � and the
inverse of the constant (C0a) that appears in the potential
for this channel. We see already from this figure that� and
1=C0a are strongly correlated, and that the correlation is
of the form given in Eq. (C2). Indeed, the dashed line in
the plot, which lies close to the axis of the error ellipse,
is Eq. (C2) using the central values of the cutoff and
the potential given in the original work of Ref. [35], � ¼
1000 MeV and C0a ¼ �1:024 fm2. We also infer that the
correlation is stronger for higher values of the cutoff, since
the quadratic terms in Eq. (C1) become less important as�
increases.
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