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In this paper the quantum vacuum energies induced by massive fluctuations of one real scalar field on a

configuration of two partially transparent plates are analyzed. The physical properties of the infinitely thin

plates are characterized by two Dirac-� potentials. We find that an attractive or repulsive Casimir force

arises between the plates when the weights of the �’s have equal or different sign. If some of the plates

absorb fluctuations below some threshold of energy (the corresponding weight is negative), there is the need

to set a minimum mass to the scalar field fluctuations to preserve unitarity in the corresponding quantum

field theory. Two repulsive � interactions are compatible with massless fluctuations. The effect of Dirichlet

boundary conditions at the endpoints of the interval ð�a; aÞ on a massless scalar quantum field theory

defined on this interval is tantamount to letting the weights of the repulsive � interactions go to þ1.
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I. INTRODUCTION

The spectacular success of quantum field theory accu-
rately describing scattering processes between leptons and
photons in QED brought with it a striking paradox. The
theoretical framework required particles to live in open
spaces of infinite volume, and hence boundary conditions
played no role at all [1]. This fact was in sharp contrast
with what happened in classical field theory, where bound-
ary conditions at the boundaries of closed (finite volume)
manifolds were a central part of the theory. The situation
started to change in the 1970s, when infrared phenomena,
e.g., the quark confinement mystery, entered into the scene
of quantum field theory (QFT). It was recognized very
quickly, see Ref. [2], that boundary conditions are imple-
mented in QFT by surface interactions. More precisely,
assuming that the quantum fields live on a three-
dimensional manifold with a surface boundary, the surface
interactions are determined by adding a term proportional
to a Dirac � function to the Lagrangian on the surface times
functions of the fields and their derivatives [2].

A profound phenomenon fitting within this theoretical
framework is the Casimir effect [3]. In Ref. [4] Bordag et al.
described analytically the two parallel plates of the ideal
Casimir setup by means of two Dirac � potentials concen-
tratedonapoint at the centre of theplates.TheCasimir energy,
due to massive and massless spinor and scalar fields, was
subsequently calculated setting two � functions on the plate
surfaces as electrostatic potential. These ideas were subse-
quently applied in the analysis of a similar effect due to field
fluctuations in the presence of a penetrable spherical shell,

see [5]. The ultraviolet divergences appear as infinite factors
multiplying the first heat trace coefficients coming from the
heat kernel expansion of the free Laplacian plus a � function
potential concentrated on an infinitely thin closed surface.
More recently Fosco et al. [6] derived the Casimir energy

induced by the scalar field fluctuations between two finite-
width mirrors by using a field derivative local expansion.
The effective field theory replaces the mirrors by Dirac �
potentials, a setup that the authors reinterpret as imposing
imperfect Dirichlet conditions. In Ref. [7] Milton and
collaborators extend this idea to a fully electromagnetic
context describing the electric permittivity and magnetic
permeability in terms of �-functions with appropriate co-
efficients related to the plasma frequency in Barton’s model
for the Casimir effect on spherical shells (see Ref. [8]). The
authors showed that the Casimir energies derived in
Barton’s plasma model [8] are in perfect agreement with
the results that they found in [7]. Moreover, in Ref. [7], it
was pointed out that the thin and thick boundary conditions
considered by Bordag in Refs. [9,10], respectively, lead to
the same Casimir-Polder forces. In summary, it is suggested
that the �-function interactions, admittedly an idealization,
capture the essential features of the quantum vacuum
energy Casimir phenomenon. This statement is also con-
firmed by Fosco et al. in Ref. [11] where the authors extend
the procedures proposed in Ref. [6] to analyze the vacuum
fluctuations of the electromagnetic field disturbed by the
presence of two Dirac �-plates. The boundary conditions
chosen in Fosco et al.work respond to a modelization of the
plate in the context of relativistic macroscopic electrody-
namics. In this sense they differ from those used by Milton
et al. in [7,12] where the boundary conditions are adapted to
nonrelativistic magnetoelectric � plates.
The aim of this work is to delve into the deepest analytic

aspects arising from this approach to the Casimir effect by

*jose.munoz-castaneda@uni-leipzig.de
†guilarte@usal.es
‡asmorenomosquera@gmail.com

PHYSICAL REVIEW D 87, 105020 (2013)

1550-7998=2013=87(10)=105020(22) 105020-1 � 2013 American Physical Society

http://dx.doi.org/10.1103/PhysRevD.87.105020


focusing our investigation on the simplest physical context.
We shall thus study the quantum vacuum energy induced
by the fluctuations over the real line of one real scalar
massive field under the influence of two Dirac � potentials
located at two different points. Following Sec. IIA
of Ref. [13] we treat the quantum mechanical spectral
problem posed by a double-� potential from a (1þ 1)-
dimensional field theoretical perspective. Papers [14,15]
by Jaffe and collaborators provide good evidence of inter-
est in this task. Specifically, we compute the Casimir
energy induced by the quantum fluctuations of one massive
real scalar field between two partially transparent plates
using the following three different methods:

(i) We first analyze this problem by computing the
‘‘reduced’’ Green function and, subsequently, the
00-component of the energy-momentum tensor.
Casimir energies and forces then follow through
spatial integration and ‘‘sum’’ over the frequencies.
The method is identical to the procedure used in
Refs. [4,13] and our results agree with the outcomes
of these two papers. Nevertheless, we tackle a
slightly more general situation. As in Ref. [13] we
allow different couplings for the two Dirac � poten-
tials, but we also consider the possibility of having
negative couplings. In this case, the � potentials
(wells) are attractive having bound states that can
trap the quantum field fluctuations, i.e., we also
envisage partially absorbing plates. To avoid the
problems of a lack of unitarity of the quantum field
theory arising in this situation we balance the mass
of the fluctuations with the bound state eigenvalues
in order to make fluctuation absorption impossible.

(ii) We apply, in a second development, the TGTG
prescription to calculate the Casimir energy be-
tween two compact objects from the knowledge
of the ‘‘transfer’’ T-matrix of a single object
defined by the Lipmann-Schwinger equation (see
Refs. [16,17]). The simplest system of two disjoint
objects merely includes two points, so it is suitable
to use the TGTG formalism in this case to find a
clarification of the structure of the Casimir energies
and forces in this way. In particular, the Casimir
energy of fluctuations around one single �-plate is
ultraviolet divergent even after the subtraction of the
contribution of quantum fluctuations around a con-
stant background. Suitable regularization of one-�
Casimir energy allows to show that the results ob-
tained from the stress tensor and the TG-formula
only differ in a finite constant. The double-�
Casimir energy, however, is finite after the subtrac-
tion of the two single-� and empty space vacuum
energies. A partial integration shows that the stress
tensor result and the TGTG-formula provide iden-
tical results for the quantum vacuum interaction
between two � plates.

The TGTG formalism offers a very good under-
standing of the double-� Casimir energy as a func-
tion from the ð�;�Þ-plane of couplings (weights)
into the complex plane. The real part of the Casimir
energy is negative, thus producing attractive
Casimir force, when both couplings have equal
sign. Positive Casimir energies, hence repulsive
Casimir forces, occur when the signs of the �
couplings are different. If one or both of the �
potentials, mimicking the plates, are attractive, uni-
tarity of the quantum field theory sets a lower bound
on the mass of the quantum fluctuations such that
the total energy of the lowest energy state is zero. In
the computation of the double-�Casimir energy one
must subtract the individual single-�’s vacuum en-
ergies. If they are attractive, the individual �-plates
can absorb fluctuations of mass below the modulus
of the bound state energy for a single � potential.
Therefore, allowing these light fluctuations the sub-
traction process renders the TGTG Casimir energy
of the double-� system complex. A lower bound,
equal to the sum of the two individual bound state
energies on the mass of the fluctuations for the
double-� system, is necessary to avoid the
appearance of an imaginary part in the double-�
Casimir energy coming from the subtraction of
single-�’s vacuum energies. This lower bound,
however, is generically insufficient to ensure the
unitarity of the quantum field theory. When both �
couplings are negative, there is a small region in the
plane of couplings where the lowest energy level of
the double-� system is lower than the mass lower
bound. In this region the theory becomes nonunitary
and a higher lower bound on the mass must be
imposed to ensure the unitarity of the quantum field
theory.
If the two � interactions are repulsive there are no
bound states and even the massless fluctuations give
rise to a real Casimir energy and a unitary quantum
field theory. In the infinitely repulsive limit of the
two � potential plates, the Casimir energy induced
by massless fluctuations is exactly the Casimir
energy produced by two perfectly conducting plates
(Dirichlet boundary conditions on the quantum
fields over the plates), see Refs. [18–20]. Thus we
interpret the double-� Casimir energy as the
Casimir energy due to a family of generalized
Dirichlet boundary conditions set on the quantum
fluctuations of one scalar field produced by semi-
transparent plates, rather than impenetrable.

(iii) Our third way to deal with �-potential Casimir
energies is inspired by the calculation of one-loop
kink mass shift (see Refs. [21,22]). In the kink
‘‘string’’ limit of the sine-Gordon model, see
Ref. [23], the one-loop fluctuations of the scalar
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field in the kink background are governed by the
one-� well Hamiltonian with the threshold of the
continuous spectrum displaced in such a way that
the energy of the bound state is zero. Thus the
Casimir energy of an attractive � plate can be
understood as the sine-Gordon kink Casimir energy
in the ‘‘string’’ limit excluding the contribution of
the mass renormalization counterterm. The Casimir
energy is accordingly expressed as a sum over the
discrete spectrum of the square root of the eigen-
values plus the integration over the continuous
spectrum of the square root of the eigenvalues
weighted with the spectral density. Because the
phase shifts are analytically known the calculation
is completely feasible and offers a more disclosed
physical information to that encoded in either the
energy-momentum tensor or the TG calculation.
Knowledge of the spectral data of the double-�
Hamiltonian is also completely accessible allowing
to explicitly write the Dashen-Hasslacher-Neveu
(DHN) formula (see Ref. [21]) for the two-�
Casimir energy. Bearing in mind that the double
�-wells arise in the string limit of two sine-Gordon
kinks it is interesting to compare this result with the
quantum vacuum interaction between two sine-
Gordon kinks computed by Bordag and Muñoz-
Castañeda in Ref. [24].

II. QUANTUM FLUCTUATIONS OF 1þ 1
DIMENSIONAL SCALAR FIELDS

A. The field equation and the Green function

The fluctuations of one-dimensional scalar fields on
static classical backgrounds modelled by the function
UðxÞ are governed by the action

S½�� ¼
Z

d2x

�
1

2
@��@��� 1

2
UðxÞ�2ðx; tÞ

�
: (1)

In order to have a well-defined scattering problem we must
impose the finite area condition over the UðxÞ classical
background [25],

lim
x�1UðxÞ ¼ m2;

Z 1

�1
dxðUðxÞ �m2Þ<þ1: (2)

The classical field equation and the Green’s function
equation arising from (1) are

ð@2t � @2x þUðxÞÞ�ðx; tÞ ¼ 0

ð@2t � @2x þUðxÞÞGðx; t; x0; t0Þ ¼ �ðx� x0Þ�ðt� t0Þ:
(3)

Performing a Fourier decomposition in the time coordinate
of the fluctuating field

�ðt; xÞ ¼
Z 1

�1
d!

2�
ei!t�!ðxÞ; (4)

and using the field equation we obtain the static fluctuation
Scrödinger operator,

��00
!ðxÞ þUðxÞ�!ðxÞ ¼ !2�!ðxÞ: (5)

The same Fourier decomposition leads to the reduced
Green’s function G!ðx; x0Þ and its corresponding differen-
tial equation,

Gðx; t; x0; t0Þ ¼
Z 1

�1
d!

2�
ei!ðt0�tÞG!ðx; x0Þ; (6)

ð�!2 � d2=dx2 þUðxÞÞG!ðx; x0Þ ¼ �ðx� x0Þ: (7)

The reduced Green function plays a central role in the
paper. We use the reduced Green function in the calcula-
tion of the Casimir energy using the TGTG formalism
developed in Refs. [13,16,17,24].

B. The stress tensor and Casimir energies

The energy-momentum tensor arising from the action
functional (1) is given by

T�� ¼ @��@��� g��L

L ¼
�
1

2
@��@��� 1

2
UðxÞ�2ðx; tÞ

�
:

(8)

The (0, 0) component of the energy momentum tensor
gives the energy density for any field configuration

T00ðx;tÞ¼1

2

��
@�

@t

�
2þ

�
@�

@x

�
2þUðxÞ�2ðx;tÞ

�

¼1

2

�
��ðx;tÞ@

2�

@t2
��ðx;tÞ@

2�

@x2
þUðxÞ�2ðx;tÞ

�
:

(9)

For those field configurations that are solutions of the
equations of motion arising from (1) the partial integration
shown in (9) tells us that the energy density is given by

T00ðx; tÞ ¼
�
@�

@t

�
2
: (10)

The Green function is also the vacuum expectation value of
a time ordered product of quantum fields

Gðx; t; x0; t0Þ ¼ ih0jTð�̂ðx; tÞ�̂ðx0; t0ÞÞj0i: (11)

Therefore the vacuum expectation value of the energy
density is given in terms of the Green function as [17]

h0jT̂00ðxÞj0i ¼ 1

i
@t@t0Gðx; t; x0; t0Þjx¼x0;t¼t0 : (12)

This is the basic formula relating the Green function to the
(0, 0) component energy-momentum tensor. The vacuum

energy is given as the integral of h0jT̂00ðxÞj0i over the real
line.

C. The TGTG method for (1þ 1)-dimensional theories

Following Refs. [13,16,17,24] we summarize the main
formulas and results that lead to the TGTG formula for the
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Casimir energy and the quantum vacuum interaction
between two compact/topological disjoint objects in
(1þ 1)-dimensional scalar quantum field theories. The
Lipmann-Schwinger equation arising in quantummechani-
cal scattering theory defines the transfer matrix [26]
(see Refs. [25,27]) as

G ¼ Gð0Þ �Gð0Þ � U �Gð0Þ

Iþ U �Gð0Þ � Gð0Þ � ðI� T �Gð0ÞÞ; (13)

where Gð0Þ is the Green’s function for the free particle
operator

K0 ¼ � d2

dx2
þm2: (14)

The last equality in Eq. (13) is written in terms of the
corresponding integral kernels as

GðUÞ
! ðx;yÞ
¼Gð0Þ

! ðx;yÞ�
Z
dz1dz2G

ð0Þ
! ðx;z1ÞTðUÞ

! ðz1;z2ÞGð0Þ
! ðz2;yÞ:

The general expression for the kernel of the T operator
can then be obtained (see Ref. [24] for a detailed
demonstration),

T!ðx; yÞ ¼ UðxÞ�ðx� yÞ þUðxÞGð0Þ
! ðx; yÞUðyÞ: (15)

Compact disjoint objects in one dimension are modelled
by potentials of the form

UðxÞ ¼ U1ðxÞ þU2ðxÞ;
where the smooth functions UiðxÞ, i ¼ 1, 2, have disjoint
compact supports on the real line. Under this assumption
the TGTG formula for the vacuum interaction energy
is [16]

Eint
0 ¼ � i

2

Z 1

0

d!

�
TrL2 ln ð1�M!Þ; (16)

where the operator M! and its kernel are defined as

M! ¼ Gð0Þ
! Tð1Þ

! Gð0Þ
! Tð2Þ

! ; (17)

M!ðx; yÞ ¼
Z

dz1dz2dz3½Gð0Þ
! ðx; z1ÞTð1Þ

! ðz1; z2Þ

�Gð0Þ
! ðz2; z3ÞTð2Þ

! ðz3; yÞ�: (18)

In these last expressions TðiÞ
! , i ¼ 1, 2, is the T operator

associated to the object represented by UiðxÞ, i ¼ 1, 2. The
potentials UiðxÞ, i ¼ 1, 2, representing the two objects
define separately two Schrödinger problems given by the
operators

KðiÞ
! ¼ � d2

dx2
þUiðxÞ; i ¼ 1; 2: (19)

In general the operators KðiÞ
! , i ¼ 1, 2, are defined over a

Hilbert space that is not isomorphic to the Hilbert space of

the free quantum particle spanned by the eigenstates of the
operator K0 (see [28]). When this happens the operator

Gð0Þ
! is defined over a different Hilbert space than the

operators TðiÞ
! , i ¼ 1, 2. Therefore the product Gð0Þ

! � TðiÞ
! ,

i ¼ 1, 2, is not defined and the formula (16) is not valid.
To avoid this problem we must perform a Wick rotation
! ! i�: in the corresponding euclidean rotated quantum
theories all the operators act over the same Hilbert space.
When performing this transformation the TGTG formula
reads

Eint
0 ¼ 1

2

Z 1

0

d�

�
TrL2 ln ð1�Mi�Þ: (20)

Now all the operators appearing in the TGTG formula are
the euclidean rotated versions of the original definition.
Hence all the operators appearing act over the same Hilbert
space (for more details see Refs. [17,24]).
Formula (16) does not account explicitly for dissipative

effects. However there are some dissipative phenomena
that are implicit in formula (16). Whenever the L2

norm of the operator M! becomes greater than one
(kM!kL2 > 1) we have that

TrL2 ln ð1�M!Þ 2 C: (21)

Therefore the vacuum Casimir interaction acquires an
imaginary part. Such kind of dissipative phenomena arise,
for instance, when negative energy bound states appear in
the one-particle states on which the quantum field theory is
built. As long as unitarity is preserved all the conservation
laws that are consequence of the quantum version of the
Nöther theorem remain valid.

D. Casimir energy from the spectral heat trace
and zeta function

The one-particle states of the quantum field theory are
given by the eigenfunctions of the Schrödinger operator

K ¼ K0 þUðxÞ: (22)

In general this operator has both continuous and discrete
spectrum,

Kc jðxÞ¼!2
jc jðxÞ; j¼1;2; . . . ;l; l2N; (23)

Kc kðxÞ¼!ðkÞ2c kðx;kÞ; !ðkÞ2¼k2þm2; k2R:

(24)

For each k 2 R the differential Eq. (24) has two linear
independent solutions: the left-to-right incoming waves

(c ðRÞ
k ðxÞ) and right-to-left incoming waves (c ðLÞ

k ðxÞ). The
asymptotic behavior of these solutions is determined by the
scattering amplitudes (see Refs. [25,27]),

c ðRÞ
k ðxÞ ’

�
eikx þ rRðkÞe�ikx; x ! �1
tðkÞeikx; x ! 1 ; (25)
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c ðLÞ
k ðxÞ ’

�
tðkÞe�ikx; x ! �1
e�ikx þ rLðkÞeikx; x ! 1 : (26)

The Wronskian of the two independent scattering solutions
is given in terms of the transmission amplitude tðkÞ,

W½c ðRÞ
k ðxÞ; c ðLÞ

k ðxÞ� ¼ �2iktðkÞ � WRLðkÞ: (27)

The reduced Green function defined above in (6) can be
obtained from the two independent scattering solutions
using the following expression (see [17]):

G!ðx; x0Þ ¼ 1

WRLðkÞ ð	ðx� x0Þc ðRÞ
k ðxÞc ðLÞ

K ðx0Þ

þ 	ðx0 � xÞc ðRÞ
k ðx0Þc ðLÞ

K ðxÞÞ; (28)

where 	ðxÞ is the Heaviside step function.
Confining the whole system in a very long interval of

length L and imposing periodic boundary conditions over
the eigenfunctions of the operator K, the spectral density
of the continuous spectrum is defined as

%ðkÞ ¼ L

2�
þ d�ðkÞ

dk
; (29)

where �ðkÞ ¼ �þðkÞ þ ��ðkÞ is the total phase shift; the
sum of the arguments of the eigenvalues of the unitary
scattering matrix [27]

e2i��ðkÞ ¼ tðkÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rRðkÞrLðkÞ

q
: (30)

The discrete spectrum of the operator K arises at the
poles in the complex k-plane of the transmission amplitude
tðkÞ located in the positive imaginary momentum line
kj ¼ i
j (
j > 0),

c jðxÞ ’
(
e
jx; x ! �1
tði
jÞ
rRði
jÞ e

�
jx; x ! 1 : (31)

The eigenvalues for the discrete spectrum are given by
!j ¼ �
2

j þm2. Note that at kj ¼ i
j the Wronskian

has poles and the doubly degeneracy of the scattering
eigenfunctions disappears.

The heat trace and the spectral zeta function collect this
spectral information through the definitions

hKð�Þ ¼
Xl
j¼1

e��!2
j þ

Z 1

�1
dk

2�

�
Lþ d�

dk
ðkÞ
�
e��!2ðkÞ

�KðsÞ ¼
Xl
j¼1

!�2s
j þ

Z 1

�1
dk

2�

�
Lþ d�

dk
ðkÞ
�
!�2sðkÞ;

where � 2 Rþ and s 2 C are, respectively, a positive real
parameter and a complex one [29]. These two spectral
functions are related by means of the Mellin transform:

�KðsÞ ¼ 1

�ðsÞ
Z 1

0
d��s�1hKð�Þ: (32)

Accordingly the energy induced by the quantum fluctua-
tions around the object described by the UðxÞ potentials
measured with respect to the vacuum fluctuation energy is

EC ¼ 1

2

�
�K

�
� 1

2

�
� �K0

�
� 1

2

��

¼ 1

2

Xl
j¼1

!j �m

4
þ 1

2

Z 1

�1
dk

2�

d�

dk
ðkÞ!ðkÞ: (33)

A subtle point is the existence of a half-bound state of
eigenvalue !1=2 ¼ m in the spectrum of K0, the constant

function. According to the one-dimensional Levinson
theorem it must be accounted for with a weight of one-
half, see [30]; this is the reason for subtracting the factor
m=4 in formula (33). Another even more subtle point is the
regularization implicitly used in deriving formula (33).
A cutoff in the energy allows us to manage a finite inte-
gration domain,

R
�
�� dk, at intermediate stages. It is known

from the soliton quantization framework that the correct
regularization, when the operator K has a finite number of
bound states, is to set a cutoff in the number of fluctuation
modes of both K and K0. In the limit of infinite length L
this prescription requires an integration by parts in the
integral over the momenta, from which is obtained the
quantum energy of the extended object in the form of
DHN [21],

EDHN
C ¼ 1

2

Xl
j¼1

!j �m

4
� 1

2

Z 1

�1
dk

2�

d!

dk
ðkÞ�ðkÞ: (34)

For a detailed demonstration and discussion about this
formula see also Ref. [31].

III. DIRAC � BACKGROUNDS. CASIMIR ENERGY
FROM THE ENERGY-MOMENTUM TENSOR

The Dirac � potentials have been thoroughly studied
in standard textbooks on Quantum Mechanics (see for
example [25]). In this section we introduce the results
and establish the notation for the single � and the
double-� potential.

A. One Dirac � configuration background

The potential governing massive fluctuations in the �
background is

Uð1�ÞðxÞ ¼ m2 þ ��ðxÞ; m2 ¼ �2 þ �2

4
: (35)

The term �2

4 in the choice of the fluctuation mass is added to

guarantee that even the possible bound state has non-
negative energy. Even if we choose � ¼ 0 the vacuum
energy will always be real and the corresponding quantum
field theory is unitary. The one-particle states of the quan-
tum field theory are the eigenfunctions of the Schrödinger
operator,
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K1� ¼ K0 þ ��ðxÞ; K0 ¼ � d2

dx2
þm2: (36)

The self-adjoint extension of the operatorK1� is defined by
the Dirac � matching conditions,

c ð0�Þ ¼ c ð0þÞ; c 0ð0þÞ � c 0ð0�Þ ¼ �c ð0Þ: (37)

The continuity/discontinuity conditions (37) determine
subsequently the eigenstates in both the continuous and
the discrete spectrum:

(i) The scattering states (continuous spectrum) for the
single � Schrödinger problem,

K1�c kðxÞ ¼ ðk2 þm2Þc kðxÞ; k 2 R; (38)

are of the general form (25) and (26), but this generic
asymptotic behavior extends to the whole real line
except at the origin [25],

c ðRÞ
k ðxÞ ¼

�
eikx þ rðkÞe�ikx x < 0

tðkÞeikx x > 0

c ðLÞ
k ðxÞ ¼

�
tðkÞe�ikx x < 0

e�ikx þ rðkÞeikx x > 0
:

Moreover, since the Dirac � is symmetric under
parity (�ð�xÞ ¼ �ðxÞ) the reflection amplitudes for
the R and the L states are equal: rRðkÞ ¼ rLðkÞ �
rðkÞ. Hence for a fixed k 2 R the wave functions

c ðRÞ
k ðxÞ and c ðLÞ

k ðxÞ are fully characterized by the

transmission tðkÞ and the reflection rðkÞ amplitudes.
Solving the linear system of equations required by
the Dirac � matching conditions (37) on the un-
knowns t and r, one finds

tðkÞ ¼ 2ik

2ik� �
; rðkÞ ¼ �

2ik� �
: (39)

(ii) When the coupling is negative �< 0 and the �
potential is attractive, the scattering amplitude tðkÞ
has a pole in the positive imaginary axis. In this case
the single � well has a bound state,

kb¼�i
b¼�i
�

2
; !2

b¼�
2
bþm2¼�2

c bðxÞ¼
ffiffiffiffiffiffiffiffiffi
��

2

r
exp

�
�

2
jxj
�
:

Using formula (28) the reduced Green function for
the single � potential is written as

Gð1�Þ
! ðx;x0Þ¼

8<
:Gð0Þ

! � �
2ik��

eikðjxjþjx0 jÞ
2ik ; sgnðxx0Þ¼þ1

�eikjx�x0 j
2ik�� sgnðxx0Þ¼�1

;

whereas

Gð0Þ
! ðx; x0Þ ¼ � eikjx�x0j

2ik
;

is the reduced Green function for the operator K0.

B. Two-Dirac � configuration background

The potential governing massive fluctuations in two-�
configuration backgrounds is

Uð2�ÞðxÞ ¼ m2 þ ��ðx� aÞ þ ��ðxþ aÞ; (40)

a > 0; m2 ¼ �2 þ �2

4
þ �2

4
: (41)

We choose the mass of the fluctuations in such a way that
the subtraction of the energy of the individual �’s will not
induce spurious imaginary contributions to the vacuum
energy. By doing this, even the possible bound state
energies of the isolated � wells will always be positive.
This selection of the mass ensures that the corresponding
quantum field theory is unitary and therefore the vacuum
energy is real, except in the case that the ground state
energy of the two-� configuration is lower than the addi-
tion of the bound state energies of each � well separated
infinitely apart. The analytical problem posed by the
potential (40) is suitable for the physical description of
two parallel infinitely thin partially transparent plates. In
this physical picture the parameters � and � play the role
of the plasma model frequencies mimicking the plates
(see Refs. [7,13,32]).
The one-particle states of the quantum field theory are

the eigenfunctions of the Schrödinger operator

K2� ¼ K0 þ ��ðx� aÞ þ ��ðxþ aÞ: (42)

The self-adjoint extension of the operatorK2� to the points
x ¼ �a is fixed by the following Dirac � matching con-
ditions at the following points:

c ð�a�Þ ¼ c ð�aþÞ; (43)

c 0ð�aþÞ � c 0ð�a�Þ ¼ �c ð�aÞ; (44)

c 0ðaþÞ � c 0ða�Þ ¼ �c ðaÞ: (45)

This operator has a continuous spectrum and for certain
values of the parameters � and � also exhibits discrete
spectrum. The following continuous and discrete spectrum
eigenstates are determined from the Dirac � matching
conditions along similar lines to those described for the
single � potential:
(i) The double-� potential (40) divides the real line

into three different zones: x <�a, �a < x < a
and x > a. Therefore, the asymptotic behavior of
the R and L scattering states only extends to the x <
�a and x > a zones,
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c ðRÞ
k ðxÞ ¼

8><
>:
eikx þ rRðkÞe�ikx x <�a

ARðkÞeikx þ BRðkÞe�ikx �a < x < a

tðkÞeikx a < x

c ðLÞ
k ðxÞ ¼

8><
>:
tðkÞe�ikx x <�a

ALðkÞeikx þ BLðkÞe�ikx �a < x < a

e�ikx þ rLðkÞeikx a < x

:

Note that in the intermediate zone the solutions are
merely superposition of plane waves with opposite
wave vector. The Dirac � matching conditions on
these scattering waves give rise to a linear system of
four algebraic equations in the four unknowns t, r, A,
and B. The solution is easily obtained through
Cramer’s rule implemented in MATHEMATICA,

rRðkÞ ¼ �i
�ð2kþ i�Þe�2iak þ �ð2k� i�Þe2iak

�ðkÞ ;

(46)

ARðkÞ ¼ 2kð2kþ i�Þ
�ðkÞ ; BRðkÞ ¼ �i

2k�e2iak

�ðkÞ ;

(47)

rLðkÞ ¼ �i
�ð2k� i�Þe2iak þ �ð2kþ i�Þe�2iak

�ðkÞ ;

(48)

BLðkÞ ¼ 2kð2kþ i�Þ
�ðkÞ ; ALðkÞ ¼ �i

2k�e2iak

�ðkÞ ;

(49)

tðkÞ ¼ 4k2

�ðkÞ : (50)

The common denominator �ðkÞ for all the
amplitudes is

�ðkÞ ¼ 4k2 þ 2ikð�þ �Þ þ ðe4iak � 1Þ��: (51)

(ii) The existence of bound states in this system is
determined by the poles of tðkÞ over the positive
imaginary axis in the complex k plane. Note that the
poles of tðkÞ are the zeroes of the denominator�ðkÞ.
Thus, k ¼ �i
 with 
 > 0, and these zeroes are the
positive solutions of the transcendent equation,

e�4a
 ¼
�
1þ 2

�



��
1þ 2

�



�
: (52)

The solutions are the intersections of the quadric

fð
Þ ¼ 4
��


2 þ 2ð�þ�Þ
�� 
þ 1 and the exponential

gð
Þ ¼ exp ½�4a
�. There are always two intersec-
tions for positive 
 if jg0ð0Þj> jf0ð0Þj and only one
if this inequality is not satisfied. There are two

bound states if the separation between the wells
(�, �< 0) 2a is such that a >� 1

2� � 1
2� ¼ a0 but

only one if it is shorter than this characteristic length
a0 of the system. The energy of the bound states
becomes more and more negative with longer a.
Figure 1 shows the distribution of the number of
bound states in the �-� plane of couplings (see
Ref. [33] for more details about the double-� sys-
tem). If 
j is a positive solution of (52) the form of

the bound state wave function is

c jðxÞ ¼
8><
>:
Að
jÞe
jx x <�a

Bð
jÞe�
jx þ Cð
jÞe
jx �a < x < a

Dð
jÞe�
jx a < x

:

(53)

The two-� reduced Green function in the zones
where the two points may coincide has the structure

Gð2�Þ
! ðx; x0Þ ¼ Gð0Þ

! ðx� x0Þ

þ

8>>><
>>>:
�Gð2�Þ

!;2 ðx; x0Þ x; x0 <�a

�Gð2�Þ
!;1 ðx; x0Þ jxj; jx0j< a

�Gð2�Þ
!;3 ðx; x0Þ x; x0 > a

:

The different components �Gð2�Þ
!;j ðx; x0Þ are com-

puted using formula (28),

�Gð2�Þ
!;2 ðx; x0Þ ¼

e�ikðxþx0Þ

2k�ðkÞ ½�ð2kþ i�Þe�2iak

þ �ð2k� i�Þe2iak�; (54)

FIG. 1 (color online). Bound states distribution in the
ð�aÞ � ð�aÞ plane. The different zones are limited by the
branches of the hyperbola � 1

2� � 1
2� ¼ a [33].
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�Gð2�Þ
!;1 ðx; x0Þ ¼

e2iak

2k�ðkÞ ½�ð2kþ i�Þeikðxþx0Þ

þ �ð2kþ i�Þe�ikðxþx0Þ�
� i��

k�ðkÞ e
4iak cos ½kðx� x0Þ�; (55)

�Gð2�Þ
!;3 ðx; x0Þ ¼

eikðxþx0Þ

2k�ðkÞ ½�ð2k� i�Þe2iak

þ �ð2kþ i�Þe�2iak�: (56)

C. One-� stress tensor and Casimir energy

Proper zero point renormalization of the vacuum expec-
tation value of the energy momentum tensor requires the
subtraction of the vacuum expectation value of the energy
momentum tensor of the free theory [17]. Therefore the
vacuum energy density for the scalar quantum fluctuations
around a classical single � background normalized
with respect to the vacuum energy density of free field
fluctuations is

h0jfT̂1�
00 ðxÞ � T̂0

00ðxÞgj0i
¼ 1

i
@t@t0 fGð1�Þðx; t; x0; t0Þ �Gð0Þðx; t; x0; t0Þgjx¼x0;t¼t0

¼ �

i

Z 1

�1
d!

2�

!2e2i
ffiffiffiffiffiffiffiffiffiffiffiffi
!2�m2

p
jxj

2i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2 �m2

p
ð2i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2 �m2

p
� �Þ : (57)

To ensure that all operator products are well defined
and therefore that all integrals are well defined, it is

necessary to perform a Euclidean rotation ! ¼ i�
(see Refs. [17,24]),

h0jfT̂1�
00 ðxÞ � T̂0

00ðxÞgj0i

¼ ��

2

Z 1

�1
d�

2�

�2e�2
ffiffiffiffiffiffiffiffiffiffiffi
�2þm2

p
jxjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2 þm2
p ð2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2 þm2
p þ �Þ

: (58)

Using the Euclidean rotated energy density, the single-�
Casimir energy is

E1�
C ð�Þ¼

Z 1

�1
dxh0jfT̂1�

00 ðxÞ� T̂ð0Þ
00 ðxÞgj0i

¼��

2

Z 1

�1
d�

2�

�2

ð�2þm2Þð2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2þm2

p þ�Þ
: (59)

Performing the change of variables to �2 ¼ z2 �m2 as
done in Ref. [24], we obtain the stress tensor Casimir
energy (E1�

C jSTð�Þ)

E1�
C jSTð�Þ ¼ � �

2�

Z 1

m
dz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 �m2

p
zð2zþ �Þ : (60)

This result was also obtained in Refs. [4,13] by following
the same stress tensor procedure. Later on in this paper
we will compare the Casimir energy achieved in this
calculation with the outcomes for the same magnitude
obtained through the use of the T operator and the heat
trace methods.
The integration in (60) is ultraviolet divergent, thus

we choose to regularize E1�
C jST by using an ultraviolet

cutoff � ¼ 1
" ,

E1�
C ð�;�; "ÞjST ¼ �i

4�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4m2 � �2

p
� log

0
@��þ i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið4m2 � �2Þð1�m22Þp � 2m2

mð�þ 2Þ

1
Aþ 1

4

�
mþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4m2 � �2

p �

� �

4�
log

0
@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

m22
� 1

s
þ 1

m

1
A� m

2�
arctan

��
1

m22
� 1

��1=2
�
: (61)

To set the scale in the regulator we select the infinite mass
renormalization criterion: the finite part of the regularized
Casimir energy must be zero because when m ! 1 there
are no massive quantum fluctuations at all !. To comply
with this freezing condition of very heavy quantum
fluctuations it is necessary to re-scale the regulator to be
(see [34]),

" ¼ 2

me
� ~"; (62)

such that E1�
C ðm ! 1ÞjST;fin ¼ 0. The divergence of

E1�
C ð�;�; ~"ÞjST is thus regularized: E1�

C ð�;�; ~"ÞjST;div ¼
� log ð~"Þ=4�.

D. Two-� stress tensor and Casimir energy

The calculation of the quantum vacuum interaction
energy between two � plates requires to subtract not only
the vacuum energy of the constant background but the
vacuum energies of each single � plate as well.
Accordingly, the renormalized two-� Green’s function
that we must use to compute the quantum vacuum inter-
action energy is

�G ð2�Þ
! ðx; x0;�;�; aÞ ¼ Gð2�Þ

! ðx; x0;�;�; aÞ �Gð0Þ
! ðx� x0Þ

�Gð1�Þ
! ðxþ a; x0 þ a;�Þ

�Gð1�Þ
! ðx� a; x0 � a;�Þ:
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The vacuum expectation value of the renormalized

two-� stress tensor T̂2�R
00 ðxÞ ¼ T̂2�

00 ðxÞ � T̂1�
00 ðxÞ �

T̂1�
00 ðxÞ � T̂vac

00 ðxÞ is given in terms of the renormalized
reduced Green function written above as

h0jT̂2�R
00 ðxÞj0i ¼

Z 1

�1
dw

2�i
!2 �Gð2�Þ

! ðx; x;�;�; aÞ: (63)

Note that the integrand in this last expression for the
quantum vacuum interaction energy must coincide with
the spectral density,

1

i

Z 1

�1
dx �Gð2�Þ

! ðx; x;�;�; aÞ ¼ %ð2�Þðk; �; �; aÞ
k

; (64)

where k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2 �m2

p
. To pass from vacuum energy

densities to Casimir energies we need the following
integrations of the x-dependent functions over the three
scattering zones in Eq. (63):

Z �a

�1
dxe�2ikx ¼ � e2iak

2ik
¼
Z 1

a
dxe2ikx;

Z a

�a
dxe2ikx ¼ sin 2ak

k
¼
Z a

�a
dxe�2ikx;

2
Z a

�a
dx ¼ 4a:

The integral in the third row arises from the cosine term in
the Green function where both arguments lie in zone 1. x0
tends to x either from the left or from the right. Therefore in
the modulus of the argument of the cosine both possibil-
ities must be accounted for separately, hence the factor 2
must be included.

Using the Eqs. (54)–(56) we obtain the contribution to
the spectral density from each zone,

1

k
%ð2�Þ
1 ðkÞ ¼ ið1� e4iakÞ

4k2

�
�ð2kþ i�Þ

�ðkÞ � �

2kþ i�

þ �ð2kþ i�Þ
�ðkÞ � �

2kþ i�

�
� 4ia��

k�ðkÞ e
4iak

1

k
%ð2�Þ
2 ðkÞ ¼ i

4k2

�
�ð2kþ i�Þ

�ðkÞ � �

2kþ i�

þ
�
�ð2k� i�Þ

�ðkÞ � �

2kþ i�

�
e4iak

�
1

k
%ð2�Þ
3 ðkÞ ¼ i

4k2

��
�ð2k� i�Þ

�ðkÞ � �

2kþ i�

�
e4iak

þ �ð2kþ i�Þ
�ðkÞ � �

2kþ i�

�
:

The total spectral density per wave number, provided by
the fluctuations in the three zones, is the sum of the
quantities above, and is equal to

1

k
%ð2�Þðk;Þ ¼ 1

k
%ð2�Þ
1 ðkÞþ1

k
%ð2�Þ
2 ðkÞþ1

k
%ð2�Þ
3 ðkÞ

¼� 2��½1þ2að��2ikÞ�
kð2kþi�Þ½ð2kþi�Þð2kþi�Þe�4iakþ���:

(65)

The Casimir energy is the integral of %ð2�ÞðkÞ=k weighted
with !2 over all the range of frequencies,

Eð2�Þ
C ð�;�; aÞ ¼

Z 1

�1
d!

2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2 �m2

p !2%ð2�Þ
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

!2 �m2
p �

:

The integral over frequencies has convergence problems
due to oscillatory functions in the integrand and unitarity
problems posed by bound states in Minkowski space. To
avoid these problems we perform the Euclidean rotation
! ¼ i� and change the variable to the imaginary momen-

tum 
 ¼ �ik ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þm2

p
(see Refs. [17,24]). The

Casimir energy is finally written as the integral

Eð2�Þ
C ð�;�;aÞjST

¼� 1

�

Z 1

m
d


��ð1þ2að�þ2
ÞÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�m2

p

ð2
þ�Þ½ð2
þ�Þð2
þ�Þe4a
���� :

(66)

In the case of the double �, the integral obtained is
not ultraviolet divergent because all the divergences have
been subtracted by taking into account the renormalized

reduced Green function �Gð2�Þ
! ðx; x0;�;�; aÞ. The vacuum

interaction energy between both �’s is the part of the
total energy that depends on the distance between them
(see [4,16,24,33,35]).

IV. CASIMIR ENERGIES FROM
THE TRANSFER MATRIX

In this section we will use the T operator to compute the
vacuum energy for a single semitransparent � plate and the
quantum vacuum interaction energy between two semi-
transparent � plates. We start by providing the general
formula for the T operator generated by a potential con-
centrated in one point.

A. The transfer matrix for potentials
concentrated on points

The general form of the scattering states for a potential
concentrated at x ¼ 0 is given by

c ðRÞ
k ðxÞ ¼

(
eikx þ rRðkÞe�ikx x < 0

tRðkÞeikx x > 0

c ðLÞ
k ðxÞ ¼

(
tLðkÞe�ikx x < 0

e�ikx þ rLðkÞeikx x > 0
;

where again k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2 �m2

p
.
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Notice that from general scattering theory we can be
sure that tRðkÞ ¼ tLðkÞ ¼ tðkÞ [25,27]. By using formula
(28) the general form of the Green function for a point
potential is

G!ðx; x0Þ ¼

8>>><
>>>:
Gð0Þ

! � rRðkÞ
2ik e�ikðxþx0Þ; x; x0 < 0

Gð0Þ
! � rLðkÞ

2ik eikðxþx0Þ; x; x0 > 0

Gð0Þ
! � tðkÞ�1

2ik eikjxþx0j; sgnðxx0Þ ¼ �1

:

From the definition of the transfer matrix

G!ðx; yÞ ¼ Gð0Þ
! ðx; yÞ

�
Z

dz
Z

dz0Gð0Þ
� ðx; zÞT!ðz; z0ÞGð0Þ

� ðz0; yÞ;

and using the free Green function differential equation,�
�!2 � d2

dx2

�
Gð0Þ

! ðx; yÞ ¼ �ðx� yÞ; (67)

we get an alternative general formula for the transfer
matrix

T!ðx; yÞ ¼ �
�
!2 þ d2

dy2

��
!2 þ d2

dx2

�
�G!ðx; yÞ; (68)

where we defined

�G!ðx; yÞ ¼ ðG!ðx; yÞ �Gð0Þ
! ðx; yÞÞ: (69)

Acting with (!2 þ d2=dx2) (equivalently for (!2þ
d2=dy2)) over �G!ðx; yÞ we always get 0 when sgnðxÞ ¼
sgnðyÞ because in these zones the exponentials do not
contain absolute values. Hence the only nontrivial contri-
bution to the transfer matrix comes when we act with
(!2 þ d2=dx2) and (!2 þ d2=dy2) over �G! in the case
where sgnðxÞ � sgnðyÞ. The derivatives of functions that
depend on absolute values are

d

dx
fðjxjÞ ¼ f0ðjxjÞsgnðxÞ; (70)

d2

dx2
fðjxjÞ ¼ 2f0ðjxjÞ�ðxÞ þ f00ðjxjÞ: (71)

Taking into account that

eikjx�yj ¼
(
eikðjxjþyÞ; x < 0; y > 0

eikðxþjyjÞ; x > 0; y < 0;

immediately we obtain for sgnðxÞ � sgnðyÞ�
!2 þ d2

dy2

��
!2 þ d2

dx2

�
eikjx�yj ¼ �4k2�ðxÞ�ðyÞ:

With this result the expression of the transfer matrix for
arbitrary pointlike potentials is given by

T!ðx; yÞ ¼ 2ikðtðkÞ � 1Þ�ðxÞ�ðyÞ: (72)

Note that when the potential is concentrated in another
point other than zero this result is valid by simply trans-
forming x � x� x0, y � y� x0.

B. One-� transfer matrix and Casimir energy

Using the general formulas (72) and (39) the Euclidean
rotated T operator for the � potential is

Tð1�Þ
i� ðx; x0Þ ¼ 2
�

2
þ �
�ðxÞ�ðx0Þ; (73)

where 
 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þm2

p
.

The TG formula for the Casimir energy of the one-�
configuration reads (see Refs. [16,17,24])

E1�
C ð�Þ ¼ � 1

2

Z 1

0

d�

�
TrL2 ln

Gð0Þ
i� ð1� Tð1�Þ

i� �Gð0Þ
i� Þ

Gð0Þ
i�

¼
Z 1

0

d�

2�
ln

�
1� �

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þm2

p þ �

�

¼ 1

2�

Z 1

m


d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 �m2

p ln

�
1� �

2
þ �

�
: (74)

In the last part of this section we compare this result with
the vacuum energy obtained from the energy momentum
tensor.

C. One-� TG Casimir energy
ultraviolet regularization

We regularize the vacuum energy of massive fluctua-
tions in one-� configuration backgrounds by cutting the
TG formula at a finite ultraviolet momentum 
uv ¼ 1

" ,

E1�
C ð�;�; Þ ¼ � 1

2�

Z 1=

m


d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 �m2

p ln

�
1� �

�þ 2


�
:

(75)

The analytic integration of (75) gives, up to the leading log
approximation, the following result:

E1�
C ð�;�; Þ ¼ � 1

8�

�
�

�
ln
m22

4
� 2

�
þ 2�m

�

� i�

4�

�
ln
ð�2�þ i�Þ2

4m2
� i�

�
þOðÞ:

Because log ðxþ iyÞ ¼ log ðx2 þ y2Þ=2þ i arctan ðy=xÞ,
we check that the regularized vacuum energy is indeed
real,

E1�
C ð�;�; Þ ¼ � 1

8�

�
�

�
ln
m22

4
� 2

�
þ 2�m

�

� �

4�

�
2 arctan

�
�

2�

�
þ �

�
þOðÞ: (76)

In the physical limit  ! 0 E1�
C ð�;�; Þ is logarithmic

divergent. To set the scale in the regulator we select the
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infinite mass renormalization criterion. The � ! 1 limit
of (76) is

E1�
C ð�;�; Þ ¼ 1

4

�
�

�
ln

�
2

�

�
� 2�

�
þO

�
1

�

�
: (77)

We thus rescale the regulator in the form

 ¼ 2e�
2��
�

�
~ (78)

in order to fit in the infinite mass renormalization criterion,

E1�
C ð�;�; ~Þ ¼ � �

8�

�
ln
m2

�2
� 4��

�
þ ln ð~2Þ � 2

�

� 1

8�

�
2�mþ 2�

�
2 arctan

�
�

2�

�
þ �

��
þOð~Þ: (79)

Neglecting the logarithmic divergence, we obtain the
universal finite part

E1�
C jFPð�;�Þ ¼ � �

8�

�
ln
m2

�2
� 4��

�
� 2

�

� 1

8�

�
2�mþ 2�

�
2 arctan

�
�

2�

�
þ �

��
(80)

that goes to zero in the � ! 1 limit. Thus, a fine-tuning
of the finite renormalizations is necessary to take into
account the fact that the massive quantum fluctuations
are frozen in the infinite mass limit.

Note that with this rescaling of the regulator, different
from the rescaling used in the stress tensor version of the

Casimir energy by the factor e1�
2��
� , the logarithmic diver-

gences of the TG and ST one-� Casimir energies are the
same.

D. Two-� transfer matrix and Casimir energy

The T-matrices for the displaced �’s are immediately
obtained from the T operator for a single � placed at the
origin given in formula (73),

Tð�Þðx1; x2Þ ¼ �ðx1 þ aÞ�ðx2 þ aÞ � 2
�

2
þ �
; (81)

Tð�Þðx1; x2Þ ¼ �ðx1 � aÞ�ðx2 � aÞ � 2
�

2
þ �
; (82)

where


 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þm2

q
:

The general expression (18) and the explicit expression
for the kernels of the T operator for each � allow us to

estimate the kernel of the operator M� for the double-�
system,

M2�
� ðx; x0Þ ¼ ��e�2a


ð2
þ �Þð2
þ �Þ e
�
jxþaj�ðx0 � aÞ: (83)

From the kernelM2�
� ðx; x0Þ we obtain after the correspond-

ing integration over the whole real line the trace of the

M-matrix in terms of 
 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þm2

p
,

TrL2M2�
� ¼

Z 1

�1
M2�

� ðx; xÞ ¼ ��e�4
a

ð2
þ �Þð2
þ �Þ : (84)

The formal series expansion of log ð1� xÞ shows that

TrL2 ln ð1�M2�
� Þ ¼ X1

n¼1

ð�1Þnþ1

n
½TrL2M2�

� �n

¼ ln ð1� TrL2M2�
� Þ:

Applying these results in the integrand of the TGTG
formula,

E2�
C ð�;�; aÞ ¼ 1

2

Z 1

0

d�

2�
TrL2 ln ð1�M2�

� Þ; (85)

we obtain in the case of the two-� potential the following
TGTG Casimir quantum vacuum energy:

E2�
C ð�;�; aÞ ¼

Z 1

0

d�

4�
� ln

�
1� ��e�4
a

ð2
þ �Þð2
þ �Þ
�
;

or, more explicitly,

E2�
C ð�;�;aÞ

¼
Z 1

0

d�

2�
ln

0
@1� ��e�4a

ffiffiffiffiffiffiffiffiffiffiffi
�2þm2

p
�
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2þm2

p þ�
��
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2þm2

p þ�
�
1
A

¼ 1

2�

Z 1

m


d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�m2

p ln

�
1� ��e�4
a

ð2
þ�Þð2
þ�

�
; (86)

where a change of integration variable from the Euclidean
energy to the Euclidean momentum has been performed in
the last step. These integrals can not be carried out analyti-
cally in general. Alternatively Fig. 2 shows MATHEMATICA

plots of these integrals numerically estimated as functions
of � and �.
The results are assembled in the Fig. 2 showing selected

graphs of level curves of the real part of the Casimir energy
over the �a:�a plane. We observe that the Casimir energy
is negative when the two �-potential plates have the same
sign, they are either repulsive or attractive. If the signs are
different, in the second and four quadrants, the Casimir
energy, however, is positive. Therefore, the Casimir force,
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F2�
C ð�;�; aÞ ¼ � 1

2

dE2�
C ð�;�; aÞ
da

¼ � 2��

�

Z 1

m


2d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 �m2

p

� 1

e4a
ð2
þ �Þð2
þ �Þ � ��
;

may be attractive or repulsive. Generically, we find attrac-
tion if the signs of the two-� potential plates are equal and
repulsion when sgn� � sgn�. Null Casimir energies
and forces are found when one moves throughout the
�:�-plane of couplings. Identical qualitative behavior
has been found in the Casimir interaction between two
magneto-electric � plates with dual electro-magnetic prop-
erties, see Ref. [12]. Relative minus signs in the reflection
coefficients of both transverse electric and magnetic modes
coming, respectively, from the electric permittivity and the
magnetic permeabilty of the � plate produce this interest-
ing situation. Our scalar model will give rise to repulsive
Casimir force when one of the two couplings of the �
potentials is negative. As a consequence, an imaginary

part in the Casimir energy arises, unless a mass on the
scalar fluctuations is introduced to avoid this dissipative
phenomenon. In the case of electromagnetic fluctuations
such as those considered in [12] no such cutoff is needed
because there are no poles in the reflection coefficients
coming from bound states.
The choice� ¼ 0 in the definition ofm2 leaves room for

an small imaginary part of the Casimir energy in a little
region of the �:� plane shown in Fig. 3. This happens
because for these very weak negative values of �a and �a
the eigenvalue of the unique bound state of the double
�-well is more negative than the sum of the eigenvalues
of the two individuals �-wells: ��=2� �=2. Thus, the

m2 ¼ �2

4 þ �2

4 massive fluctuations do not push up enough

the negative eigenvalue to reverse its sign and the quantum
field theory is nonunitary [36]. When the quantum field
theory is unitary the norm of the operatorM� is lower than

one. Hence the Taylor series expansion of the logarithm
that appears in the integrand of the TGTG formula makes
sense. Nevertheless when de Schrödinger problem that
gives the one particle states has negative energy states
the norm of M� becomes bigger than one and the vacuum

FIG. 2 (color online). Level curves of the real part of the nondimensional Casimir energy 2�aE2�
c as a function of the �a and �a

nondimensional parameters.
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interaction energy has a complex value. The physical
meaning of a complex vacuum energy is the surge of
particle creation and annihilation in the vacuum. This
effect is a bosonic cousin of the Schwinger effect where
electron/positron pairs are created from the vacuum in the
background of strong electric fields (see Refs. [37–39]).
Here, absorption and/or emission of the scalar field fluctu-
ations by the plates is the physical phenomenon respon-
sible of the imaginary part of the energy.

1. The massless Dirichlet limit:
perfectly conducting plates

When we impose � ¼ i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2=þ �2=4

p
the quantum

fluctuations become massless, i.e., m ¼ 0. Hence from
formula (86) we obtain the quantum vacuum interaction
energy for massless quantum fluctuations

E2�
C ð�;�; aÞjm¼0 ¼

Z 1

0

d


2�
ln

�
1� ��e�4
a

ð2
þ �Þð2
þ �

�
:

Integrating by parts in this last expression, we obtain an
alternative formula for E2�

C ð�;�; aÞjm¼0,

E2�
C ð�;�; aÞjm¼0

¼ �
Z 1

0


d


2�

d

d

ln

�
1� ��e�4
a

ð2
þ �Þð2
þ �Þ
�
;

that can be directly related to the trace of operator

ðK2�jm¼0Þ1=2 by using the Cauchy’s residue theorem to
compute the sum over zeroes of a holomorphic function
fðzÞ,

X
kn2zerosðfÞ

kpn ¼
I
C

zpdz

2�i

d

dz
ln ðfðzÞÞ; (87)

where C is a contour in the complex z plane that encloses
all the zeroes of fðzÞ. We stress that E2�

C ð�;�; aÞjm¼0

is only well defined for �, �> 0 because the single

� vacuum energy subtraction induces an imaginary
contribution when any of the � couplings is negative. For
any �, �> 0 the vacuum energy E2�

C ð�;�; aÞjm¼0

must be computed numerically. The level curves of
E2�
C ð�;�; aÞjm¼0 as a function of �a, and �a can be seen

in Fig. 4. When �, � ! 1 the integral arising in
E2�
C ð�;�; aÞjm¼0 can be carried out exactly, giving rise to

the very well known result of the quantum vacuum inter-
action energy between two perfectly conducting plates
(Dirichlet boundary conditions; see Ref. [33]),

lim
�;�!1

E2�
C ð�;�; aÞjm¼0 ¼ � �

24 � ð2aÞ : (88)

This is the scalar one-dimensional version of the original
result obtained by H. B. G. Casimir for the electromagnetic
field in the three-dimensional case in Ref. [3].

FIG. 3 (color online). Zone in the ð�aÞð�aÞ plane where the imaginary part of the Casimir energy is nonzero and level curves of the
imaginary part of the nondimensional Casimir energy 2�aE2�

c in this region.

FIG. 4 (color online). Level curves of the nondimensional
Casimir energy 2�aE2�

C ð�;�; aÞjm¼0 in the region �, �> 0.
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E. Comparison between the TG and
stress-tensor Casimir energies

It is worthwhile to compare the results achieved
within the TG formalism with the answer obtained from
the stress tensor calculation. In the case of one single � a
simple partial integration makes the link between these two
alternative methods,

E1�
C jTGð�Þ ¼ 1

2�

Z 1

m

zdzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 �m2

p log

�
1� �

2zþ �

�

¼ 1

2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 �m2

p
log

�
1� �

2zþ �

�								1

m

� �

2�

Z 1

m
dz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 �m2

p
zð2zþ �Þ

) E1�
C jTGð�Þ ¼ � �

4�
þ E1�

C jSTð�Þ: (89)

We see that the Casimir energies computed by these two
different methods differ in a finite constant term that is
precisely equal to minus 1

2� times the bound or antibound

state energy.
One can also compare the Casimir energies of two

�-function plates calculated within these two different
procedures through partial integration in (86),

E2�
C ð�;�; aÞ

¼ 1

2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 �m2

p
ln

�
1� ��e�4a


ð2
þ �Þð2
þ �Þ
�								1

m
���

�

�
Z 1

m
d


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 �m2

p
ð1þ 2að�þ 2
ÞÞ

ð2
þ �Þ½ð2
þ �Þð2
þ �Þe4a
 � ��� :

In contrast to what happens with a single � the two
methods lead to exactly the same result for the double-�
system because the boundary term is zero,

E2�
C ð�;�; aÞjTGTG ¼ E2�

C ð�;�; aÞjST: (90)

V. CASIMIR ENERGIES FROM
SPECTRAL FUNCTIONS

The (1þ 1)-dimensional sine-Gordon model of one
scalar field is characterized by the action functional,

S½�� ¼
Z

d2x

�
1

2
@��@���m4

�

�
1� cos

ffiffiffiffi
�

p
m

�

�

: (91)

The first order or Bogomolnyi-Prasad-Sommerfield
equations in this system,

d�

dx
¼ �2

m2ffiffiffiffi
�

p sin

ffiffiffiffi
�

p
2m

�; (92)

are solved by the kinks or solitary waves,

�KðxÞ ¼ mffiffiffiffi
�

p ðð�1Þa4 arctan ðe�mðx�bÞÞ þ 2�nÞ; (93)

where a ¼ 0, 1, b 2 R, and n 2 Z. Small deformations of
these nonlinear waves that are also solutions of the
Bogomolnyi-Prasad-Sommerfield Eqs. (92) belong to the
kernel of the first-order differential operator @ ¼ d

dx þm �
tanh ðmxÞ (we have chosen a ¼ b ¼ n ¼ 0). The second-
order sine-Gordon kink fluctuations are governed by the
Schrödinger operator,

KsG ¼ @y@ ¼ � d2

dx2
þm2 � 2m2

cosh 2mx
: (94)

The spectrum of this operator is thus the basic information
needed to calculate the quantum energy induced by one-
loop fluctuations in the kink background. In the regime of
strongly coupled and infinitely thin kink (kink string limit),

m, � ! þ1 such that m2=
ffiffiffiffi
�

p ¼ const � �=2<1, we

have the approximation m2 � tanh ðmxÞ= ffiffiffiffi
�

p ’ �
2 sgnðxÞ.

In this limit the second-order operator (94) becomes

K1� ¼ � d2

dx2
þ �2

4
� ��ðxÞ; � > 0; (95)

i.e., the Hamiltonian of the one-� well shifted in such a
way that the bound state energy is precisely zero. This is
required by soliton physics and the reason for introducing
the one-half factor in the kink string limit. Our goal in this
last section is to attack the calculation of Casimir energies
in � backgrounds using the theoretical machinery devel-
oped in the study of one-loop kink fluctuations. From this
point of view the quantum vacuum interaction between two
Dirac �’s can be understood as the quantum vacuum
interaction between two sine-Gordon kinks when both
kinks can be considered infinitely thin compared with the
distance between them (see Ref. [24]).

A. The one-� Dashen-Hasslacher-Neveu formula

We apply the Dashen-Hasslacher-Neveu formula to cal-
culate in a third approach the Casimir energy of a
�-function plate. The ingredients are spectral data of the
operators

K1� ¼ � d2

dx2
þm2 þ ��ðxÞ; K0 ¼ � d2

dx2
þm2;

considered in preceeding sections (as before, we denote

m2 ¼ �2 þ �2

4 ). The necessary data entering in the DHN

formula are collected from the discrete and continuous
spectra of K1� and K0,
(1) Discrete spectrum.

(i) There exists a (singlet) half-bound state ofK0, the
constant function. Half-bound states are charac-
terized by energies that lie in the threshold of the
continuous spectrum. Thus, the K0 half-bound

state eigenvalue is precisely: !2
m¼m2¼�2þ�2

4 .

(ii) There is a bound state in the spectrum of K1� if
and only if �< 0. The corresponding eigenvalue

is known to be: !2
� ¼ m2 � �2

4 ¼ �2.
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(2) Continuous spectrum.
The information needed from the continuous
spectrum is the spectral density. Choosing a very
long normalization interval of length L we impose
periodic boundary conditions on both the eigenfunc-
tions of K0 and K1�:

eiqL ¼ eiðkLþ�1�ðkÞÞ ¼ 1

) qL ¼ kLþ �1�ðkÞ ¼ 2�n; n 2 Z: (96)

Here q ¼ 2�
L n denotes the plane wave momenta of

the K0 eigenfunctions compatible with the periodic
boundary conditions. k, in turn, are the momenta of
the scattering eigenwaves of K1� determined from
the equations on the right in (96) in terms of the total
phase shifts induced by the one-� potential. For very
large L one defines the spectral densities character-
izing the continuous spectra to be

%0 ¼ dn

dq
¼ L

2�
; %1� ¼ dn

dk
¼ L

2�
þ d�1�

dk
ðkÞ:

(i) The eigenvalues in the continuous spectrum ofK0

are thus !2ðkÞ ¼ k2 þm2, whereas the spectral
density is constant, %0 ¼ L

2� .

(ii) From the phase shifts in the even and odd
channels,

e2i�
1�
� ðkÞ ¼ 2ik��

2ik��
�
(
�1�þ ðkÞ ¼�arctan �

2k

�1�� ðkÞ ¼ 0
;

we identify the total phase shift: �1�ðkÞ ¼
� arctan �

2k . The eigenvalues in the continuous

spectrum of K1� are identical to those of K0 �
!2ðkÞ ¼ k2 þm2. The spectral densities, how-
ever, differ,

%1�ðkÞ ¼ 1

2�

�
Lþ d�1�

dk

�

¼ 1

2�

�
Lþ 2�

4k2 þ �2

�
:

The Casimir energy of the � function is now provided by
‘‘almost’’ the DHN formula,

E1�
C ¼ 	ð��Þ�

2
�m

4
þ
Z 1

�1
dk

2
ð%1� � %0Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

p

¼ 	ð��Þ�
2
�m

4
þ
Z 1

�1
dk

2�

�

4k2 þ �2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

p
;

(97)

where 	ðzÞ is the Heaviside step function and the additional
1=2 factor entering in the subtraction of the half-bound
state of K0 is due to the one-dimensional Levinson theo-
rem. The integration in (97) is ultraviolet divergent. The
easiest regularization is to use of a cutoff in the energy,

E1�
C ð"Þ ¼ 	ð��Þ�

2
�m

4
þ �

�

Z 1="

0
dk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

p

4k2 þ �2

¼ 	ð��Þ�
2
�m

4
þ �

2�
arctan

�
2�

�

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2"2 þ 1

p
�

þ �

8�
log

"ð1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þm2"2

p
Þ2

m2"2

#
: (98)

The ‘‘true’’ DHN formula, unveiled in quantum theory of
solitons, requires a subtraction mode-by-mode to perform
the vacuum zero point renormalization because the soli-
tonic backgrounds, in contrast to constant backgrounds,
have bound states. In practical terms this procedure
requires a partial integration in the contribution to the
Casimir energy of the continuous part of the spectrum:

1

2�

Z 1

0
dk

k�ðkÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

p ¼ 1

2�

Z 1

0
dk

�

dk
ðkÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

p

� 1

2�
� �ðkÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

p
j10 ; (99)

such that the integral on the left-hand member of this
Eq. (99) must be used in the Casimir energy formula.
Thus, the difference between taking into account all the
modes up to a given energy, not equal in number in
solitonic as in constant backgrounds, is determined from
the phase shift at infinity and at the origin. Applied to the
one-� background, Eq. (99) leads to the precise DHN
formula for the Casimir energy,

E1�
C jDHN ¼ 	ð��Þ

2
ð��mÞ þ �

4�
þ �

�

Z 1

0
dk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

p

4k2 þm2
;

(100)

i.e., only finite terms modify the result previously shown
in (97) and there is no need to repeat the regularization
already achieved in (98).
We mention, however, that in [40] a �4 self-interaction

term has been added to the Lagrangian giving rise to a four-
order vertex that induces a mass renormalization counter-
term. Taking into account the contribution of this term to
the Casimir energy, the author shows that the ultraviolet
divergence disappears, just like in soliton physics.

B. One-� heat trace and spectral zeta function

We now implement the spectral zeta function regulari-
zation method to control the ultraviolet divergences in the
one-� Casimir energy. We need an intermediate tool—the
associated heat trace.

1. The K1�-heat trace

The one-� heat trace is defined from the spectrum of
K1� in the form,
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hK1�½�� ¼ TrL2e��K1�

¼ 	ð��Þe���2

þ 1

2�

Z 1

�1
dk

�
Lþ 2�

4k2 þ �2

�
e��ðk2þm2Þ

¼ L
e��m2ffiffiffiffiffiffiffiffiffi
4��

p þ e���2

2

�
1� Erf

�
�

2

ffiffiffi
�

p ��
: (101)

From the power series representation of the complemen-
tary error function

Erfc ½z� ¼ 1� Erf½z� ¼ 1� e�z2ffiffiffiffi
�

p X1
n¼1

2n

ð2n� 1Þ!! z
2n�1;

we infer the K1�-heat trace high-temperature expansion,

hK1�½�� ¼ Lffiffiffiffiffiffiffiffiffi
4��

p e��m2 þ e���2

2

� e��m2ffiffiffiffiffiffiffi
4�

p X1
n¼1

2n

ð2n� 1Þ!!
�
�

2

ffiffiffi
�

p �
2n�1

: (102)

In this case the series (102) is truly convergent rather than
asymptotic series because the integrability of the one-�
spectral problem. Previous calculations of the heat kernels
coefficients for nonsmooth backgrounds has been per-
formed in Ref. [41]. From the least equality of Eq. (101)
and taking into account the series expansion for the error
function and the exponential function the heat kernel
coefficients for the � function potential can be easily
computed,

að1�Þ�1=2 ¼ L=
ffiffiffiffiffiffiffi
4�

p
; (103)

að1�Þr ¼ ð�1Þr�2r

2 � r! ; (104)

að1�Þrþ1=2¼
ð�1Þrþ1ffiffiffiffiffiffiffi

4�
p

�
Lm2ðrþ1Þ

ðrþ1Þ! þ�2r�
Xr
j¼0

ð�=2�Þ2j
j!ðr�jÞ!�ð2jþ1Þ

�
;

(105)

where r ¼ 0; 1; 2; . . . is a natural number. The heat trace for
the single � system is written in terms of the heat kernel
coefficients as the series,

hK1�½�� ¼ X1
r¼0

ðað1�Þr þ að1�Þr�1=2�
�1=2Þ�r: (106)

2. The spectral K1�-zeta function

The one-� spectral zeta function �K1�½s� is the Mellin’s
transform of the heat trace. Therefore, we obtain
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3

2
;� �2

4�2

�
(107)

with the spectral information encoded in the Gauss hyper-
geometric function 2F1½a; b; c; z�.
The meromorphic structure of the spectral zeta function

is deciphered from the Mellin’s transform of the heat trace
expansion,

�K1�½s�¼ 1

�ðsÞ
Z 1

0
d��s�1

�
e��m2

Lffiffiffiffiffiffiffiffiffi
4��

p þ1

2
e���2

�

� 1

�ðsÞ
Z 1

0
d��s�1e

��m2ffiffiffiffiffiffiffi
4�

p X1
n¼1

2n

ð2n�1Þ!!
�
�

2

ffiffiffi
�

p �
2n�1

¼ Lffiffiffiffiffiffiffi
4�

p 1

m2s�1

�ðs�1
2Þ

�ðsÞ þ1

2

1

�2s

� 1ffiffiffiffiffiffiffi
4�

p
�

X1
n¼1

�2n

2nð2n�1Þ!!�
�ðsþn�1

2Þ
m2sþ2n�1�ðsÞ;

(108)

and we check that the poles of �K1� arise at the
points: sþ n� 1

2 ¼ 0;�1;�2; . . . , or, equivalently, s ¼
1
2 ;� 1

2 ;� 3
2 ;� 5

2 ; . . . .

3. One-� Casimir energy from
the spectral zeta function

The standard zeta function regularization procedure pre-
scribes a finite value for the divergent one-� Casimir
energy by assigning the result obtained from the spectral
zeta function at a regular point s 2 C,

E1�
C ðs;�; �;MÞ ¼ 1

2
M2sþ1ð�K1�½s� � �K0½s�Þ

�K0½s� ¼ 22s
1

m2s
þ mLffiffiffiffiffiffiffi

4�
p �ðs� 1

2Þ
m2s�ðsÞ :

(109)

Here M is a parameter of dimensions of inverse length
introduced to keep the dimensions of energy L�1 at every
point s 2 C. Note that we subtracted the vacuum zero
point energy also regularized by means of the correspond-
ing spectral zeta function.
The limit s ! � 1

2 where the physical Casimir energy

arise, E1�
C ð�;�Þ ¼ lim s!�1

2
E1�
C ðs;�; �;MÞ, is very deli-

cate because it is a pole of the one-� spectral zeta function.
Nevertheless, analysis of the Casimir energy near the pole
allows us to isolate the divergent part,
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E1�
C ð�;�Þ¼ lim

"!0
E1�
C

�
�1

2
þ";�;�;M

�

¼1

4
ð��mÞ� �

8�
lim
"!0

1

"
� 2F1

�
1

2
;0;

3

2
;� �2

4�2

�

þ �

8�
� 2F

0
1

�
1

2
;0;

3

2
;� �2

4�2

�
;

the singularity arising at the pole of the � function at the
origin. To derive this formula we used

�ð"Þ ¼ 1

"
�ð1þ "Þ;

2F1

�
1

2
; ";

3

2
;� �2

4�2

�
¼ 2F1

�
1

2
; 0;

3

2
;� �2

4�2

�

þ " � 2F0
1

�
1

2
; 0;

3

2
;� �2

4�2

�
;

and the prime means derivative of the hypergeometric
function with respect to the second argument.

The one-� Casimir energy calculated from the heat
kernel expansion

E1�
C ð�;�Þ ¼ 1

4
ð��mÞ � 1

�
ffiffiffiffiffiffiffi
4�

p lim
"!0

X1
n¼1

�2n

2nð2n� 1Þ!!

� �ð�1þ "þ nÞ
�ð� 1

2Þ
(110)

shows that the singularity only arises in the n ¼ 1 term.

C. Two-� Casimir energy from the spectral heat
and zeta functions

In order to compute the two-� Casimir energies from
the spectral functions we rewrite the phase shifts of the
Schrödinger operator K2� for two �’s of the same strength
in the form

e2i��ðkÞ ¼ tðkÞ � rðkÞ; �2�ðkÞ ¼ �þðkÞ þ ��ðkÞ

e2i��ðkÞ ¼ 2ikþ �ð1� e�2iakÞ
2ik� �ð1� e2iakÞ :

The choice of �’s of identical weights is aimed to simplify
the formulas. The spectral density on an interval of very
large length, L ! 1, reads

%2�ðkÞ ¼
�
L

2�
þ 1

4�i

d

dk

�
ln

�
�2e�4iak � ð2ikþ �Þ2
�2e4iak � ð2ik� �Þ2

�
�
:

(111)

1. The K2�-spectral heat trace and zeta function

The knowledge of the scattering data of the K2�

Schrödinger operator allows us to write the spectral heat
trace and zeta function. The heat trace is

hK2�ð�Þ ¼ 	ð��Þe��!2
1 þ 	

�
��� 1

a

�
e��!2

2

þ
Z 1

�1
dk%2�ðkÞ � e��ðk2þm2Þ;

a formula that encodes the contribution of the (conditional)
bound states (first row) and the scattering states (second
row). After a partial integration we obtain

hK2�ð�Þ¼	ð��Þe��!2
1þ	

�
���1

a

�
e��!2

2

þ Lffiffiffiffiffiffiffiffiffi
4��

p �e��m2þ�
Z 1

�1
kdk

2�i

� ln

�
�2e�4iak�ð2ikþ�Þ2
�2e4iak�ð2ik��Þ2

�
�e��ðk2þm2Þ: (112)

The Mellin transform of these expressions leads, respec-
tively, to the two-� spectral zeta function,

�K2�ðsÞ ¼ 1

�ðsÞ
Z

d��s�1hK2�ð�Þ

¼ Lffiffiffiffiffiffiffi
4�

p �ðs� 1
2Þ

�ðsÞ
1

m2s�1
þ 1

!2s
1

	ð��Þ

þ 1

!2s
2

	

�
��� 1

a

�
þ s

Z 1

�1
kdk

2�iðk2 þm2Þsþ1

� ln
�
�2e�4iak � ð2ikþ �Þ2
�2e4iak � ð2ik� �Þ2

�
:

2. The two body DHN formula

Strict translation of the DHN formula would give the
two-� vacuum energy in the s ¼ � 1

2 value of the spectral

zeta function as:

E2�
C jDHN ¼ 1

2
lim
s!�1

2

ð�K2�ðsÞ � �K0ðsÞÞ:

By doing this we fail to subtract the contributions of the
self-energies of the individual �’s. In fact the original DHN
formula applies to single-body objects. To generalize this
expression to two-body structures our criterion is to repro-
duce the rigorous result obtained from the TGTG formula.
Thus we must work with a renormalized spectral density,

�%2�ðkÞ ¼ %2�ðkÞ � %1�ðk; aÞ � %1�ðk;�aÞ � %0

¼ 1

4�i
� d

dk

�
ln

�
�2e�4iak � ð2ikþ �Þ2
�2e4iak � ð2ik� �Þ2

�

� ln

�ð2ikþ �Þ2 � �2e�4ika

ð2ik� �Þ2 � �2e4ika

�
�
1� �2e4ika

ð2ik� �Þ2
��1

�


¼ 1

4�i
� d

dk

�
ln

�
1� �2e4ika

ð2ik� �Þ2
�

; (113)
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where the subtraction of the individual �’s displaced with
respect to each other in 2a exactly gives the TGTG density.
From the renormalized spectral density we write the
renormalized DHN two-� Casimir energy by means of
the two body DHN formula,

�E2�
C jDHNð�; aÞ
¼ !1

2
	ð��Þ þ!2

2
	

�
��� 1

a

�
�m

4
��	ð��Þ

� 1

4�i

Z 1

0

kdkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

p ln

�
1� �2e4ika

ð2ik� �Þ2
�
:

Note that we have subtracted also the square roots of the
eigenvalues of the half-bound state of the free Hamiltonian
and the two bound state eigenvalues of the individual �’s.

VI. PROSPECTS AND FURTHER COMMENTS

A. Vacuum energy of many � interactions

The concepts explored and the techniques developed in
the core of this paper can be extended to analyze an array
of 2N þ 1 Dirac � potentials. Here N 2 N� or N 2 N�

2,
i.e.,N is a positive integer or half-integer in such a way that
2N þ 1 is either an odd or even integer. If n ¼ �N;�N þ
1; . . . ; N � 1; N span the integers or half-integers between
�N and N we consider the background

UðxÞ ¼ XN
n¼�N

�n�ðx� 2naÞ; (114)

e.g., for N ¼ 0 it gives the one-� potential, the N ¼ 1
2 case

corresponds to two-�’s, N ¼ 1 to three �’s, etc. The quan-
tum vacuum energy induced by the fluctuations of an scalar
field on this background (114) is computable by plugging
the kernel of the M-operator,

Mð��N;��Nþ1���;�N�1;�NÞ
! ðx1; x2Þ
¼
Z

dz1dz2 � � �dz4Nþ1½Gð0Þ
! ðx1; z1ÞTð��NÞ

! ðz1; z2Þ

�Gð0Þ
! ðz2; z3ÞTð��Nþ1Þ

! ðz3; z4Þ � � �Gð0Þ
! ðz4N; z4Nþ1Þ

� Tð�NÞ
! ðz4Nþ1; x2Þ�;

in formula (16). Recall that in the Euclidean version we
have

Gð0Þ
i� ðx1; x2Þ ¼

1

2

� e�
jx1�x2j

Tð�nÞ
i� ðx1; x2Þ ¼ �ðx1 � 2naÞ�ðx2 � 2naÞ � 2
�n

2
þ �n

;

formulas from which we derive

Mð��N;...;�NÞ
i� ðx1; x2Þ ¼ e�
jx1þ2Naj�ðx2 � 2NaÞ

� YN
n¼�N

�n

2
þ �n

� e�2jnj
a;

and

TrL2Mð��N;...;�NÞ
i� ¼

Z 1

�1
dxMð��N;...;�NÞ

i� ðx; xÞ

¼ e�4N
a � YN
n¼�N

�n

2
þ �n

� e�2jnj
a:

(115)

The Lipmann-Schwinger equation determining the transfer
matrix provides us with a result for the vacuum energy of
an array of 2N þ 1-�’s, where the vacuum energies of any
array with a lower number of �’s (including the constant
background) are subtracted. Thus, the TG procedure
applied to 2N þ 1 �’s not only subtracts the divergent
vacuum zero point energy and the 2N þ 1 Casimir
‘‘self-energies’’ of the individual �’s but also the finite
two-body, three-body, . . . , 2N-body Casimir energies. In
the recent Ref. [42], however, the interactions between a
lower number of �’s than N have been also considered.

B. Supersymmetric � interactions

The fluctuations of two real scalar fields on two possibly
different static bacgrounds are governed by the action,

S½�þ;��� ¼ 1

2

Z
d2xf@��þ@��þ

þ ðm2þ þUþðxÞÞ�2þðt; xÞ þ @���@���
þ ðm2� þU�ðxÞÞ�2�ðt; xÞg: (116)

The one-particle states of the quantum field theories are
obtained through a Fourier transform from time to fre-
quency of the eigenfunctions of the Schrödinger operators,

K� ¼ � d2

dx2
þU�ðxÞ:

Generically, this system is no more than the system con-
sidered in the main core of this paper counted twice. There
is, however, an interesting situation: if m2þ ¼ m2� ¼ m2 it
may be possible that Kþ and K� are supersymmetric
partners and their spectra have the symmetry properties
arising in supersymmetric quantum mechanics. Briefly, the
structure is the following:
(1) One starts from the ‘‘supercharges’’

Q ¼ 0 d
dx þWðxÞ

0 0

 !
;

Qy ¼ 0 0

� d
dx þWðxÞ 0

 !
;

where WðxÞ is a real function called the
superpotential.
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(2) The supersymmetric Hamiltonian is

K¼1

2
ðQQyþQyQÞ

¼1

2

� d2

dx2
þdW

dx
dW
dx þd2W

dx2
0

0 � d2

dx2
þdW

dx
dW
dx �d2W

dx2

0
@

1
A:

(3) The supersymmetry algebra,

fQ;Qyg ¼ 2H; ½H;Q� ¼ ½H;Qy� ¼ 0;

shows that the the supercharges are ‘‘super’’ sym-
metry operators.

The two kinds of scalar fluctuations give rise to a super-
symmetric quantum mechanical problem if and only if

U�ðxÞ ¼ dW

dx

dW

dx
� d2W

dx2
:

In the case of two-� function plates supporting the fluctua-
tions of two scalar fields, one spectral problem in super-
symmetric quantum mechanics arises if the backgrounds
are of the form

U�ðxÞ ¼ ���ðxþ aÞ � ��ðx� aÞ þ �2	ð�x� aÞ
þ �2	ðx� aÞ:

The hidden reason for supersymmetry is the existence of a
superpotential

WðxÞ ¼ �

2
� jxþ aj þ �

2
� jx� aj þ �� �

2
� x

that defines the supercharges of this problem. Standard lore
in supersymmetric quantum mechanics, see e.g., [43] and
references quoted therein, classifies the characteristics of
the spectrum of a supersymmetric Hamiltonian as follows:

(i) The ground state of K may be unique or doubly
degenerate. If it is unique the ground state belongs
to the spectrum of either Kþ or K�. In this case
there exists spectral asymmetry, and supersymmetry
is unbroken. Degenerate ground states form a dou-
blet: one member belongs to the spectrum ofKþ and

the other is an eigenstate ofK�, and supersymmetry
is spontaneously broken. The two-� supersymmetric
Hamiltonian exhibits a unique ground state and su-
persymmetry is unbroken.

(ii) Higher excited levels in the discrete spectrum of K
come in degenerate pairs living, respectively, in the
spectrum ofKþ andK�. Their positive eigenvalues
are identical. Hence, operators Kþ and K� are
almost isospectral.

(iii) The continuous spectrum eigenvalues ofKþ andK�
are also positive and identical. The spectral densities
of the supersymmetry pair of operators, however, are
different but are related by the supercharges.

In summary, once we know the Casimir energy due to one
kind of fluctuations the contribution of the other kind
follows from supersymmetry. Awarning: in order to apply
the TGTG formula in this supersymmetric context we must
rely on the Green’s function and the T-matrix in one step/�
background, e.g., located at the origin,

Us�ðx;�; sÞ ¼ ��ðxÞ þ s2ð1� 	ðxÞÞ: (117)

In this situation (no time reversal invariance) the trans-
mission amplitudes are also different,

tRð!Þ ¼ 2q

�s�

; tLð!Þ ¼ 2k

�s�

; (118)

rRð!Þ¼q�k� i�

�s�

; rLð!Þ¼k�q� i�

�s�

; (119)

�s�ð!;�Þ¼kþqþ i�; !2¼k2¼q2þs2; (120)

Wðc ðRÞ
! ; c ðLÞ

! Þ ¼ 4ikq

�s�

; (121)

where k and q are the momenta of the plane waves on
the x > 0 and x < 0 half-lines, respectively. From the
Wronskian and the scattering waves incoming from the
left or the right, we obtain the reduced Green’s function
and the kernel of the T-operator in four pieces,

Gð0Þ
! ðx; yÞ ¼

8>>>>>>>><
>>>>>>>>:

� 1
2ik

�
eikjx�yj �

�
2k
�s�

� 1
�
eikðxþyÞ

�
; x > 0; y > 0

i 1
�s�

eiðkx�qyÞ; x > 0; y < 0

i 1
�s�

eiðky�qxÞ; x < 0; y > 0

� 1
2iq

�
eiqjx�yj �

�
2q
�s�

� 1
�
eiqðxþyÞ

�
; x < 0; y < 0

: (122)

Tð�;sÞ
! ðx; yÞ ¼

8>>>>>>>><
>>>>>>>>:

�
�þ i�2

�s�

�
�ðxÞ�ðyÞ x > 0; y > 0

i�2

�s�
�ðxÞ�ðyÞ þ i�s2

�s�
e�iqy�ðxÞ x > 0; y < 0

i�2

�s�
�ðxÞ�ðyÞ þ i�s2

�s�
e�iqx�ðyÞ x < 0; y > 0�

�þ i�2

�s�

�
�ðxÞ�ðyÞ þ i�s2

�s�
ðe�iqy�ðxÞ þ e�iqx�ðyÞÞ; x < 0; y < 0

: (123)
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From these formulas for the Green’s function and the
kernel of the T-matrix one derives the kernel of the two
step=�’s M-matrix by shifting the origin to the x ¼ �a
points and bearing in mind that at x ¼ a, one must
exchange k and p in the solutions at the left and the right
of the s� � potential.

C. Miscellanea: some exotic backgrounds

Other more exotic backgrounds include two linear com-
binations of � and �0 interactions concentrated at the points
x ¼ �a,

UðxÞ ¼ �1�ðxþ aÞ þ �1�
0ðxþ aÞ þ �2�ðx� aÞ

þ �2�
0ðx� aÞ: (124)

We understand the �0 interaction in (124) as the self-adjoint
extension of the free particle Hamiltonian proposed in
Ref. [44]. Because this potential responds to interactions
concentrated in isolated points the general expression (72)
provides us with the kernel of the T-matrix for a �=�0
interaction at the origin,

Tð�;�Þ
! ðx1; x2Þ ¼ 2
ð�þ 
�2Þ

2
ð1þ �2

4 Þ þ �
�ðx1Þ�ðx2Þ:

The reduced Green’s function is, of course, the free particle
Green’s function, and a simple application of the TGTG
formula, after the appropriate shiftings to x ¼ �a and use
of these ingredients, leads to the Casimir energy. We skip
writing the quantum vacuum energy of the double �=�0
system but we mention that reinterpretation of these point
interactions as boundary conditions encompasses for some
special values of the parameters not only Dirichlet but also
Neumann and even Robin boundary conditions.

A promising avenue is the study of scalar field fluctua-
tions on solitonic or curved back grounds. For instance, the
background,

UðxÞ ¼ ��ðxþ aÞ þ ��ðx� aÞ
þm2

�
1� 	ða� xÞ	ðaþ xÞ � 2

cosh 2mx

�
;

see [45], can be interpreted in comparison with the
Hamiltonian KsG (94) as a sine-Gordon kink background
constrained to the finite interval ð�a; aÞ with two
�-function interactions at the endpoints. In this paper the
Green’s function and the energy-momentum tensor of the
double �—Pösch-Teller configuration were computed pav-
ing the way to the calculation of the quantum vacuum
energy. In Ref. [33] two of us analyzed the scattering
problem for this potential. In particular, the scattering
amplitudes, as well as the bound state structure, were fully
unveiled. The limit of Dirichlet boundary conditions
revealed many subtleties particularly relevant to the ground
state (a zero mode) of the system. By switching on the �0
interactions on the endpoints, more general boundary

conditions can be achieved. Nevertheless, the full analysis
of the quantum vacuum energy remains to be performed.

More interestingly, replacing Gð0Þ
! by GðPTÞ

! , the particle
Green’s function in the Pösch-Teller background, we
should be able to generalize the TG procedure in this
situation.
The last background that we consider is formed by two �

interactions placed on antipodal points on a circle around
the origin in the R2 plane. If ~ea, a ¼ 1, 2, ~ea � ~eb ¼ �ab, is
an orthonormal basis in this plane, ~x ¼ x1 ~e1 þ x2 ~e2
denotes the particle position and ~a ¼ a1 ~e1 þ a2 ~e2 is a
fixed vector, we write the background and the two-
dimensional Schrödinger operator that governs the fluctu-
ations of the scalar field in two spatial dimensions in the
form

Uð ~xÞ ¼ ���ð2Þð ~xþ ~aÞ þ �þ�ð2Þð ~x� ~aÞ

K2� ¼ �r2 þm2 þUð ~xÞ ¼ � @2

@x21
� @2

@x22
þm2 þUð ~xÞ;

where �ð2Þð ~vÞ ¼ �ðv1Þ�ðv2Þ.
Fourier analysis unveils the scattering wave solutions of

the spectral problem K2�c !ð ~xÞ ¼ !2c !ð ~xÞ,

c !ð ~xÞ ¼ ei
~k ~x �

Z d2p

ð2�Þ2
e�i ~p ~x

j ~pj2 � j ~kj2 � i"

� f��e�i ~p ~ac !ð� ~aÞ þ �þei ~p ~ac !ð ~aÞg;
where j ~kj2 ¼ !2 �m2, and the scattering amplitudes are

c !ð� ~aÞ ¼ 1þ ��ðI1½j ~kj� � I2½j ~kj; j ~aj�Þ
�ðj ~kj; j ~aj; ��Þ

I1½j ~kj� ¼
Z d2p

ð2�Þ2
1

j ~pj2 � j ~kj2 � i"
;

I2½j ~kj; j ~aj� ¼
Z d2p

ð2�Þ2
e�2i ~p ~a

j ~pj2 � j ~kj2 � i"

�ðj ~kj; j ~aj; ��Þ ¼ ð1þ �þI1½j ~kj�Þð1þ ��I1½j ~kj�Þ
� �þ��I22½j ~kj; j ~aj�:

The integrals I1 and I2 are ultraviolet divergent but can be
regularized by using, e.g., a cutoff in the momentum. The
identification of the scattering data from these solutions
is extremely delicate from an analytical point of view
because the lack of rotational invariance of the potential.
Fortunately, the TG formalism only requires addressing

the problem of one center (and the knowledge of the free
particle Green’s function), an issue solved by Jackiw in
[46] where he found the following two striking results:

(1) the scale invariance of the �ð2Þ interaction is broken by
the quantization process, and (2) the scattering waves only
emerge in s waves, the only non-null phase shifts corre-
sponding to zero angular momentum. To work the Jackiw
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formulas in a point away from the origin is the remaining

task to perform in order to compute the two �ð2Þ lines
Casimir energy from the TGTG formula. Physically this
mathematical structure arises as quantized vortex lines in
superfluid Helium 4 or other Bose condensates. If the phase
of the order parameter (the complex scalar field) is of the
form �vð ~x; tÞ ¼ l

� , arctan
x2
x1
, l 2 Z, the gradient of the

fluid velocity ~r�vð ~x; tÞ ¼ l
� ð x1j ~xj2 ~e1 þ x2

j ~xj2 ~e2Þ is precisely

r2�vð ~x; tÞ ¼ l
� �

ð2Þð ~xÞ. Therefore, the TGTG formalism

allows the calculation of the quantum vacuum energies

between two vortex lines in superfluid liquids (see
Ref. [47]).
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