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A determination of the excited energy eigenstates of the nucleon, s = % 1= % N=, is presented in full
QCD using 2 + 1 flavor PACS-CS gauge configurations. The correlation-matrix method is used and is
built using standard nucleon interpolators employing smearings at the fermion sources and sinks. We
develop and demonstrate a new technique that allows the eigenvectors obtained to be utilized to track the
propagation of the intrinsic nature of energy states from one quark mass to the next. This approach is
particularly useful for larger dimension correlation matrices where more near-degenerate energy states

can appear in the spectrum.
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L. INTRODUCTION

Resonances represent some of the rich dynamics of one
of the fundamental interactions of Nature, the strong inter-
action of quarks and gluons. Lattice QCD is the only ab
initio first principles approach to the fundamental quantum
field theory governing the properties of hadrons and ulti-
mately we wish to test our theoretical understanding of
resonances against their experimentally determined
properties.

From lattice QCD, the ground-state hadron spectrum is
now relatively well understood [1]. However, gaining
knowledge of the excited-state spectrum on the lattice
presents additional challenges, as the excited energy states
are extracted from the sub-leading exponentials of the
correlation functions. A determination of the excited state
energy spectrum, including multiparticle states, requires
significant effort and some progress is now being made. We
can expect the interplay between lattice QCD predictions
and experimental measurement to be very productive in the
coming years.

In the case of nucleon resonances, the first positive
parity excitation of the nucleon, the N} " (1440)P;, or
Roper resonance, has been a subject of considerable inter-
est since its discovery in 1964 through a partial-wave
analysis of pion-nucleon scattering data [2]. This state
has a surprisingly low mass, which is well below the first
negative parity excitation. In constituent quark models
with a harmonic oscillator potential this P;; state (with
principal quantum number N = 2) appears above the
lowest-lying odd-parity S;; (1535) state [3,4], whereas in
Nature the Roper resonance is almost 100 MeV below
the S, state. This presents a phenomenological challenge
to our understanding of level ordering. Similar difficulties
occur with the J* =3 " A*(1600) and 1 " 3%(1690) reso-
nances. Due to its surprisingly low mass, the P;; state has
lead to enormous curiosity and much speculation about its
nature. For example, the Roper resonance has been de-
scribed as a hybrid baryon with explicitly excited gluon
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field configurations [5,6], or as a breathing mode of the
ground state [7] or as a five quark (meson-baryon) state [8].
Significant resources have been devoted in the past from
the lattice QCD perspective to find the elusive low-lying
Roper state, in both quenched [9-25] and in full [26-30]
QCD.

The ‘Variational method’ [31,32] is the state-of-the-art
approach for determining the excited state hadron spec-
trum. It is based on the creation of a matrix of correlation
functions in which different superpositions of excited-state
contributions are linearly combined to isolate the energy
eigenstates. A low-lying Roper state was identified with
this method using a variety of source and sink smearings in
constructing correlation matrices [22,24] in quenched
QCD. Recent developments of algorithms and computa-
tional power have enabled the extension to full QCD. Some
full QCD analyzes using the variational method can be
found in Refs. [26-29,33—-39]. Here we consider the tech-
niques of Refs. [22,24] to explore the low-lying even- and
odd- parity states of the nucleon using 2 + 1-flavor
dynamical QCD gauge-field configurations from the
PACS-CS collaboration [40]. A small subset of the results
presented here have appeared in Refs. [29,41].

The number of energy states revealed in the correlation
matrix method depends on the number of unique operators
chosen which have the quantum numbers of the desired
states. Hence, a clear identification of these states is nec-
essary to observe changes in these energy states as a
function of quark mass, in principle to the physical quark
mass. This allows the quark mass dependence and structure
of the extracted energy eigenstates to be explored system-
atically. The new technique that we develop here can be
used when any parameter of the theory is varied to explore
how the nature of the states and energies change with that
parameter.

The principal focus of this paper is to present the details
of our eigenvector analysis to track the states from the
heavy to the light quark mass region. In doing so, we
consider the N* states to illustrate the utility of the
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method. The operator basis is increased with the use of
fermion source and sink smearings as in Ref. [29]. Then,
the propagation of the energy states are presented after
analyzing the state of eigenvectors at adjacent quarks
masses. Results are presented for both the nonsymmetric
and symmetric eigenvalue equations, and these are com-
pared and related to each other.

In this analysis, we haven’t been able to isolate the
multiparticle thresholds at our three light quark masses.
We proceed under the assumption that the couplings to
these 5+ quark states have relatively small overlap with
our 3-quark interpolators and that the effective mass func-
tions are largely unaffected by multiparticle states with
small couplings to our interpolators. To monitor this we
use the full covariance-matrix based y?/dof in order to
accurately assess the extent to which our effective mass
function plateau is associated with a single state.
Ultimately, in addition to the 3-quark operators, one needs
to include 5- or 7- or more- quark operators [35,42,43] in
the correlation matrix to extract all the states in the
spectrum.

If we denote the dimensionality of the Hilbert space of
the lattice Hamiltonian to be N, then in an ideal world we
would select N linearly independent operators to construct
our N X N correlation matrix with sufficient statistical
accuracy and then diagonalize this to obtain the exact N
energy eigenstates for this lattice Hamiltonian. Obviously
and unfortunately, this is not computationally feasible on
any realistic lattice, and the best that we can do is choose a
relatively small number of operators, M, where M << N. If
we choose these M operator interpolating fields wisely,
then the subspace they span will have good overlap with
the subspace spanned by the M lowest eigenstates of the
Hamiltonian. If this is the case, with sufficient statistics we
can hope to extract good estimates of the M lowest energy
states. If we observe, for example, that adding additional
operators to increase M to M’ reveals new low-lying states,
then clearly we had not chosen our M operators wisely
enough. The test of whether or not we have revealed all of
the lowest states of the lattice Hamiltonian is that the
process of adding additional and new operators does not
reveal new low-lying excited states. We present a clearer
and more complete discussion of these issues in the
Appendix.

The linear independence of additional operators can be
judged by monitoring the condition number of the corre-
lation matrix. If the condition number does not increase
significantly when an operator is added then the additional
operator enhances the basis in a sufficiently independent
manner.

The paper is arranged as follows: Section II contains a
standard description of the mass extraction from a two-
point correlation function with a brief introduction of
Gaussian smearings at the fermion sources. The variational
method is presented in Sec. III, followed by simulation
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details in Sec. I'V. Section V contains a discussion of the
energy eigenstates identification. Results for the flow of
eigenvectors are presented in Sec. VI, followed by con-
cluding remarks in Sec. VII. Finally, a pedagogical dis-
cussion of the correlation matrix is presented in Appendix
in terms of the lattice Hamiltonian.

II. ENERGY STATES FROM TWO-POINT
CORRELATION FUNCTIONS

A two point correlation function can be written as

G(t, p) = Ze*f“mIT{xi(x»‘(,-(O)}lm, (1)

where the Dirac spin indices are implicit. The operator
X;(0) creates states from the vacuum at space-time point 0
and, following the evolution of the states in Euclidean time
t, the states are destroyed by the operator y;(x) at the point
(%, 1). T indicates the time ordering of the operators.

The energy eigenstates of hadrons are extracted using
operators suitably chosen to have overlap with the desired
states of interest. If we consider a baryon state B, then a
complete set of momentum eigenstates provides,

D> 1B B sXB P sl =1, )

B,p's

where B can also include multiparticle states that the
operator y couples with. The substitution of Eq. (2) into
Eq. (1) yields

Gt p) =3 Y e Py (x)IB, B, 5)
X B,ps
Using the translational operator, the operator y;(x) can be
expressed as
Xi(x) — the—i13~)?Xi(0)eif’~)?e—Ht, (4)

where H is the lattice Hamiltonian and P is the momentum
operator whose eigenvalue is the total momentum p of the
system. Inserting this into Eq. (3) we obtain

Gij(t, p) = D, D, e e PPUQx,(0)IB, ', 5)

X Bps
X (B, p', s| x;(0)[2)
= Z e_EBtﬁﬁ,5/<Q|Xi(0)|B, P s)

B,p',s
X (B, p', s1x;(0)|2)

=3 e E QI O)IB, B, s)B, b, s17,(0)]).
B s

&)

The overlap of the interpolating fields x(0) and y(0) with
positive and negative parity baryon states |B*) can be
parametrized by a complex quantity called the coupling
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strength, Ag=, which can be defined for positive parity
states by

MB+

B+

o N
(B*, B, s| x(0)|Q) = ABW/ EB iy (Bs). (7
B+

For the negative parity states one requires

’M _
<Q|X(O)|B7) ﬁ) S) = A37 E7:775u37 (ﬁy S), (8)

_ M -
(B~ p, sl x(0)1Q) = —AB,/ g, (B 9)ys )

Here, Ag= and Agz- are the couplings of the interpolating
functions at the sink and the source, respectively, and M g=
is the mass of the state B=. Eg- is the energy of the state

B*, where Eg- = ‘/Mlzgt + p?. Therefore, mass of a en-
ergy state is obtained with the momentum projection of

the correlation function at p = 0.
The standard spin sums may now be performed. For the
positive parity hadron states, this can be expressed as

(QUxO)IB™, p.s) = Ap+ ug-(p.s), (6

B (> _ N _ Y-P + MB*
gum(l’y S)Mg+(Py 5) = W) (10)
and for the negative parity states, one encounters
o New (2 +vy.p — Mp-
- ’)’s(zuzﬁr(l?, s)iig- (P, S))?’s = TB- a1
s B~

By substituting the above Egs. for the positive and negative
parity states in Eq. (5) we obtain,

oy s ., Y-Pp t Mg
Gij(l, p) = BZM* Apre "s tT
+vy.pp- — Mp-

+ Z/\B_ )_lB—e_E‘git
e

At momentum p = 6, Ep= = Mp=, and a parity projection
operator ' can be introduced,

1
e =2(n=0. (13)

We can isolate the masses of the even and odd parity
energy states by taking the trace of G with the operators
I'y and I'_. The positive parity states propagate through
the (1, 1) and (2, 2) elements of the Dirac matrix, whereas,
negative parity states propagate through the (3, 3) and
(4, 4) elements. The correlation function for positive and
negative parity states can then be written as
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G;_; (t, 6) = Trsp[ri Gij(t’ 6)] = Z/\:: /{}:E_MBJ: r (14)
B*

The correlation function contains a superposition of energy
states, i.e., both ground and excited energy states. The mass
of the lowest energy state, M- can be extracted at large ¢
where the contributions from all other excited states are
suppressed,

Gii(1,0) =" A Xge Mo, (15)

where, A5 and )_\jio are now couplings of interpolators to the
lowest energy state.

A. Source smearing

The spatial fermion source-smearing [44] technique is
applied to increase the overlap of the interpolators with the
lower lying states. We employ a fixed boundary condition
in the time direction for the fermions by setting
U,X,N,) =0V X in the hopping terms of the fermion
action with periodic boundary conditions imposed in the
spatial directions. Gauge invariant Gaussian smearing [44]
in the spatial dimensions is applied through an iterative
process. The smearing procedure is:

YiE 1) =D FE ) (&, 1), (16)

where,

F()’E; -;C)/) = (] - a)ax,x’
3
o A~
+ 5 Zl[UM(x)SX’,Hﬂ + UL = 2)8, - 4]
u=

7)

where the parameter o = 0.7 is used in our calculation.
After repeating the procedures N, times on a point source
the resulting smeared fermion field is,

Y, (% 1) = D FNon (3, &) o, 1), (18)

III. VARIATIONAL METHOD

The extraction of the ground state mass can be done
straightforwardly using Eq. (15). However access to the
excited state masses requires additional effort due to
the presence of these energy states at the subleading of
the exponential. Here we consider the variational
method [31,32], which allows for a variety of super-
positions of excited-states in its cross correlation dis-
cussed below.

The variational method requires the cross correlation of
operators so that the operator space can be diagonalized
and the excited state masses extracted from the exponential
nature of the diagonalized basis. To access N states of the
spectrum, one requires a minimum of N interpolators. With
the assumption that only N states contribute significantly to
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G;; at time ¢, the parity projected two point correlation
function matrix for p = 0 can be written as

G (1) = Gii(t, 0) = (ZTrsp{Ft<Q| xi(x) ;-(j(0)|9>})

N—1 B
= Z A?A;}fe—mat’ (19)
a=0

where Dirac indices are implicit. Here, A¥ and )_\;?‘ are the
couplings of interpolators x; and ; at the sink and source,
respectively, to eigenstates &« = 0, ..., (N — 1) and m,, is
the mass of the energy state . The use of identical source
and sink interpolators provides A¢ = (A%)” and then in the
ensemble average Gii; () is a Hermitian matrix, i.e.,
G;;(1) = [G};(n]". Moreover, considering both {U} and
{U"} configurations makes G;; () a real symmetric matrix.
The N interpolators have the same quantum numbers and
provide an N-dimensional basis upon which to describe the
states. Using this basis we aim to construct N independent
interpolating source and sink fields which isolate N baryon
states |B,), i.e.,

N
= ulx; (20)

i=1

N
= vix; 1)

i=1

such that,

(Bg, p, s|p*|Q) = 8,52%u(ex, p, 5), (22)
<Q|¢Q|Bﬁ’ P, S> = 6aBZau(a’ P, S), (23)

where z and z¢ are the coupling strengths of ¢ and ¢ to
the state |B,). Consider a real eigenvector u§ which oper-
ates on the correlation matrix G;;(¢) from the right, one can
obtain

Gij(Dug = <ZTrsp{F¢<Q|Xi)?j|Q>})u? = Afzem .

(24)

For notational convenience, in the remainder of the dis-
cussion the repeated indices i, j, k are to be understood as
being summed over, whereas, «, which stands for a par-
ticular state, is not.

In the ensemble average, G;;(t) = G;(1). Therefore,
considering %[Gij(t) + Gji(1)] provides an improved un-
biased estimator and enables the use a symmetric eigen-
value equation as discussed below. To ensure that the
matrix elements are all ~O(1), each element of G;;()

is normalized by \/Gl_‘(o) Gy(1) \/le(o) (discussed in the
ii JJ

Appendix).
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In Eq. (24), since the only ¢ dependence comes from the
exponential term, we can write a recurrence relation at time
(tg + At) as

Gijty + Anu§ = e m21G(ty)us (25)

for sufficiently large ¢, and 7, + At [21,45].
Multiplying the above equation by [G;(#)]~" from the
left we get,

[(G(to) " 'Gl(ty + At)Ju® = e ™aBiy® = ¢y (26)

This is an eigenvalue equation for eigenvector u® with
eigenvalue c® = e "+, We can also solve the left eigen-
value equation to recover the v eigenvector,

vEG;(tg + At) = e A vEG(1). 27)
Similarly,
ve[G(ty + AD(G(1y) '] = e mabipe, (28)

Since G;;(#) is a real symmetric matrix v = u. The

vectors uf and v{" diagonalize the correlation matrix at

time t, and fy + Ar making the projected correlation
matrix,

vEG;(uf = 89PzxzPemat, (29)
The parity-projected, eigenstate-projected correlator,
viG(nu = G¥, (30)

is then used to obtain masses of different states. We con-
struct the effective mass function

Me(r) = ln< G2 (1 0) )) — M 31)

Ge(t+1,0

and apply standard analysis techniques as described in
Ref. [21].
Since G(ty) ~'/2G(1y)"/* = I, we can rewrite Eq. (26) as

G(ty)'G(ty + ADNG(ty) " 2G(1g) 2u® = c@u®.
Multiplying from the left by G(z,)'/? provides
G(ty)2G(tg + AD)G(1)"V2G (1) 2u® = c*G(1y)"*u”
and defining,

we = G(ty)'/?u® (32)
we find
G(ty) " '2G(ty + ADG(t)) 2w = cow* (33)
(also shown in Eq. (A8)). We note the matrix
[G(1o)™'*G(ty + ADG(19)7'/?] (34)

is real symmetric, with the same eigenvalue c® and
with the w® orthogonal to each other. If we had not
used the [U + U*] sum then the matrix in Eq. (34)
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would be Hermitian and hence would still have real
eigenvalues and orthogonal eigenvectors. The coeffi-
cients of interpolators creating an energy eigenstate is
recovered by

u® = G(ty)~12we. (35)

IV. SIMULATION PARAMETERS

PACS-CS 2 + 1 flavor dynamical-fermion configura-
tions [40] made available through the ILDG [46] are
used. These configurations use the nonperturbatively
O(a)-improved Wilson fermion action and the Iwasaki-
gauge action [47]. The lattice volume is 323 X 64, with
B = 1.90 providing a lattice spacing a = 0.0907 fm and
lattice volume of =~ (2.90 fm)3.

The degenerate up and down quark masses are consid-
ered, with the hopping parameter values of «,; = 0.13700,
0.13727, 0.13754, 0.13770 and 0.13781 corresponding to
pion masses of m, = 0.702, 0572, 0.413, 0.293,
0.156 GeV [40]; for the strange quark «, = 0.13640. We
consider an ensemble of 350 configurations each for the
four heavier quarks mass and 198 configurations for the
lightest quark. An ensemble of 750 samples for the lightest
quark mass is created by using well separated multiple
fermion sources on each configuration. We use the jack-
knife method to calculate the error, where the y?/dof for
projected correlator fits is obtained via a covariance matrix
analysis.

The complete set of local interpolating fields for the
spin-% nucleon are considered herein. Three different
spin-flavor combinations of nucleon interpolators are
considered,

X1(x) = € (x)Cysd® (x))uc (x), (36)
X2(x) = €(u”*(x)Cd" (x)) ysuc (x), (37)

Xa(x) = € (u(x)Cysysd® (x)u(x).  (38)

The y; and y, interpolators are used in Refs. [12,48,49].
The interpolator y, is the time component of the local
spin-3 isospin-J interpolator which also couples to spin-3
states used, for instance, in Refs. [16,21,50].

The local scalar-diquark nucleon interpolator, y, is well
known to have a good overlap with the ground state of the
nucleon. Also, this y; interpolator is able to extract a low-
lying Roper state in quenched QCD [24]. On the other
hand, the y, interpolator has pseudoscalar-diquark struc-
ture in the nucleon, which vanishes in the nonrelativistic
limit, couples strongly to higher energy states. Each inter-
polator has a unique Dirac structure giving rise to different
spin-flavor combinations. Moreover, as each spinor has
upper and lower components, with the lower components
containing an implicit derivative, different combinations of
zero, one, two and three derivative interpolators are
provided.
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The correlation matrices are constructed using different
levels of gauge-invariant Gaussian smearing [44] at the
fermion sources and sinks [29]. A basis of smearing-sweep
counts of 16, 35, 100 and 200 is selected following the
extensive analysis of Ref. [29].

It is important to consider the condition number for these
matrices in order to examine the quality of our operator
basis. We consider the normalized correlation matrix,
Gij(t)/(Gii(t)ij(t))"/2, with G,;(t) made Hermitian as
discussed in Sec. III.

The condition numbers for our correlation matrices are
illustrated in Fig. 1. We examine the change in the condi-
tion number for matrices composed of y; and y, as addi-
tional source smearings are introduced. We consider two
levels of smearing in the 4 X 4 matrix, three levels of
smearing in the 6 X 6 matrix and all four levels of smear-
ing in the 8 X 8 matrix.

Results for the five quark masses under consideration are
provided. The tight clustering of the condition number for
the wide range of quark masses considered indicates that
the basis selected is appropriate for all these masses.

The condition numbers are displayed as a function of
Euclidean time following the fermion source at 7, = 16. At
early times, the different superposition of large excited
state contributions gives rise to a relatively small condition
number. However as these states become exponentially
suppressed at larger Euclidean times, the condition number
increases. If one waits to very large Euclidean times, all
excitations are suppressed and all operators produce the
same ground state rendering the condition number infinite.
This will be realized for any basis set having overlap with
the ground state. Thus it is important to conduct the corre-
lation matrix analysis at times where excited states are

T T T T
104 r 8x8 i
[ ]
&
B%6
10°} " & i
5 8
&
&
102 L & & Axd i
&
b
&
101 1 1 1 1
16 17 18 19 20 21

t

FIG. 1 (color online). The condition numbers, CN, of 4 X 4,
6 X 6 and 8 X 8 correlation matrices using y; and y, operators,
are illustrated as a function of Euclidean time, t. The 4 X 4
matrix includes 200 and 100 sweeps, 6 X 6 contains 200, 100
and 35 sweeps and 8 X 8 incorporates all four sources, 200, 100,
35 and 16 sweeps. Each cluster of points contains five values
corresponding to the five quark masses considered.
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present and the number of significant state contributions
matches the size of the basis.

While the condition number increases as the smearing
basis is enhanced, the condition number is the order of 10°
for our preferred variational analysis time of ¢, = 18. This
value is small relative to 10'2 associated with standard
double precision calculations.

Thus, the utilization of different fermion smearings at
the source and the sink is an effective approach to enlarg-
ing the basis of operators. Our selection of smearing levels
was based on the excited-state contributions observed in
smeared-source to point-sink correlators [29]. By selecting
smearing levels that provided well separated effective
masses at early Euclidean times, we ensured that each
operator was sufficiently independent, thus giving rise to
an acceptable condition number for the correlation matrix.

V. EIGENSTATES IDENTIFICATION

Let us consider M interpolating fields making an M X M
parity-projected correlation matrix G(z). In solving the
generalized eigenvalue equations of Egs. (26) and (28)
we encounter the real and approximately symmetric ma-
trices [(G(ty)) " 'G(ty + A1)] and [G(ty + At)(G(ty)) ],
with the left and right eigenvectors #® and ¢, respectively.
Thus the eigenvectors of these matrices are expected to be
approximately orthogonal (left table in Table I). As ex-
plained in the Appendix, the reason we have only approxi-
mate symmetry is that G(¢) does not commute with itself at
different times. This results because M < N. The more
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closely the subspace spanned by our M operators aligns
with the subspace of the lowest M energy eigenstates of H,
the less violation of symmetry there will be. If we do not
use the [U + U*] sum, then all of the same arguments hold
but with Hermitian matrices.

This feature enables the use of the generalized measure

U*B(my, my) = i*(m,) - iP(my) (39)
for the eigenvector ii%, for example. This correlates eigen-
vectors at different quark masses and may be useful in
tracking states.

In contrast, as already discussed, the matrix in Eq. (34) is
symmetric, hence the eigenvectors w*(m,) are exactly
orthogonal, i.e., w(m,) - vT/B(mq) = §,p (right table in
Table I).

Therefore, as in Eq. (39), a generalized measure

W eB(m,, my) = w(m,) - wh(m,) (40)

for the w* can be constructed to identify the states more
reliably as we move from quark mass m, to the adjacent
quark mass m,

In Table II, the generalized measures ‘U*# (mg, my) and
Web (mq, mq/) are presented for the heaviest and the sec-
ond heaviest quark masses. It is evident that the off-
diagonal elements of W""B(mq, m,) are smaller than the
’U“B(mq, m,) and hence will be more reliable for identi-
fication and tracking of the energy eigenstates. Therefore
weuse W (m,, m,) for this purpose. For each value of a

N

TABLE 1. The scalar product i%(m,) - ii?(m,) (left) and w*(m,) - w#(m,) (right), for the same quark mass, with four different
levels of smearings. States are ordered from left to right and top to bottom in order of increasing excited-state mass. a and 8

correspond to row and column, respectively.

1.00 -0.18 0.02 —0.07 0.65 0.10 —-0.32
—0.18 1.00 002 036 —-0.10 —-0.49 0.06
0.02 002 100 015 0.07 0.06 0.42
—0.07 036 015 1.00 —0.03 0.23 0.09
065 —0.10 007 —0.03 1.00 015 -0.57
010 —-049 006 023 0.15 1.00 —0.06
—0.32 006 042 009 —-057 —0.06 1.00
—0.09 039 003 030 -0.13 -—0.61 0.17

—0.09 | 1.00 0.00 0.00 0.00 000 0.00 0.00 0.00
039 | 0.00 1.00 0.00 0.00 000 000 000 0.00
0.03 | 0.00 0.00 100 0.00 000 000 000 0.00
0.30 | 0.00 000 000 1.00 000 000 0.00 0.00

—0.13 | 0.00 000 000 000 1.00 0.00 000 0.00

—0.61 | 0.00 0.00 0.00 0.00 000 100 000 0.00
0.17 | 0.00 000 000 0.00 000 000 100 0.00
1.00 | 0.00 000 000 0.00 000 000 000 1.00

TABLE II.  The scalar product ii*(m,) - ﬁB(mq/) (left) and w*(m,) - vT/B(mqf) (right), for k = 0.13700 and «’ = 0.13727, with four
different levels of smearings. States are ordered from left to right for m, and top to bottom for m, in order of increasing excited-state

mass. « and B correspond to row and column, respectively.

098 —-029 —-0.14 063 —0.07 010 —0.32 —0.08
—-0.19 —-092 008 —0.03 014 006 042 0.05
—-0.16 007 099 -0.09 —0.04 —-0.53 009 036

063 —-0.44 —-002 099 —-0.05 013 —-0.55 —0.12
—-0.12 —-0.11 040 000 075 0.00 008 0.36

005 —-0.11 —-042 017 076 095 —-0.12 —0.53
—-0.45 —-0.17 003 —-0.67 008 —0.05 100 0.18
—-0.09 000 034 —-0.14 —-034 —-0.82 021 100

1.00 —0.09 0.00 000 001 000 001 0.00
009 099 -0.07 013 —-0.01 000 001 0.00
0.01 007 100 —-0.01 000 —-0.01 0.00 0.00
-0.01 -0.13 002 098 —0.09 002 007 0.00
001 001 000 —0.09 —-097 021 —-001 0.03
000 000 001 000 020 095 —0.07 —0.23
—-0.01 000 000 —-0.07 001 007 099 —0.01
0.00 000 000 —-0.01 —0.08 —021 001 -0.97
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TABLE III.  The scalar product w*(m,) - vT/B(mq/), for k = 0.13700 (m, = 702 MeV) and «’ = 0.13727 (m, = 572 MeV) (top
left), « = 0.13727 (m, = 572 MeV) and «' = 0.13754 (m, = 402 MeV) (top right), k = 0.13754 (m, = 402 MeV) and ' =
0.13770 (m, = 293 MeV) (bottom left), k = 0.13770 (m, = 293 MeV) and «’ = 0.13781 (m, = 156 MeV) (bottom right), for an
8 X 8 correlation matrix of x; and y,, with four different levels of smearings. States are ordered from left to right for m, and top to

bottom for m,

in order of increasing excited-state mass. a and B correspond to row and column, respectively.

1.00 —-0.09 000 000 001 000 001 0.00 1.00 —-008 001 —001 001 001 000 0.00
009 099 -0.07 013 —-0.01 000 001 0.00 008 098 012 —-0.03 009 001 000 0.00
001 007 100 —-0.01 000 -—-001 000 000 | —-002 —0.12 099 -0.08 000 000 000 —-0.01
-0.01 -0.13 002 098 —-0.09 002 007 000 | —-001 —009 —-0.01 003 099 —-0.10 000 0.00
001 001 000 —-009 —-097 021 —-0.01 003 001 002 008 099 —002 001 0.07 005
000 000 001 000 020 095 —-0.07 —0.23 0.00 000 —0.01 —0.08 0.00 —0.08 099 007
—-0.01 000 000 —0.07 001 007 099 -0.01 001 002 000 001 —-0.10 —099 —-0.08 0.03
0.00 000 000 —0.01 —-0.08 —021 001 —0.97 0.00 000 000 —0.04 000 003 —0.08 1.00
1.00 —-0.04 —-0.02 004 001 000 000 0.00 1.00 —-0.04 003 —-002 001 000 001 0.00
003 098 —0.21 0.04 —0.01 0.00 —0.03 0.00 003 097 025 006 —0.02 —0.01 —0.01 —0.01
002 021 097 001 014 004 -0.02 —-0.04 | —0.03 —-0.24 094 —-0.07 —021 000 —0.03 —0.02
001 -001 -0.13 —-037 092 008 —0.03 —0.03 0.02 —-0.06 —0.03 093 —-036 —0.06 002 0.00
—0.04 -0.04 —-005 093 036 002 000 —-0.01 | =001 —0.05 020 035 089 —-0.03 —-0.21 -0.01
0.00 —-0.03 —-0.01 001 -0.01 —-025 -097 —-0.03 | —0.01 —0.01 006 0.04 018 —-023 093 —-0.20
0.00 —-0.01 -0.04 001 -0.10 095 -0.24 -0.16 0.01 000 —-0.02 —0.08 —0.04 —097 —-022 005
0.00 —-0.01 -0.02 000 -0.02 —-0.15 007 -0.99 0.01 000 —0.04 —0.02 —0.04 000 —0.20 —-0.98

there is only one value for 8 where the entry is within a few
percent of 1. Thus this measure provides a clear identifi-
cation of how eigenvectors in the hadron spectrum at quark
mass m,, are associated with eigenvectors at the next value
of quark mass, mg.

Now we explain how we track the energy eigenstates
from one quark mass to the next. Firstly, we label the
extracted energy states at the heaviest quark mass with a
chosen set of symbols (most right column in Fig. 2), where
each symbol is assigned by the corresponding eigenvectors
associated with it. These symbols are carried on to the
lightest quark mass by looking at W*A(m,, m,) for ad-
jacent quark masses going from the heaviest to the lightest.
After the energy eigenstates are labeled at the heaviest
quark, we look at the scalar product w*(m,) - vT/B(mq/)
for the heaviest and the second heaviest quark mass (top
left of Table III). The scalar product shows that in this case
all the diagonal elements are larger than the off-diagonal,
meaning there is no eigenvector crossing at these two
heavier quark masses. A similar scalar product for the
second heaviest to the third heaviest mass (top right of
Table III) shows that the fourth and fifth eigenvectors are
crossed with the fifth and fourth at the third quark mass,
and a similar situation for the sixth and the seventh. To
illustrate our analysis in our figures we track the eigenvec-
tors from one quark mass to the next by connecting these
similar eigenvectors by lines. In Fig. 2, two lines (eigen-
vectors) cross at the second and the third quark mass. We
then follow the above procedures for the third, fourth and
fourth and fifth (the lightest) quark masses.

It is well known in quantum mechanics the energies
avoid level crossings as illustrated in Fig. 3. However,
when two energy levels experience an avoided level

crossing, the nature of the two eigenvectors is inter-
changed, as shown by the dotted lines in Fig. 3. In Fig. 2,
the first and second excited energy eigenstates do not
experience an avoided level crossing at pion mass of
413 MeV, whereas avoided level crossings are present for
the third-fourth and the fifth-sixth excited energy states.
However, note that the avoided level crossings lie within

5 ‘
N £ . £
R ]
e "i\—»—«<:;:;:mmg~~ o
[ T~ Fo----T 1
= 3r 7]
S .
~ [ W L] o
L B e a
[ g .- & L _
= 2 s
[ *
1:—0 —
O- . L . L . L . L
0.0 0.1 0.2 0.3 0.4
m? (GeV?)

FIG. 2 (color online). N { energy states from 8 X 8 correla-
tion matrix of y;, Y, interpolators from « = 0.13700 (m, =
702 MeV, right-most column) to «=0.13781 (m, =
156 MeV, left-most column). The symbols follow the eigenvec-
tor as determined by considering the scalar product w¢ - w#, as
presented in Table III. Note that the dotted lines in the figure
connect similar eigenvectors. Where these lines cross, of course
the energy levels would not cross, but we would see an avoided
level crossing as in Fig. 3 if we had data for every quark or pion
mass.
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m

m

FIG. 3 (color online). Illustration of an avoided level crossing.
The solid lines illustrate how the energy levels avoid crossing,
while the two dotted lines illustrate how the nature of the
associated eigenvectors flow. In the region where the energy
states are closest each is an equal but orthogonal admixture of
the two eigenvectors.

M (GeV)

0 C L L L L
0.0 0.1 0.2 0.3 0.4

m_* (GeV?)

FIG. 4 (color online). As in Fig. 2, but with y;, x4 interpola-
tors. The dotted lines in the figure connect similar eigenvectors.

the error bars. Results are presented as a function of quark
mass (m,), with m, = Am, + m, where Am, is small. In
principle, as noted earlier a similar analysis can be per-
formed for other lattice parameters in addition to the quark
mass, such as the lattice spacing (a), volume (V), the lattice
action etc.

The eigenvectors are also tracked for the correlation
matrix analysis with the y; and y, interpolators and pre-
sented in Fig. 4, which can be compared with Fig. 2.

VI. QUARK-MASS FLOW OF EIGENSTATES
A. Positive parity

A key feature of large correlation matrices is the ability
to identify and isolate energy eigenstates which are nearly
degenerate in energy. However, this approximate degener-
acy makes it difficult to trace the flow of states from one

PHYSICAL REVIEW D 87, 094506 (2013)

quark mass to the next. Thus a clear identification of these
near-degenerate states through the features of the eigen-
vectors w® isolating the states is necessary in order to trace
the propagation of the states from the heavy to the light
quark-mass region. At this point it is useful to clarify our
use of language. Where we say eigenvector we are refer-
ring to the orthogonal eigenvectors, w®, of our symmetric
(or Hermitian) M X M correlation matrix G(r). Where we
speak of energy eigenvalues and energy eigenstates, we are
referring to the eigenvalues and eigenstates of the lattice
Hamiltonian, H. Our goal in calculations is always to
choose the M interpolators well so that the few (<M)
lowest eigenvalues extracted are a good approximation to
the few lowest energy eigenvalues of H and so that M
eigenvectors of our M X M correlation matrix G(z) capture
the dominant characteristics of the corresponding eigen-
state of H.

The anticipated and relatively smooth flow of the eigen-
vectors as a function of the quark mass is presented in
Fig. 5. It appears that each eigenvector corresponds to an
energy eigenstate of H with the eigenvector w® capturing
some of the core properties of the corresponding full
energy eigenstate of H. While the quark-mass dependent
trends can be significant, our approach reliably allows the
identification of energy eigenstates at adjacent quark
masses.

As the y; and y, spin-flavor interpolators are very
similar for the N % " channel, the overall flow of the eigen-
vectors w® obtained from the y, y, and y,, x4 correlation
matrices are very similar in Fig. 5. Also, the overall
strength of the eigenvector components creating and anni-
hilating N % " energy states in the QCD vacuum remains
approximately the same for the y;, x, and x,, x4 cases
(Fig. 6), which implies that the eigenstate-energies isolated
by the xi, x» and x», x4 analysis are the same. As the first
excited state is purely y;-spin-flavour dominated, this state
is revealed in all the three different 8 X 8 correlation
matrix analyzes.

There are a few general trends apparent in Figs. 6(a)
and 6(b) which are worthy of note. Focusing on Fig. 6(a)
for specific reference, we see that there is often competi-
tion between different smearing levels in creating the
states. A good example is in state two, where the 200
sweep y; interpolator is complemented by the 35 sweep
X1 interpolator at heavy quark masses, but the 35 sweep
interpolator strength is phased out as one approaches light
quark masses with strength transitioning to the 100 sweep
X1 interpolator. Even in the ground state one can see the
importance of the 200 sweep interpolator increasing as
one approaches the lighter masses. This effect is even
stronger in Fig. 6(b) for the y, Y, analysis where the 100
sweep Y4 operator is phased out in favour of the 200
sweep Y-

One can also observe the superposition of Gaussian
smearings of different sizes being superimposed with
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FIG. 5 (color online). w?* is presented for the five different
quark masses for the N %Jr channel after identifying eigenvectors
via w4 (m,) - wh (m). For each eigenvector shown in the hori-
zontal axis, the eigenvector components are plotted in order of
increasing quark mass from left to right. Note that Evect 1 to
Evect 8 correspond to eigenvectors w' to w8. In the legend,
subscripts (1, 2), (3, 4), (5, 6) and (7, 8) correspond to the
smearing-sweep levels of 16, 35, 100 and 200, respectively.
(a) Eigenvector components for an 8 X 8 correlation matrix
with y;, x, interpolators. Odd and even numbers in the legend
correspond to the y; and y», respectively. (b) As in Fig. 5(a), but
for the y, and y4 interpolators. Odd and even numbers in the
legend correspond to the y, and y,, respectively. (c) As in
Fig. 5(a), but for the y; and y, interpolators. Odd and even
numbers in the legend correspond to the y; and x4, respectively.
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FIG. 6 (color online). u“ is presented for the five different
quark masses for the N { channel. For each eigenvector shown
in the horizontal axis, the eigenvector components are plotted
in order of increasing quark mass from left to right.
Note that Evect 1 to Evect 8 correspond to eigenvectors u' to
u®. In the legend, subscripts (1, 2), (3, 4), (5, 6) and (7, 8)
correspond to the smearing-sweep levels of 16, 35, 100 and 200,
respectively. (a) Eigenvector components for an 8 X 8 correla-
tion matrix with yq, y, interpolators. Odd and even numbers in
the legend correspond to the y; and y,, respectively. (b) As in
Fig. 6(a), but for the y, and y, interpolators. Odd and even
numbers in the legend correspond to the y, and y,, respectively.
(c) As in Fig. 6(a), but for the y; and y, interpolators. Odd and
even numbers in the legend correspond to the y; and yj,
respectively.
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FIG. 7 (color online). N { energy states from 8 X 8 X 2
correlation matrices of xi, x», x4 [29]. The p-wave N7 scat-
tering threshold (with one unit of lattice momentum) and the
s-wave N threshold are presented by dashed and dotted lines,
respectively.

relative minus signs in a manner that will create nodes in
the radial wave function of the interpolator of Eq. (20).
Focusing again on Fig. 6(a) to provide a specific example,
consider state 2. Here the widest Gaussian of 200 sweeps is
complemented by a smaller Gaussian with the opposite
sign. Moreover, as the quark masses become light, the
smaller Gaussian grows in size. The result is that the radial
node position of the wave function increases in distance as
the quarks become lighter.

Similarly, state 4 involves the superposition of three
Gaussian smearings with alternating signs. Here the 200
sweep interpolator is complemented with the 100 sweep

PHYSICAL REVIEW D 87, 094506 (2013)

interpolator with opposite sign which is complemented
further by the 35 sweep operator, again with the opposite
sign. Such a linear combination can create two nodes in the
radial wave function.

Finally, state 7 combines the 200, 100, 35 and 16 sweep
interpolators with alternating signs such that a state with
three nodes could be accessed.

Turning our attention to the y;xs analysis, we see the
flow of eigenvector components is not as smooth.
Figures 5(c) and 6(c) present the flow of the eigenvectors
for this analysis. A careful comparison of the eigenstate
spectrum with that from the y;y, analysis at each quark
mass and consideration of the eigenvector flow of the states
reveals that the states dominated by y; in the y; y, analysis
are reproduced in the y; x4 analysis. However, the remain-
ing four states display a flow different from those revealed
in the y Y, analysis. Thus, a superposition of the i, x»
and y, x4 analysis provides 12 unique energy states.

In Fig. 7, a superposition of the two 8 X 8 analysis
(8 X 8 X2)of i, xo and x;, x4 is presented. Scattering
p-wave wN and s-wave N energy levels are also shown.

For the two large quark masses, as seen in Fig. 7, the
extracted lattice results sit close to the scattering two
particle p-wave N threshold (Ey + E,) with back-to-
back momenta, p = (27/L,,0,0) and s-wave Nz
threshold (My + M, + M), whereas the masses for the
lighter three quarks sit much higher. There is no evidence
of these scattering states at light quark masses. Our con-
clusion is that our 3-quark operators have very little cou-
pling to the multihadron states relative to the states we do
observe at the light quark masses.

It is noted that the couplings to the multiparticle meson-
baryon states are suppressed by 1/ JV relative to states

TABLE IV. The scalar product w*(m,) - Wﬁ(mq/), for k = 0.13700 (m, = 702 MeV) and «' = 0.13727 (m, = 572 MeV) (top
left), k = 0.13727 (m, = 572 MeV) and k' = 0.13754 (m, = 402 MeV) (top right), k = 0.13754 (m, = 402 MeV) and k' =
0.13770 (m, = 293 MeV) (bottom left), kK = 0.13770 (m,, = 293 MeV) and «’ = 0.13781 (m, = 156 MeV) (bottom right), for an
8 X 8 correlation matrix of y; and y,, with four different levels of smearings, for the N % ~ states. States are ordered from left to right
for m, and top to bottom for m, in order of increasing excited-state mass. a and B correspond to row and column, respectively.

—-0.03 099 —-0.08 —-0.04 005 —-0.01 000 o001 | —022 097 004 —-0.10 —-0.01 004 001 —-0.02
1.00 002 001 —-0.08 —0.02 -0.01 000 0.01 097 022 -0.07 —0.07 001 002 —-0.02 -0.01
000 007 097 005 022 —0.03 —0.04 0.00 0.07 —0.03 099 —-004 007 000 —0.02 —0.01
007 003 —-0.07 096 0.01 —-0.27 000 —0.02 005 011 004 099 —-001 005 001 —0.04

—-0.02 006 020 002 —-095 —-0.01 —-023 -0.01 | —0.01 002 —-007 002 099 —-0.09 004 0.03
003 002 001 026 000 094 —-001 —-0.21 002 004 001 004 —0.09 —099 -0.02 —0.02

—-0.01 0.02 008 001 —022 001 097 001 0.02 -0.01 001 -0.01 —-0.04 —0.01 099 —0.13
000 000 000 008 000 020 —0.02 098 001 002 002 003 —-003 —0.02 012 099
091 040 002 002 001 —005 000 0.00 098 017 —-0.06 —0.01 0.01 001 000 0.00
040 -091 0.00 o001 —-002 001 —-001 0.00 | —0.17 099 —-0.01 -0.03 001 001 -0.01 0.00

—-0.01 —0.01 096 —0.27 0.01 —-0.01 000 0.02 005 003 077 064 —001 000 000 0.02

—-0.03 000 027 096 001 001 002 000 0.04 —0.01 064 —0.77 —0.04 0.00 001 0.00
004 003 001 —-0.01 —-022 097 002 001 0.00 000 002 -0.01 066 —075 —-0.04 —0.01
001 -001 —-0.01 —-0.01 098 022 004 0.00 | —0.01 —-0.01 003 —0.02 075 066 —0.04 —0.02
000 000 —0.02 001 001 —-0.01 —-0.12 099 000 001 000 001 005 —0.01 096 —0.26
0.01 —-0.01 000 —-0.02 —0.04 —0.03 099 012 0.00 000 —-0.01 —0.01 004 001 026 096
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FIG. 8 (color online). Masses of N %_ energy states from an
8 X 8 correlation matrix of y;, x, in Table IV. The dotted lines
in the figure illustrates the eigenvector flow.

dominated by a single-particle state. Due to the large
volume of our lattice, it is likely that multiparticle states
will be suppressed and missed in our spectrum, particularly
at lighter quark masses where the quark-mass effect also
acts to suppress the spectral strength. Further analysis of
finite volume effects [5S1] on the spectrum is highly desir-
able. Future calculations should also investigate the use of
five-quark operators to ensure better overlap with the mul-
tiparticle states and to better resolve and probe the excited
state spectrum [35,42,43].

B. Negative parity
Now we can repeat our analysis for the identification of
the N1 = states. In Table IV, the scalar product W*# =
w%(m,) - wP(m,) for all the quark masses is presented.
In Figs. 8 and 9, the N % - spectrum from the 8 X 8

analysis involving xi, x» and x;, x4 is presented, respec-
tively. While the y;, xs analysis is able to extract a
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FIG. 9 (color online). As in Fig. 8, but with y, x4 interpola-
tors. The dotted lines in the figure illustrates the eigenvector
flow.
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FIG. 10 (color online). w* for the five different quark masses
are presented for the N % ~ channel after identifying eigenvectors
via w(my) - vT/B(mq/). For each eigenvector shown in horizontal
axis, the eigenvector components are plotted in order of increas-
ing quark mass from left to right. Note that Evect 1 to Evect 8
correspond to eigenvectos w! to w3. In the legend, subscripts
(1,2),(3,4), (5, 6) and (7, 8) correspond to the smearing-sweep
levels of 16, 35, 100, and 200, respectively. (a) Eigenvector
components for an 8§ X § correlation matrix with y;, y, inter-
polators. Odd and even numbers in the legend correspond to the
X1 and Yx,, respectively. (b) As in Fig. 10(a), but for y, and y,
interpolators. Odd and even numbers in the legend correspond
to the y, and y», respectively. (c) As in Fig. 10(a), but for y; and
X4 interpolators. Odd and even numbers in the legend corre-
spond to the y; and y,, respectively.
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FIG. 11 (color online). u® for the five different

quark masses are presented for the N %_ channel. For each
eigenvector shown in horizontal axis, the eigenvector compo-
nents are plotted in order of increasing quark mass from left to
right. Note that Evect 1 to Evect 8 correspond to eigenvectos u!
to u®. In the legend, subscripts (1, 2), (3, 4), (5, 6) and (7, 8)
correspond to the smearing-sweep levels of 16, 35, 100 and 200,
respectively. (a) Eigenvector components for an 8 X 8 correla-
tion matrix with yi, y, interpolators. Odd and even numbers in
the legend correspond to the y; and y,, respectively. (b) As in
Fig. 11(a), but for y, and y, interpolators. Odd and even
numbers in the legend correspond to the y, and y,, respectively.
(c) As in Fig. 11(a), but for y; and x, interpolators. Odd
and even numbers in the legend correspond to the y; and y,,
respectively.
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FIG. 12 (color online). Masses of N %_ energy states from
8 X 8 X 2 correlation matrices of x|, X2, X4-

low-lying energy state, it misses the near-degenerate sec-
ond energy state in this channel. This second energy state is
revealed in the y;, x, spin-flavor combination presenting
two nearly-degenerate low-lying states, which is in accord
with the quark model based on SU(6) spin-flavor symme-
try. Recall that three spin- % quarks may provide a total spin
of s = lor3, the L = 1 state can couple two different ways
to provide a J = ] state, hence providing two orthogonal
spin-1 states in the L = 1, 70 plet representation of SU(6).
Both of these states have a width of = 150 MeV.

As in Fig. 5, the eigenvector components for different
quark masses are presented in Figs. 10 and 11 for the N % .
channel. It is interesting to note that the scalar-diquark
interpolator y; dominates the lowest two N~ states
(Fig. 11) when available. The y, interpolator makes an
important contribution in creating the second energy state
in this channel.

In Fig. 12, a superposition of the two 8 X 8 analysis
(8 X 8 X2)of x1, x» and x1, x4 is presented. Scattering
p-wave wN and s-wave wwN states are also shown.
The results for the lowest energy state at the two heavier
pion masses sit close to the scattering s-wave N + 7 (M. +
M) threshold indicating that these results may be scatter-
ing states at these pion masses. However, they disappear
from our spectrum at the light pion masses. A similar
situation also prevails the second energy state, where the
state sits close to the p-wave Ey + E, + M, and E +
E .. + My scattering threshold with back-to-back momenta
of one lattice unit, p = (27/L,, 0, 0). Again the use of 5- or
7- etc. quark meson-baryon operators will be required to
explore these scattering states [35,42,43].

VII. CONCLUSIONS

In this paper, a comprehensive analysis for the nucleon
spectrum with / = 1/2, s = 1/2, is presented using the
correlation matrix approach. In particular, a method for
energy-eigenstate identification and flow is presented and
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demonstrated for the positive and negative parity channel.
Details of the method developed for an identification and
the propagation of the energy states from heavy to light
quark mass region are provided. In particular, the new
technique is useful in identifying the flow of the near-
degenerate energy eigenstates from one quark mass to
the next. The eigenvectors obtained from the eigenvalue
equations for several 8 X 8 correlation matrices are
utilized in tracking the eigen-energy states.

In presenting the results, both nonsymmetric left and
right eigenvalue equations and a symmetric eigenvalue
equation are considered. While the masses are the same
in the two different approaches, the eigenvectors obtained
from the symmetric matrix are orthogonal. Thus the gen-
eralized measure WP is used to track the flow of eigen-
vectors with quark mass. The scalar product of the
eigenvectors shows its robustness in tracking the flow of
the energy eigenstates even when the energies are nearly
degenerate.

The coefficients of the interpolators creating and anni-
hilating a state in the QCD vacuum are also presented. The
flow of the eigenvectors reveals a smooth pattern and
presents important insights into baryon structure and its
evolution with quark mass.

Another interesting result of this paper is that, the cor-
relation matrix method can be used to track the energy
states that are involved in an avoided level crossing. It is
noted that the avoided level crossings lie within the error
bars, but the demonstration of the robustness of the ap-
proach remains.

Future steps include the introduction of five-quark
meson-baryon operators in the correlation matrices, to
ensure the clear isolation of states and ultimately
extract the resonance parameters from the first principles
of QCD.
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APPENDIX: PEDAGOGICAL DISCUSSION OF THE
CORRELATION MATRIX

1. For M = N

Let us consider an N-dimensional Hilbert space with a
Hamiltonian, A, and let |x,), [x2), .. .. lxx) be N linearly
independent states. Similarly, let |E;), |E,), ..., |Ey) be a
complete orthonormal basis of energy eigenstates, then the
state | y;) can be written as
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N N

i) =D IEXE;Ixy =Y CyIE).,  (AD)
j=1 j=1

where, C;; = (E;|x;), which is analogous to Eq. (7). In
matrix form Eq. (A1) can be written as

Lx1) |E})
=[C] (A2)
|Ex)

Since |yx;) is linearly independent, then C must be non-
singular and so there must exist (C™');; such that

|E}) Lx1)
~[c1]
|Ex)

Similarly, {x;| can be expressed as {y;| = j":1<,\/,-|Ej>><
<Ej| = 9’:1C?j<Ej|-
Let us now define |y;) = %! |Q) for N linearly indepen-

dent field operators ( j/;r), where the dagger denotes the
adjoint. Then we may write

Gyj(1) = QLN 01Q) = (Qlfre M 7110)

Lxn?

(A3)

|XN>

N
= (xile ™™ x;) = Z CilEde ™ E)C
=

N N
— sk —Et — % —FE. t s
= Z Cie ™Cy = Z Cie B (C )y,
k=1 k=1
or,

e Eit 0 0

[GO]=[Cc] 0 e 0 |[c]
0 0o
= [C*IEM]CT], (A4)

where, [ E(t)] is obviously diagonal. The Eq. (A4) is analo-
gous to Eq. (19). From this point on for notational conve-
nience we will no longer use square brackets to denote
matrices. We see that, G(r) = G(t)T for all ¢. From
Eq. (A4), we can also write

G(ZO) = C*'\,E(IO)‘\,E(%)C*T = C/*C/*T,

where, C"* = C*\[E(t,) and C"*t = JE(1,)C*!. Similarly,
we can write

(A5)

G(ty + A1) = C*E(Ar)C™*T. (A6)

Let us consider the polar decomposition of C™* as C"* =
VC*C*TU = JG(1,)U, where U is unitary

vut =uvtu=1
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Similarly, C"*t = Ut,/G(t,). Then, Eq. (A6) can be writ-

ten as
Gty + A1) = ,/G(tO)UE(Az)Uf,/G(tO) (A7)
or equivalently
~ -1 -1
G(Ar) = \/G(to) G(ty + Aty G(1p)
= UE(ADUT, (AB)
where we are using the notation
ity 0 0
E(Af) = 0 e BAL (A9)
0 0

Denoting the normalized eigenvectors of G(Af) as W'
for i=1,...,N, then U consists of columns U =
[w![w?] - - - [WN]. Hence we see that

G(AnNWw! = e Ebrypi, (A10)

Multiplying Eq. (A10) by G(z,)~'/? from left and defining

il = GtV (A11)

gives

G(to) "Gty + ADii’ = e b, (A12)

which is analogous to Eq. (26).

2. For M< N

Let Y1, X2, - - -» Xn be M linearly independent interpolat-
ing field operators with M < N. Then we may consider
these M y;’s as a subset of a complete set of N interpolat-
ing operators. Then as before, we can define G™(r) as an
M X M correlation matrix, then GM(¢) can be written as
the upper left M X M block of G(¢) such that

G(I)Z[GM“) G™(1) ]

Gt G-y (A3

where the off-diagonal rectangular matrix G™(¢) has ele-
ments G?}(t) for i=1,...,M and j=M+1,...,N.
Clearly G™(¢) mixes the upper and lower diagonal blocks.

In terms of the full N X N correlation matrix G(¢) we
define G(Ar) as before and it has the form

GM(Ar) G, (A1) i|

= [ém(Az)f GN-M(A)

which is of course diagonalized by the full N X N unitary
matrix U as shown in Eq. (AS).

Let us now temporarily assume that the off-diagonal
elements of G(Af) are zero, then
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GM (A1) 0 i|
) |

Gan = [ 0 GWM(Ar

and then it follows that the time independent unitary matrix
can be written as

uM 0
U_[O wwm}
This will occur if and only if we have chosen our M
interpolating fields such that they span exactly the same
subspace as M of the exact energy eigenstates.

But we will certainly never exactly achieve this and so
mixing will occur through G™(¢) # 0. In this case U will
not have this convenient block diagonal form. Let U’
diagonalize G¥(A1), i.e., U’ is an M X M unitary matrix
defined at this particular Az. Then if G"(¢) # 0 we see that
U' # UM and in general U’ will not be independent of At.
Note that M linearly independent interpolating field opera-
tors will operate on the vacuum and give rise to M linearly
independent states. The more closely these M linearly
independent states come to spanning the same subspace
as M exact energy eigenstates, then the smaller will be
G" (1) and the more block diagonal will be G(Af) and U.
We can only ensure that GM (A7) commutes with itself at all
Ar if U is block diagonal, i.e., if G™(rf) =0 so that
U' = UM and is therefore time independent. Then the
smaller will be the off-diagonal elements and the smaller
will be the mixing and the excited state contamination.

In practice M << N, since on a lattice the dimensionality
of Hilbert space is in the many millions. We would like to
choose the M interpolating fields such that they span an
M-dimensional subspace that has the greatest overlap pos-
sible with the subspace spanned by the M lowest energy
eigenstates |E}), ..., |E)). With the lowest energy eigen-
states our numerical errors will be minimized, since by
working at large Euclidean times we minimize the influ-
ence of the higher excited state contamination and so
optimize our extraction of the lowest M energy eigenstates.

Since the interpolating fields produced states |y;) that
were not normalized in any way, it is numerically conve-
nient to redefine

X — X = Xi(0),

1

M
YGii (0)
where there is no sum over i. Therefore, we attempt to put

the strengths of our interpolating fields at a comparable
level by defining

1
YGHO) 4Gl

to ensure that the matrix elements of G (¢) are all ~O(1)
to maximize numerical significance of all “ij”’ combina-
tions. This is completely legitimate as it is simply a change
to the normalization chosen for our interpolating fields,

G (1) = G ()

094506-14



STRUCTURE AND FLOW OF THE NUCLEON EIGENSTATES ...

which we are free to do. The matrix G’™(¢) is Hermitian
except for the effects of finite ensemble and round-off
errors. Let us define

GM(t) = %(G’M(t) + G™Mt (7)), (A14)

as an improved unbiased estimator of the ensemble average
for G (r). Then G (r) is exactly Hermitian. Therefore, as
before, we may diagonalize

GM(A1) = [GM (1)1 2GM 1y + ADGM(19)712], (A15)
which is also Hermitian, as G"(1,)~"/2 and GM (1, + A1)

are obviously Hermitian. The eigenvectors (w®) obtained
from diagonalizing the above matrix are therefore

PHYSICAL REVIEW D 87, 094506 (2013)

orthonormal. It is noted that using the U + U™ trick [13],
where these U’s are links here, the Hermitian correlation
matrix GM(¢) is real symmetric and so the eigenvalues
remain real and the eigenvectors orthogonal. Again, it is
important to note that the more poorly we choose our M
interpolating fields, the bigger will be the off-diagonal
elements of G(t). Hence, the more time dependent will
be the U’ and the less reliable our extracted energies and
eigenvectors.

Now we can consider GM (¢) as a function of quark mass,
m,, to identify how a given state evolves with m,. If m], =
m, + Am, with Am, small, we expect w'(m,).w/(m}) ~ 1
if i = j and W'(m,).w/(m}) ~ 0 if i # j.
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