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We perform a detailed comparison of long-range rapidity correlations in the color glass condensate

framework to high multiplicity dihadron data in proton-proton and proton-lead collisions from the CMS,

ALICE and ATLAS experiments at the LHC. The overall good agreement thus far of the nontrivial

systematics of theory with data is strongly suggestive of gluon saturation and the presence of subtle

quantum interference effects between rapidity separated gluons. In particular, the yield of pairs collimated

in their relative azimuthal angle��� 0, is sensitive to the shape of unintegrated gluon distributions in the

hadrons that are renormalization group evolved in rapidity from the beam rapidities to those of the

measured hadrons. We present estimates for the collimated dihadron yield expected in central deuteron-

gold collisions at the Relativistic Heavy Ion Collider.
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I. INTRODUCTION

In two recent papers [1,2], we argued that data on two
particle correlations in high multiplicity proton-proton and
proton-nucleus collisions from the CMS Collaboration
[3,4] provided strong evidence for gluon saturation and
the color glass condensate (CGC) effective field theory
(EFT) [5] describing this phenomenon. These correlations,
which are long range in the relative rapidity �� between
pairs of charged hadrons, show an unexpected ‘‘nearside’’
collimation �� � 0 in their relative azimuthal angle. This
unusual collimation is called the ‘‘ridge’’ due to its struc-
ture in the ��-�� plane. Reviews of this ridge effect can
be found in [6,7].

In the CGC effective theory, the nearside collimation is
obtained from QCD graphs called ‘‘Glasma graphs’’; for
high occupancy gluons (with transverse momenta k? �
QS, the saturation scale), Glasma graphs are enhanced by
��8
S , a factor of�105 for typical values of the probed QCD

fine structure constant �S. In the power counting of the
EFT, the effect of gluon saturation on Glasma graphs
ensures they provide a significant additional contribution
in high multiplicity events to ‘‘di-jet’’ QCD graphs. The
latter are kinematically constrained to provide an ‘‘away-
side’’ back-to-back collimation peaked at �� � � but do
not provide a significant nearside collimation.

The importance of Glasma graphs was first discussed
in [8] and the formalism developed in [9,10]. It was first
postulated as an explanation of the high multiplicity
CMS proton-proton ridge in [11], and a quantitative
description of the nearside collimated yield obtained
in [12].

In the first of a current series of papers [1], the descrip-
tion of long-range dihadron correlations in high multi-
plicity events was significantly developed by considering

both nearside and awayside collimated contributions. In
the former case, the Glasma graphs provide the dominant
contribution, while the awayside receives contributions
from both Glasma and back-to-back QCD graphs. The
latter, in the high energy kinematics of the LHC experi-
ments, is described in the CGC EFT by Balitsky-Fadin-
Kuraev-Lipatov (BFKL) dynamics [13,14]. We showed in
this study that the BFKL dynamics, which generates gluon
emissions between gluons that fragment into triggered
hadrons, does well in describing the awayside spectra.
The description is significantly better than PYTHIA-8
[3], and 2 ! 4 QCD graphs in the quasi-multi-Regge-
kinematics [15,16], both of which overestimate the away-
side yield, especially at larger momenta.
In the second paper in this series [2], we applied the

Glasmaþ BFKL CGC framework to describe first pþ Pb
data on the ridge obtained at

ffiffiffi
s

p ¼ 5:02 TeV=nucleon by
the CMS Collaboration [4]. The CMS pþ Pb data had the
following striking systematic features: (i) a strong depen-
dence of the ridge yield on the number of charged particle
tracksNtrack, with a significantly larger signal than in pþ p
for the same Ntrack, (ii) a stronger pT dependence than in
pþ p for the same large Ntrack, and (iii) a nearside colli-
mation for large Ntrack comparable to the awayside for the

lower pT ¼ ptrig
T ¼ pasc

T dihadron windows. In [2], we
showed that all these systematic features could be ex-
plained in the CGC framework as a consequence of a
remarkable quantum interference effect in the production
of correlated gluons.
Subsequently, both the ALICE [17] and ATLAS [18]

Collaborations have presented their dihadron correlation
results from the first LHC pþ Pb run. The ALICE experi-
ment has an acceptance in �� of j��j< 1:8, while the
ATLAS experiment has an acceptance of 2< j��j< 5,
close to the CMS acceptance of 2< j��j< 4. In addition
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to the LHC results, the PHENIX Collaboration at the
Relativistic Heavy Ion Collider (RHIC) have reanalyzed
their deuteron-gold data at 200 GeV=nucleon and have
extracted a ridge signal in very central events [19]. All
three of the experiments show that when the two particle
yield in peripheral collisions is subtracted from the central
events, a dipole structure remains that is long range in
rapidity. This is precisely what one would anticipate in
our Glasmaþ BFKL graph scenario, because the latter has
a weak dependence on centrality, and the former has a
shape that is symmetric around �� ¼ �=2. In this work,
we will address these recent analyses, and show that they
can be reproduced in the CGC framework with a common
set of parameters.

This work is organized as follows. In Sec. II, we will
very briefly introduce our framework. This discussion will
hew closely to those in Refs. [1,2] with many details to be
found in those papers and the papers cited therein. In
Sec. III, we will first discuss results for proton-proton
collisions reported by CMS. In addition to the ‘‘matrix’’
of the collimated associated yield per trigger as a function

of �� for varying windows in p
trig
T , pasc

T for the highest

multiplicity events, we will show results for different mul-
tiplicity bins as well. We will comment on some open
issues here that may impact the interpretation of the
pþ Pb data. We next show a comparison of our results
for pþ Pb collisions for the associated yield per trigger to
data from CMS, ATLAS and ALICE. We also present
estimates for the associated yield in deuteron-gold colli-
sions at RHIC, which is likely to be obtained soon follow-
ing preliminary results presented by the PHENIX
Collaboration [19]. In the final section, we summarize
our results and discuss their implications, as well as com-
ment on alternative interpretations of the data. An appen-
dix outlines the different normalization procedures
followed by the different experiments, and how these can
be related to our analysis and to each other.

II. REVIEW OF LONG-RANGE RAPIDITY
CORRELATIONS IN THE CGC EFT

In this section, we will review the expressions dis-
cussed in our previous papers. Except for a few clarifying
details, the discussion is very similar to that in [1,2]. In
Fig. 1, as in the previous two papers, we provide a
schematic sketch of the Glasma and BFKL graphs. Both
of these are connected QCD graphs, and their relative
power counting is given by the CGC EFT. As shown in
the figure, the Glasma graphs give a collimated contribu-
tion in �� that is mirror symmetric about �� ¼ �=2.
The di-jet contribution is peaked back-to-back around
�� ¼ �, and gives a negligible contribution on the near-
side at �� ¼ 0.

The collimated contributions from all the Glasma graphs
can be compactly written as [2,10]

d2Ncorr
Glasma

d2pTd
2qTdypdyq

¼�SðpTÞ�SðqTÞ
4�10

N2
C

ðN2
C�1Þ3�

S?
p2
Tq

2
T

KGlasma

�
�Z

kT

ðD1þD2Þþ
X
j¼�

�
A1ðpT;jqTÞþ1

2
A2ðpT;jqTÞ

��
;

(1)

where we define

D1 ¼ �2
A1
ðyp;kTÞ�A2

ðyp;pT � kTÞ½�A2
ðyq;qT þ kTÞ

þ�A2
ðyq;qT � kTÞ�;

D2 ¼ �2
A2
ðyq;kTÞ�A1

ðyp;pT � kTÞ½�A1
ðyq;qT þ kTÞ

þ�A1
ðyq;qT � kTÞ�: (2)

These four terms, called the ‘‘single diffractive’’ and
‘‘interference’’ graphs in [8], constitute the leading
pT=QS behavior. Also included is the next order correction
in pT=Qs where we have [20] A1 ¼ �2ðpT þ qTÞ�
½I2

1 þ I2
2 þ 2I2

3�, such that

FIG. 1 (color online). Anatomy of dihadron correlations.
The Glasma graph on the left illustrates its schematic contri-
bution to the double inclusive cross section (dashed orange
curve). On the right is the back-to-back graph and the shape
of its yield (dashed blue curve). The grey blobs denote emis-
sions all the way from beam rapidities to those of the triggered
gluons. The solid black curve represents the sum of con-
tributions from Glasma and back-to-back graphs. The shaded
region represents the associated yield (AY) calculated
using the zero-yield-at-minimum procedure. Figure from
Ref. [1].
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I1 ¼
Z
k1?

�A1
ðyp;k1?Þ�A2

ðyq;pT � k1?Þ
ðk1? � pT � k2

1?Þ2
k2
1?ðpT � k1?Þ2

;

I2 ¼
Z
k1?

�A1
ðyp;k1?Þ�A2

ðyq;pT � k1?Þ jk1? � pTj2
k2
1?ðpT � k1?Þ2

;

I3 ¼
Z
k1?

�A1
ðyp;k1?Þ�A2

ðyq;pT � k1?Þ
ðk1? � pT � k2

1?Þjk1? � pTj
k2
1?ðpT � k1?Þ2

:

The other contribution, A2, in Eq. (1) can be expressed as

A2 ¼
Z
k1?

�A1
ðyp;k1?Þ�A1

ðyp;k2?Þ�A2
ðyq;pT � k1?Þ�A2

ðyq;qT þ k1?Þ

� ðk1? � pT � k2
1?Þðk2? � pT � k2

2?Þ þ ðk1? � pTÞðk2? � pTÞ
k2
1?ðpT � k1?Þ2

� ðk1? � qT � k2
1?Þðk2? � qT � k2

2?Þ þ ðk1? � qTÞðk2? � qTÞ
k2
2?ðqT þ k1?Þ2

; (3)

where k2? 	 pT � qT � k1?. The above expressions are
the result of including all combinatorial combinations of
graphs represented by the Feynman diagram to the left in
Fig. 1. The combinatorics is a result of different ways of
averaging over strong color sources between the amplitude
and complex conjugate amplitude in both projectile and
target. It is important to note that Eq. (1) represents genu-
ine quantum interference contributions, the structure of
which were first outlined in [8].

In Eqs. (1) through (3) the only function (besides the one
loop running coupling constant �S) is the unintegrated
gluon distribution (UGD) per unit transverse area

�Aðy;k?Þ¼
�NCk

2
?

2�S

Z 1

0
dr?r?J0ðk?r?Þ½1�T Aðy;r?Þ�2;

(4)

where T A is the forward scattering amplitude of a quark-
antiquark dipole of transverse size r? on the target A; it, or
equivalently, the UGD, is a universal quantity that can be
determined by solving the Balitsky-Kovchegov (BK) equa-
tion [21,22] as a function of the rapidity y ¼ log ðx0=xÞ.
Specifically, what we use for the UGDs is the running-
coupling Balitsky-Kovchegov (rcBK) equation, which in-
cludes all leading logs in x (LLx) contributions to the
UGDsþ running coupling next-to-leading-logs (NLLx)
effects via the Balitsky prescription [23]. The forward
scattering amplitude T Aðy; r?Þ at the initial scale x ¼ x0
is a dimensionless function of r2?Q

2
0, where Q0 is a non-

perturbative scale at the initial rapidity. The saturation
scale QS, defined as the transverse momentum defining
the peak value of � on the left-hand side of Eq. (4), is
typically a larger scale even at the initial rapidity, and
grows rapidly via the rcBK renormalization group equation
with rapidity. In the rcBK equation, different impact pa-
rameters in the proton/nuclear target are modeled by vary-
ing Q0. The minimum-bias (median impact parameter)
value we choose for the proton Q2

0 ¼ 0:168 GeV2

(corresponding to aQS � 0:7 GeV in the adjoint represen-
tation at the initial rapidity), is the value that gives a best fit
to deeply inelastic electron-proton scattering data from
HERA corresponding to parameter set h0 of Ref. [24].
For all values of Q0 used in this work we use the same
McLerran-Venugopalan (MV) model with anomalous di-
mension � ¼ 1:119 as the initial condition for the rcBK
evolution.
In addition to Q2

0, Eq. (1) has three free parameters; the

first being the transverse overlap area S? is fixed separately
for pþ p, dþ Au and pþ Pb collisions and will be dis-
cussed in detail later. Once S? is fixed [25] for a given
system, the centrality dependence is controlled entirely
though the choice of initial saturation scales for the projec-
tile and target. A second parameter, held fixed to the same
value in both pþ p and pþ A collisions, is the nonpertur-
bative constant � ¼ 1=6 specifying the correction to the kT
factorized UGD description due to soft multigluon interac-
tions. It is independently constrained by fits to empirical
pþ p multiplicity distributions within the k? factorization
approximation for multigluon production [26,27] and by
real time classical Yang-Mills computations [28,29]. We
note further that the collimated structures seen in the per-
turbative classical computations persist in the full nonper-
turbative classical results, thereby lending confidence that
the latter primarily renormalize the amplitude of the former.
The third parameter KGlasma we will discuss shortly.
The framework of Glasma graphs is based on the facto-

rization theorems for ‘‘dense-dense’’ systems [30] derived
in [9], which include leading log corrections to all orders in
perturbation theory (so called LLx approximation) as well
as all leading multiple scattering contributions [31]. As the
full expression is very cumbersome, a Gaussian truncation
is employed in [10], where Eq. (1) was first derived. The
Gaussian truncation was shown in [33] to be a very good
approximation to the full JIMWLKevolution. In addition, it
is assumed that QS < kT , in order to obtain the expression
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in terms of UGDs. We emphasize that the resulting expres-
sion cannot be interpreted simply as the product of
UGDs with matrix elements, but combines LLx contribu-
tions to each.

We now consider the double inclusive distribution from
the back-to-back BFKL graphs [34] shown in Fig. 1. The
double inclusive multiplicity can be expressed as [15,35]

d2Ncorr
BFKL

d2pTd
2qTdypdyq

¼ 32Nc�sðpTÞ�sðqTÞ
ð2�Þ8CF

S?
p2
Tq

2
T

KBFKL

�
Z
k0?

Z
k3?

�Aðx1;k0?Þ�Bðx2;k3?Þ

�Gðk0? � pT;k3? þ qT; yp � yqÞ;
(5)

where G is the BFKL Green’s function

Gðqa?;qb?;�yÞ ¼ 1

ð2�Þ2
1

ðq2
a?q

2
b?Þ1=2

X
n

ein
��

�
Z þ1

�1
d�e!ð�;nÞ�yei� ln ðq

2
a?=q

2
b?Þ: (6)

Here CF ¼ ðN2
c � 1Þ=2Nc, !ð�; nÞ ¼ �2 ��sRe½�ðjnjþ1

2 þ
i�Þ ��ð1Þ� is the BFKL eigenvalue, where �ðzÞ ¼
d ln �ðzÞ=dz is the logarithmic derivative of the Gamma
function. Further, we have ��s 	 Nc�Sð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qa?qb?
p Þ=� and

�� 	 arccos ð qa?�qb?
jqa?jjqb?jÞ.

In the description of the awayside jet in the above BFKL
framework, the UGD evolution, as for the Glasma graphs,
is described by the rcBK equation. NLLx corrections to the
back-to-back graphs have been computed in [35]. It was
demonstrated there that the NLLx correction to the ��
independent pedestal is a large one (a factor 2 to 3).
However, the NLLx contribution to the collimated
hcos ð��Þi and hcos ð2��Þi moments (as also confirmed
in [36]), which are the quantities of interest here, is 10%–
30%; further, we expect our inclusion of the running
coupling in Eq. (6) will potentially account for a good
fraction of this correction. Based on the results in these
works, it is reasonable to conclude that the BFKL contri-
bution to the collimated yield has 10%–30% uncertainties.

As shown in Fig. 1, Eq. (5) gives a collimated ��
contribution exclusively on the awayside, peaked at �� ¼
�, while Eq. (1) gives a ‘‘dipole’’ cos ð2��Þ-like contri-
butions with maxima at 0 and �. It should be noted that the
behavior of both sets of graphs for any given window in pT

and rapidity is strongly influenced by the evolution of the
UGDs which are common to both and provide a nontrivial
constraint on the relative contributions of each to the
description of data. It’s the interplay between these con-
tributions with varying Q0 in projectile and target that
describes the systematics of the proton-proton and
proton-lead data that we shall discuss quantitatively
shortly.

The K factors used throughout this work, KGlasma and
KBFKL, are introduced to take into account not only un-
certainties in higher order computations but also accep-
tance corrections and uncertainties in the choice of
fragmentation functions. For simplicity, we will take
them to be equal to each other in each process, but will
use different values, as stated at the appropriate juncture,
for pþ p and pþ A. There is no reason a priori why all
these should be the same in pþ p and pþ A. Also, modulo
a better understanding of the multiplicity distribution in
pþ A, some of the uncertainties in K factors could be
absorbed in the initial saturation scale Q0 or vice versa,
corresponding to slightly different number of participants.
In addition to data on multiplicity distributions in the
rapidity window of interest, uncertainties on fragmentation
functions in particular can be constrained by forthcoming
data from the LHC on single particle spectra at forward
rapidities.

III. QUANTITATIVE STUDY OF DIHADRON
CORRELATIONS AT WIDE RAPIDITY

SEPARATIONS

For the analysis of the LHC proton-proton and proton-
lead data, as well as the RHIC deuteron-gold data, we must
be able to make a reasonable estimate of the centrality class
based on the total charge particle multiplicity. In the CGC
framework, the single inclusive gluon distribution is de-
fined as [12]

dN1

dypd
2pT

¼ �sNC

4�6ðN2
C � 1Þ

S?
p2
T

�
Z
kT

�A1
ðyp;kTÞ�A2

ðyp;pT � kTÞ; (7)

where the �’s are the UGDs defined previously. The
number of charged hadron tracks is then defined as

Noffline
trk ¼ 	g

Z þyaccept�yshift

�yaccept�yshift

d�
Z
pmin
T

d2pT

dN

d�d2pT

ðpTÞ;
(8)

where yshift ¼ 0:465 is the shift in rapidity in the center-of-
mass frame in asymmetrical pþ Pb collisions towards the
lead fragmentation region, yaccept is the maximal laboratory

rapidity of a given detector and pT;min is the minimal

transverse momentum of measured charged tracks in the
detector [37]. Since Eq. (7) corresponds to the single
inclusive gluon multiplicity, and since the bulk of particle
production is soft, we have to introduce a gluon liberation
factor 	g, which specifies, assuming parton-hadron duality,

the conversion of gluons to charged hadrons. In Eq. (8), the
combination of the transverse overlap area S? times 	g is

separately fixed for pþ p and pþ Pb to give the best
description of the data. For minimum-bias proton-proton
collisions (Q2

0 ¼ 0:168 GeV2 in both protons) this

corresponds to Noffline
trk ¼ 14.
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This value, ð	gS?Þ, is subsequently held fixed to deter-

mine Noffline
trk as Q2

0 (the saturation scale at the initial

rapidity for x evolution) in both the proton and lead nucleus
is varied. Admittedly, the constant ð	gS?Þ provides a lot of
freedom in the centrality selection, but it can only be
constrained as further data on single inclusive quantities
in the rapidity ranges of interest become available. The
uncertainty in the value of ð	gS?Þ results in a rescaling of

the x axis of Fig. 2. Neither 	g or S? enter into the

computation of the associated yield. As discussed later,
the interaction cross section is on the order of the size of
the proton and not the nucleus.

A part of the analysis of the dihadron data requires the
calculation of the number of trigger particles, defined
here as

Ntrig ¼
Z þyaccept�yshift

�yaccept�yshift

d�
Z pmax

T

pmin
T

d2pT

Z 1

z0

dz

�DðzÞ
z2

dN

d�d2pT

�
pT

z

�
; (9)

where pT;min, pT;max denote the width of the pT window

wherein triggered particles are selected. Since the triggered

hadrons are semihard, one takes account of the possibility
that they were generated by the fragmentation of higher pT

gluons by fragmentation functions. These are chosen, as in
[1], to be the NLO KPP parametrization [38] of the frag-
mentation function of gluons to charged hadrons.
The double inclusive multiplicity of charged hadrons is

computed as

d2N

d��
¼

Z yaccept�yshift

�yaccept�yshift

d�pd�qAð�p; �qÞ

�
Z pmax

T

pmin
T

dp2
T

2

Z qmax
T

qmin
T

dq2T
2

Z
d�p

�
Z

d�q�ð�p ��q � ��Þ

�
Z 1

z0

dz1dz2
Dðz1Þ
z21

Dðz2Þ
z22

� d2Ncorr

d2pTd
2qTd�pd�q

�
pT

z1
;
qT
z2

;��

�
: (10)

Bounds on the range of the trigger and associated hadron

momenta are denoted respectively as pmin ðmax Þ
T and

qmin ðmax Þ
T . Likewise, ��min ð��max Þ denote the pseudora-

pidity separation between the measured hadrons for a given
detector [39]. The acceptance Að�p; �qÞ takes into ac-

count the acceptance of the uncorrelated background. The
different treatments of this acceptance function between
the ATLAS, CMS and ALICE experiments, are discussed
in the Appendix. The PHENIX analysis is identical to that
of ATLAS.
The collimated associated yield is computed using the

zero-yield-at-minimum procedure,

Assoc Yield ¼ 1

Ntrig

Z ��min

0
d��

�
d2N

d��
� d2N

d��

����������min

�
;

(11)

where ��min is the angle at which the two particle corre-
lation strength is minimal. An important point to note is
that the transverse overlap area S? cancels out between the
numerator and denominator in the right-hand side elimi-
nating a source of uncertainty in dihadron spectra.
After these preliminaries, we are now ready to discuss

our results. In Fig. 2, we plot the integrated associated
nearside yield per trigger [obtained from Eqs. (10) and
(11)] versus Noffline

trk as determined in Eq. (8) for 1 � pT �
2, for pT ¼ p

trig
T ¼ pasc

T . The associated yield in pþ p
collisions in the computation is shown by the open brown
circles that are connected by dashed brown lines. These
open circles correspond to results in integer multiples of
Q2

0 ¼ 0:168 GeV2, which as noted previously is the satu-

ration scale at the initial x0 in fits of the rcBK equation to
inclusive deeply inelastic scattering data at HERA. The
blue filled circles correspond to the CMS proton-proton
data for the nearside associated yield in the differentNoffline

trk

 0

0.02

0.04

0.06

0.08

 0.1

 0  50  100  150  200  250  300  350

N trk
offline

Associated Yield (1.0 ≤ pT [GeV] ≤ 2.0)

p+p: Q 0
2(proton)=0.168 GeV2

p+Pb: Q 0
2(proton)=0.336 GeV2

p+Pb: Q 0
2(proton)=0.504 GeV2

p+Pb: Q 0
2(proton)=0.672 GeV2

p+Pb: Q 0
2(proton)=1.008 GeV2

p+Pb: Q 0
2(proton)=1.344 GeV2

p+Pb: Q 0
2(proton)=1.680 GeV2

p+Pb: CMS data

p+p: CMS data

FIG. 2 (color online). The nearside yield per trigger as a
function of Noffline

trk (specific to the acceptance of the CMS

experiment) for 1 � pT � 2, for pT ¼ p
trig
T ¼ pasc

T . The open

circles (brown) are the computed Glasma graph yield for in-
creasingly rare proton initial saturation scales in multiples N

proton
part

of Q2
0 ¼ 0:168 GeV2. The filled circles (blue) are proton-proton

data at
ffiffiffi
s

p ¼ 7 TeV from the CMS Collaboration. Each of the
pþ Pb curves corresponds, for fixed Q2

0ðprotonÞ, to the increas-

ing yield with a larger number of participants in the nucleus (in
increments of two, from NPb

part ¼ 6 to NPb
part ¼ 22), where NPb

part

denotes the initial saturation scale in the Pb nucleus through the
relation Q2

0ðleadÞ ¼ NPb
part � 0:168 GeV2. The three curves with

open symbols are new computations for higher multiplicities. In
this case the number of participants in the nucleus increases in
increments of two up to NPb

part ¼ 26. The red squares are CMS

data for proton-lead collisions at
ffiffiffi
s

p ¼ 5:02 GeV=nucleon.
Similar curves are obtained for the Noffline

trk appropriate in the

acceptance of the other experiments.
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windows specified by the collaboration. We observe that
they lie nicely on this curve. This then helps us identify the
range in Q2

0 (proton) that matches the Noffline
trk centrality

selection in the experiment to be discussed shortly in
comparisons to the detailed matrix of the collimated yield
versus ��.

The sole inputs for the trajectories shown in Fig. 2 are

Q2
0ðprotonÞ ¼ N

proton
part � 0:168 GeV2 and Q2

0ðleadÞ ¼ NPb
part �

0:168 GeV2. Each of the curves corresponds to a fixed Q2
0

in the proton of 0:168–0:672 GeV2 (or N
proton
part ¼ 1–4)

representing estimates of these quantities from median
(‘‘min. bias’’) impact parameters in the proton to the very
central impact parameters respectively that are triggered in
high multiplicity events. The trajectories corresponding to
each of these proton Q2

0 show how the yield increases with

a larger number of participants in the nucleus. Because the
CMS pþ Pb data have the same �� and centrality selec-
tions, we plot these as well. The message one draws from
interpreting this figure is that one is not only accessing
rarer Fock configurations (at a given impact parameter) in
the nucleus with increasing NPb

part but also rare Fock states

in the proton represented by the increasing Nproton
part .

Figure 2 captures the essence of variations in the Glasma

yield with Noffline
trk and NPb

part. It shows clearly that the yield

in central p=dþ A collisions is significantly enhanced

relative to the yield in pþ p collisions for the same

Noffline
trk . The underlying physics behind these curves is

the quantum interference of the UGDs and the sensitivity

to the spectrum of gluons in the projectiles. A detailed

analysis of these systematics was performed in [2] and we

refer the interested reader to the discussion there [40].
We will now move forthwith to a comparison to data on

the collimated nearside and awayside yields in proton-
proton and proton-nucleus collisions at the LHC. In [1],
we presented a comparison to the high multiplicity CMS
data for 7 TeV proton-proton collisions. Subsequently, the
CMS Collaboration presented a detailed matrix in several
centrality windows of the associated yield as a function of
�� [4]. We also realized that the normalization of the
CMS acceptance was different from what we assumed it
to be—see the Appendix for a detailed discussion.
With this additional information, we have performed

here a reanalysis of the CMS proton-proton data. The
results are shown in Figs. 3 and 4 and correspond to
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FIG. 3 (color online). Long-range ð2 � j��j � 4Þ per-trigger yields ð1=Ntrigd
2N=d��Þ of charged hadrons as a function of j��j,

for pþ p collisions at
ffiffiffi
s

p ¼ 7 TeV. Data are from the CMS Collaboration. The lower (upper) curves indistinguishable in some
windows, correspond to the following: (i) Noffline

trk < 35: N
proton
part ¼ 1,2, (ii) 35<Noffline

trk < 90: N
proton
part ¼ 3,4, (iii) 90<Noffline

trk < 110:

N
proton
part ¼ 4,5, (iv) 110<Noffline

trk < 150: N
proton
part ¼ 5,6, (v) Noffline

trk > 150: N
proton
part ¼ 7,8.
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pT ¼ ptrig
T ¼ pasc

T . The comparison to data in Fig. 3 is
shown for the first time while a comparison to Fig. 4 was
shown previously. The key difference to our previous
comparison is that our fits for pþ p are performed with a
common K factor for both Glasma and BFKL graphs
KGlasma ¼ KBFKL ¼ 1:5. The bands in the plot correspond
to different choices in Q2

0 for the different track selections

which are constrained to reproduce the Noffline
trk in these

windows. What these are can be deduced from the x axis
of Fig. 2 as discussed previously. We see that the agree-
ment of the theory curves to the data in the higher multi-
plicity windows is quite good.

However, there is a significant discrepancy in the two
lowest multiplicity windows, especially at higher pT . The
reasons are twofold. First, our formalism for both Glasma

and back-to-back contributions is less valid for these multi-
plicities, where more peripheral impact parameters in the
proton are accessed. However, a more important reason
may be that the experiments require at least two particles in
each bin to extract a dihadron signal. Our theory compu-
tation (in absence of Monte Carlo simulations that are
challenging for interference graphs) imposes no such re-
striction. In lower multiplicity windows, and at higher pT ,
this is likely to provide a significant correction, just as seen
in the theory comparison to data.
Results for the collimated yield versus �� matrix in

ptrig
T , pasc

T for the high multiplicity Noffline
trk 
 110 window

are shown in Fig. 4. The difference to the plot shown
previously in [1] is the common K factor for both BFKL
and Glasma graphs of K ¼ 1:5. Further, the Q0’s
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FIG. 4 (color online). Long-range ð2 � j��j � 4Þ per-trigger yields ð1=Ntrigd
2N=d��Þ of charged hadrons as a function of j��j,

from high multiplicity ðNoffline
trk 
 110Þ pp collisions at ffiffiffi

s
p ¼ 7 TeV. Data are from the CMS Collaboration. The lower (upper) curves,

indistinguishable in some windows, correspond to N
proton
part ¼ 5, 6.
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corresponding to the high multiplicity window are higher.
As noted earlier, this change was driven by a better
understanding of the normalization of the different ex-
periments, in this case CMS, subsequent to our previous
papers. The Q0’s chosen are seen in Fig. 2 to better
represent the centrality classes in multiplicity for the
detailed matrix comparison. Given these noted changes,
the agreement with the data over nearly 400 data points
is remarkably good. While the Glasma signal is small in
the data, the back-to-back correlation is significant, and it
is striking that the BFKL graph captures its systematics
so well [41]. As we argued in [1], the multi-Regge
(quasi-multi-Regge-kinematics) 2 ! 4 di-jet contribution
without BFKL evolution between triggered gluons shows
a significantly larger collimation, a conclusion that re-
mains unchanged. The data in our view is demonstrating
decorrelation of the back-to-back dihadron signal due
to QCD evolution a la BFKL between the triggered
hadrons.

We now turn to a discussion of a comparison of our
Glasmaþ BFKL framework to first data from proton-lead
collisions at the LHC. In [2], we made a comparison to first
data from the CMS Collaboration [4]. In this paper, we will
revisit that comparison for the reasons articulated above.
Further, we will make quantitative comparisons with data
from ALICE and ATLASwithin their distinct experimental
acceptance. As noted, a comparison of these is discussed in
the Appendix. Though first PHENIX data on very central
deuteron-gold data has been presented at a conference [19],
we are unable to make a direct comparison because the
quantity presented, unlike the collimated yield, is sensitive
to the combinatorial background. We do however make a
prediction for the collimated yield.

To simulate the pþ Pb collision, we vary Q2
0 at the

initial rapidity scale in the proton and lead nuclei. All other
parameters are the same, with the exception of KGlasma ¼
KBFKL ¼ 1, as opposed to 1.5 for proton-proton collisions.
There is no reason a priori that K factors should be the
same in the pþ p and pþ Pb case. It is conceivable that
the dense-dense factorization used here is more applicable
in the latter with smaller higher order corrections. In our

treatment, the protonQ2
0 is varied in multiplesN

proton
part of the

‘‘minimum-bias’’ value of Q2
0 ¼ 0:168 GeV2 to simulate

proton-lead collisions that select more central impact pa-
rameters in the proton, where the gluon density is consid-
erably higher than the gluon density for the median impact
parameter corresponding to minimum-bias events. On the
lead side, as noted previously, the initial saturation scale in
lead is Q2

0 ¼ NPb
part � 0:168 GeV2, where NPb

part denotes the

number of participants (color charge probed) in the lead
nucleus.

Specifically, to compare to the nearside collimated yield
data in Fig. 5, the lower and upper curves correspond toQ2

0

values that are respectively five to six times the minimum-
bias value. As seen from the x axis of Fig. 2, they provide a

reasonable estimate of the Noffline
trk ’s one can estimate con-

tributing to the centrality cut Noffline
trk 
 110. By the same

logic, for the same centrality cut in proton-lead collisions,

the guidance afforded by Fig. 2 suggests ðNproton
part ; NPb

partÞ ¼
ð3; 22Þ (upper curve) and (4,14) (lower curve). These are of
course estimates, but we have checked that small variations
of these do not significantly widen the uncertainty band.
We see from Fig. 5 that the nearside yield from the

Glasma graphs, within theoretical uncertainties, is able to

account for the pT ¼ p
trig
T ¼ pasc

T dependence of the CMS

measurement for the high multiplicity window in both
proton-proton and proton-lead collisions. In particular, it
naturally explains the factor of 6 enhancement in proton-
lead to proton-proton collisions in the pT ¼ 1–2 GeV
window where the yields are the largest. While some final
state rescattering cannot be ruled out, we believe it will be
difficult to account for this large factor in hydrodynamic
models [42]. In our picture, the signal is due to the quantum
interference of the unintegrated gluon distributions in the
projectile and target. As shown in [2], the contribution of
this overlap scales approximately as Noffline

trk � NPb
part, as a

result of which one obtains the trajectories shown in Fig. 2.
A more detailed comparison of the CGC EFT frame-

work to data is obtained in Fig. 6. Here the CMS proton-
lead data for the collimated yield as a function of �� are

shown for a number of windows in Noffline
trk and in pT ¼

p
trig
T ¼ pasc

T . The saturation scales for each Noffline
trk central-

ity window are estimated with the guidance from Fig. 2. As
in the proton-proton case, we see that the agreement is
quite good, especially in the higher multiplicity windows.
Again, as in the pþ p case, we see the most significant

 0

0.02

0.04

 0  1  2  3  4  5  6

pT
trig=pT

asc [GeV]

Associated Yield

p+Pb: CMS data

p+p:  CMS data

FIG. 5 (color online). The pT (p
trig
T ¼ pasc

T ) dependence of the
associated yield in proton-lead and proton-proton collisions. The
data here are for Noffline

trk 
 110. With the guidance from Fig. 2,

the proton-lead centrality band corresponds to ðNproton
part ; NPb

partÞ of
(3,22) (upper curve) and (4,14) (lower curve). The proton-proton
curves correspond to N

proton
part ¼ 5 and 6. See text for further

explanation.
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deviation from data is the underprediction in the lower
multiplicity bins at higher pT . We believe this to have
the same underlying cause as in the proton-proton case; a
trigger bias in the experiment where only events containing
at least two hadrons in the pT windows of interest are
included in the averaging. At lower pT and higher multi-
plicities, where the yield of charged particles is larger, this
effect becomes insignificant.

Recently, subsequent to our paper [2], papers on long-
range rapidity correlations in the LHC proton-lead data atffiffiffi
s

p ¼ 5:02 GeV from both ALICE [17] and ATLAS [18]
Collaborations have appeared. The former took data
on very central events in the pseudorapidity window
j��j< 1:8, while the later has a pseudorapidity acceptance
2< j��j< 5, closer to the CMS acceptance. (For a detailed
discussion of the different acceptances and normalization
procedures of the different experiments, we refer the reader
to theAppendix.) A novel feature first introduced byALICE,
and shortly thereafter by ATLAS, is the subtraction of the
associated yieldper trigger inperipheral proton-nucleus from

the same quantity in more central collisions. In our frame-
work of Glasma graphsþ BFKL graphs independently con-
tributing to the yield per trigger, this procedure is especially
valuable because it is equivalent to isolating the Glasma
graph component [43]. As we checked previously, the
BFKL di-jet per-trigger contribution is very weakly central-
ity dependent [1].
In Fig. 7, we show a comparison of results in our frame-

work to the ATLAS data in symmetric pT windows. The
two data sets at higher pT values are also available from the
CMS experiment; as noted, ATLAS has a larger �� ac-
ceptance relative to CMS. In the left plot, we show a
comparison of the ATLAS peripheral data to the
BFKL contributionþ Glasma contribution. The Glasma
contribution is negligible in peripheral events. We see

that N
proton
part ¼ 1 on the proton side and NPb

part ¼ 3 on the

lead side give a good description of the data. This adds
confidence to our fits to the CMS data since the quoted
values for Q2

0 are indeed of the order of what one would

expect as typical values in peripheral collisions. The
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FIG. 6 (color online). Long-range ð2 � j��j � 4Þ per-trigger yields ð1=Ntrigd
2N=d��Þ of charged hadrons as a function of j��j in

different pT and multiplicity bins for pPb collisions at
ffiffiffi
s

p ¼ 5:02 TeV with the CMS experiment. The pT selection corresponds to both
particles in the pair. The centrality dependence of the theory curves are controlled by the choice of initial saturation scale in the target
and projectile. These are (i) Noffline

trk < 35: ðNproton
part ; NPb

partÞ ¼ ð1;3Þ (lower curve), (2,6) (upper curve), (ii) 35<Noffline
trk < 90: (2,6)

(lower), (2,12) (upper), (iii) 90<Noffline
trk < 110: (2,14) (lower), (2,22) (upper), (iv) 110<Noffline

trk < 150: (3,22) (lower), (4,14)

(upper), and (v) Noffline
trk > 150: (4,16) (lower), (4,20) (upper).
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central ATLAS data should be compared to the sum of
Glasmaþ BFKL contributions, and we see again we get
good fits for the band (3,22) (upper curve), (4,14) (lower
curve), as in the CMS comparison. The agreement is quite
reasonable though the theory curves slightly underpredict
the data in the plots of the net associated yield on the
nearside [left plots of Fig. 7]. We attribute this to an
artificial anticollimation of the BFKL contribution at small
��. After the jet subtraction performed by ATLAS the
agreement between the Glasma graphs and ridge yield is
restored as demonstrated in the right plots of Fig. 7, where
the ‘‘di-jet’’ subtracted yield is compared to our Glasma
graph. The overall agreement is quite reasonable suggest-
ing a consistent interpretation of the power counting in our

‘‘initial-state’’ framework for multiparticle production and
the experimental observations.

The ATLASCollaboration has presented data for proton-

lead collisions in a wide range of p
trig
T , pasc

T windows for

central and peripheral collisions. In addition to the sym-

metric pT ¼ p
trig
T ¼ pasc

T windows have already been pre-

sented by CMS for a similar acceptance, we consider in

Fig. 8 a comparison to asymmetric p
trig
T � pasc

T windows.

We have also included in our comparison the data for pasc
T ,

where the lower range of the window is pT ¼ 0:5 GeV,
which onemight consider quite lowpT’s for our framework.

For the asymmetricwindows shown in Fig. 8, the agreement

on the awayside is quite good for both central and peripheral
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FIG. 7 (color online). Left: Data from the ATLAS Collaboration for the associated yield versus �� for the central and peripheral
events identified in [18]. The blue theory curve corresponds to the comparison of Eq. (5) for the min. bias Q2

0ðprotonÞ ¼ 0:168 GeV2

and NPb
part ¼ 3 to the peripheral collision data. The other theory curve is a comparison of Eqs. (1) þ (5) to the central data. The band

corresponds to initial saturation scales, in our notation, of (4,14) (lower curve) and (3,22) (upper curve). Right: direct comparison of
the central minus peripheral subtraction performed by ATLAS to the Glasma graph (1) contribution.
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FIG. 8 (color online). Per-trigger yield 1=Ntrigd
2N=d�� versus j��j for asymmetric p

trig
T , pasc

T . Red squares are the ATLAS data for
central pþ Pb events, blue circles are for peripheral pþ Pb events. The blue curves show the results of the BFKL contribution for
ðNproton

part ; NPb
partÞ ¼ ð1;3Þ. The gray band, representative of central collisions, corresponds to (4,14)—lower curve and (3,22)—upper

curve.
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events, though arguably underpredicting the central events.

However, on the nearside, the Glasma contribution is sig-

nificantly lower than the data for central events, especially

for the larger p
trig
T windows. Of all the p

trig
T , pasc

T windows

presented by ATLAS, the asymmetric 3<p
trig
T < 4 GeV

windows provide the worst comparison to the nearside

Glasma computation. On the theory side, we have not

attempted any fine-tuning with small systematic adjust-

ments of the K factors and Q2
0 values. At these higher pT

values the same trigger bias, as discussed earlier, has to be

taken into consideration. It will be interesting to see if this

discrepancy persists with the additional data that is antici-

pated to be released soon, and if this discrepancy in asym-

metric windows is also seen by CMS and ALICE.
Data on proton-lead collisions from the ALICE

Collaboration are shown in Figs. 9 and 10. The acceptance
of the ALICE experiment is distinctly different from CMS
or ATLAS, covering j��j< 1:8. For small j��j< 1, there
is a nearside �� � 0 dihadron correlation that can be
attributed to jet fragmentation. If this short range compo-
nent can be safely subtracted, one can look for a contribu-
tion that is long range in rapidity. Further subtraction of the
awayside ‘‘di-jet’’ contribution, whose yield per trigger is
observed to be weakly centrality dependent, will, as dis-
cussed, reveal the Glasma graph contribution. The Glasma
graph contribution is nearly rapidity independent (for
j��j � 1=�S 5 units of ��), so one expects such a con-
tribution to be present in the ALICE acceptance. In Fig. 9,
we show the comparison of the Glasma graph computation
to the central (0%–20%) minus peripheral (60%–100%)
yield from ALICE. The agreement is quite good. The
overshoot on the awayside is sensitive to smearing of the
back-to-back contribution and possible systematic uncer-
tainties due to the peripheral jet subtraction.

We now turn to the description of the integrated nearside
and awayside ALICE data in Fig. 10. We see that for nearly
all the symmetric and asymmetric, near and awayside pT

windows, and all centrality classes listed in the caption of
Fig. 10, there is good agreement with the ALICE data.
There is a slight overshoot of the data in the lowest pT

window for the most central collisions and for one of the
windows in the 40%–60% centrality range. The ALICE
paper [17] also quotes values for the v2 and v3 flow mo-
ments. In our framework, extraction of these moments
also depends on the combinatorial �� independent
background, which varies from one pT window to the
next. Since there are many possible QCD contributions to
the combinatorial background [44–47], an estimate of
this quantity is less reliable in our framework, though in
principle feasible in the future. For the connected graphs
we have considered so far, there can be no v3 contribution
because these Glasma contributions are symmetric about
�� ¼ �=2. It remains an open question whether the full
set of connected graphs can produce a small v3 collimation
due to weak final state effects. In any event, a large v3

component would be challenging for our framework. Our
take on the ALICE v3 data presented in [17] is that the
effect observed is sensitive to systematics of the jet sub-
traction—see also the comment in [43]. Further data from
the 2013 pþ Pb run should help clarify these issues
significantly.
Last but not least, in Fig. 11, we show predictions for the

collimated yield from a correlated dihadron signal that is
long range in �� for RHIC energies. It is clear from Fig. 2
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that a collimated signal is feasible at the significantly lower
energies of deuteron-gold collisions at RHIC as long as
very central events are triggered on. The predictions for
different centrality classes and the functional dependence

of the collimated yield on ptrig
T are shown in Fig. 11—the

ALICE prediction is shown in comparison. A cautionary
aspect of comparisons to RHIC energies is that the higher
pT windows and ��> 0 correlations are sensitive to
x > 0:01 values in the nucleon and nuclear wave functions.
The CGC framework should break down at these large

x values. For modest ptrig
T , pasc

T windows at RHIC, where

the physics is still weak coupling and x is still small, one
expects important information due to the widely different
energy to help constrain our picture of long-range rapidity
correlations. Very recently, first data from these correla-
tions in deuteron-gold collisions at

ffiffiffi
s

p ¼ 200 GeV from
the PHENIX experiment were presented [19]. The analysis
was very similar to that of the ATLAS experiment. A
significant v2 is observed, while v3 is consistent with
zero. As we noted previous, due to the sensitivity of the
result to the combinatorial background, a direct compari-
son of results similar to Fig. 11 to the data cannot yet be
achieved. We expect that results for the collimated asso-
ciated yield per trigger will become available soon facili-
tating a more direct comparison to our predictions for
RHIC energies.

IV. SUMMARYAND OUTLOOK

In this third paper in the series, preceded by [1,2], we
developed significantly the comparison of the CGC EFT to
large �� dihadron correlation data from the LHC experi-
ments. The different normalizations of data taken by the
different experiments were taken into account and a con-
sistent treatment of CMS, ALICE and ATLAS data was
presented—the last two being discussed for the first time.
In the CMS case, we presented a reanalysis relative to [1,2]
both for the proton-proton and proton-nucleus data. In the

former case, we showed for the first time detailed com-
parisons of theory to data from a number of Noffline

trk

windows.
The agreement of theory with data in proton-proton and

proton-lead collisions over a very wide range of ptrig
T , pasc

T

windows, centrality class and �� acceptance, is quite
spectacular and lends strong support that (a) gluon satura-
tion is being seen in these experiments, and (b) the data are
sensitive to systematics of renormalization group evolution
of UGD in the description of Glasma and ‘‘back-to-back’’
graphs. It is remarkable that gluons widely separated in
rapidity show a �� � 0 collimation that is sensitive to
detailed dynamical features of the theory. Because the
Glasma graphs are quantum interference graphs, which
have different structures in the amplitude and complex
conjugate amplitude, the result is a particular form of gluon
entanglement, unique to QCD. If this picture is confirmed
by further data, it provides an impetus for further develop-
ments in theory to better understand the properties of
saturated gluon states in the nucleon and nuclear wave
functions, providing an important window to hadron struc-
ture and dynamics at high energies.
An alternative scenario for the dynamics of long-range

rapidity correlations is from flow resulting from strong
final state rescattering [42,48,49]. We believe this possi-
bility is strongly disfavored on both conceptual and phe-
nomenological grounds—these issues will be addressed
elsewhere. Our perspective based on the discussion in
this paper is that the onus is now on models based on final
state scenarios to present a quantitative description of data
that is as transparent and competitive to the same degree
as the one presented here—for instance, the matrix of
data of the collimated yield versus �� for the various
experiments.
Further data from the LHC will no doubt provide clarity

and challenge either or both scenarios. Regardless, unless
the data presented thus far changes significantly, the results
of our detailed analysis suggest that initial-state effects
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must play an important role even if other QCD effects
come into consideration in the description of these striking
experimental phenomena.
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APPENDIX: EXPERIMENTAL COVERAGE AND
RELATIVE NORMALIZATIONS OF DIHADRON

DATA IN THE LHC EXPERIMENTS

In this Appendix, we discuss the relative experimental
acceptances and normalizations of the different LHC ex-
periments. The rapidity acceptance of these are

�min �max ��min ��max

CMS �2:4 þ2:4 2.0 4.0

ALICE �0:9 þ0:9 0 1.8

ATLAS �2:5 þ2:5 2.0 5.0

The effect of different normalizations between the ex-
periments can be gauged by considering single inclusive
and double inclusive charged hadrons obtained from
Eqs. (9) and (10). In this case,

Ntrig ¼
Z �max

�min

d�
Z pmax

T

pmin
T

d2pT

dNch

d�d2pT

; (A1)

and

d2N

d��
¼

Z �max

�min

d�p

Z �max

�min

d�q

Z pmax
T

pmin
T

d2pT

�
Z qmax

T

qmin
T

d2qT

Að�p; �q;�p;�qÞ
Bð�p; �qÞ

� d2Nch

d�pd�qd
2pTd

2qT

; (A2)

where

Að�p; �q;�p;�qÞ
¼ �ð�p ��q � ��Þ
ðj�p � �qj ���min Þ
� 
ð��max � j�p � �qjÞ: (A3)

In Eq. (A2), the ATLAS experiment does not weight
their signal by the background nor do they calculate their
result per unit ��. For ATLAS, we have therefore B ¼ 1.
For CMS and ALICE,

BCMS ¼ BALICE

¼ 2j��max � ��min j
�
1� j�p � �qj

j�max � �min j
�
: (A4)

To get a sense of what these different normalizations
entail, let us compute

~N trig �
Z �max

�min

d� (A5)

and

d2 ~N

d��
�

Z �max

�min

d�p

Z �max

�min

d�q

Að�p; �q;�p;�qÞ
Bð�p; �qÞ :

(A6)

One will then have

1
~Ntrig

d2 ~N

d��

��������CMS
�1:0

1
~Ntrig

d2 ~N

d��

��������ALICE
�1:0

1
~Ntrig

d2 ~N

d��

��������ATLAS
�1:8: (A7)

There are additional subtleties:
(i) The CMS experiment presents the per-trigger-yield

differential in �� between 0 to �. There is a corre-
sponding yield from 0 to��which is not shown nor
included in the contribution of the AY. Both ALICE
and ATLAS include the contribution from 0 to ��
when computing the AY thus making their results a
factor of 2 larger. When the ATLAS plots are shown
from 0 to � they fold over the results from �� to 0
making the differential yield a factor of 2 larger.
ALICE plots the differential yields over the full
phase space of �� to � therefore making a correc-
tion unnecessary.

(ii) ALICE has a cut on their pT integrals such that

p
trig
T � pasc

T for symmetric windows the signal will
be a factor of 2 smaller than for asymmetric
windows.
With these considerations, we obtain
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1
~Ntrig

d2 ~N

d��

��������CMS
�1:0;

1

Ntrig

d2 ~N

d��

��������ATLAS
�3:6

1
~Ntrig

d2 ~N

d��

��������
asym

ALICE
�1:0;

1
~Ntrig

d2 ~N

d��

��������
sym

ALICE
�0:5

(A8)

and

AYjCMS � 1:0; AYjATLAS � 3:6

AYjasymALICE � 2:0; AYjsymALICE � 1:0:
(A9)
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