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We report on a comprehensive analysis of the renormalization of noncommutative �4 scalar field

theories on the Groenewold-Moyal plane. These scalar field theories are twisted Poincaré invariant. Our

main results are that these scalar field theories are renormalizable, free of UV/IR mixing, possess the same

fixed points and �-functions for the couplings as their commutative counterparts. We also argue that

similar results hold true for any generic noncommutative field theory with polynomial interactions and

involving only pure matter fields. A secondary aim of this work is to provide a comprehensive review of

different approaches for the computation of the noncommutative S-matrix: noncommutative interaction

picture and noncommutative Lehmann-Symanzik-Zimmermann formalism.
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I. INTRODUCTION

Intuitive arguments involving standard quantum me-
chanics uncertainty relations suggest that at length scales
close to Planck length, strong gravity effects limit the
spatial as well as temporal resolution beyond some funda-
mental length scale (lp � Planck length), leading to space-

space as well as space-time uncertainties [1]. One cannot
probe spacetime with a resolution below this scale. That
means that spacetime becomes fuzzy below this scale,
resulting into noncommutative spacetime. Hence it be-
comes important and interesting to study in detail the
structure of such a noncommutative spacetime and the
properties of quantum fields written on it. It not only helps
us improve our understanding of the Planck scale physics
but also helps in bridging standard particle physics with
physics at Planck scale.

There are various approaches to model the noncommu-
tative structure of spacetime. The simplest one has coor-
dinates satisfying commutation relations of the form

½x̂�; x̂�� ¼ i���; �; � ¼ 0; 1; 2; 3;

� a real; constant; antisymmetric matrix:
(1)

The elements of the � matrix have the dimension of
ðlengthÞ2 and set the scale for the area of the smallest
possible localization in the �-� plane, giving a measure
for the strength of noncommutativity [2]. The algebra gen-
erated by x̂� is usually referred to as the Groenewold-Moyal

(GM) plane [3]. In this paper we restrict ourself to the
discussion of this noncommutative spacetime. Equivalently
this noncommutative nature of spacetime can be taken into
account by defining a new type of multiplication rule
(� product) between functions evaluated at the same point:

fðxÞ � gðxÞ ¼ fðxÞei
2@Q���� ~@�gðxÞ: (2)

One particularly important feature of GM plane, which
makes it quite suitable for writing quantum field theories
on it, is the restoration of Poincaré-Hopf symmetry as Hopf
algebraic symmetry, by defining a new coproduct (twisted
coproduct) for the action of the Poincaré group elements on
state vectors [4–6].
Twisting of the coproduct has immediate implications

for the symmetries of multiparticle wave functions describ-
ing identical particles [7]. For example, on GM plane the
correct physical two-particle wave functions are

� �S� c �
�
1þ ��

2

�
ð� � c Þ;

� �A�
c �

�
1� ��

2

�
ð� � c Þ;

(3)

where � and c are single particle wave functions of two
identical particles and �� is the twisted statistics (flip)
operator associated with exchange of particles, given by

�� ¼ F�1�0F ; F ¼ e
i
2�

��@��@� : (4)

Here �0 is the commutative flip operator: �0ð� � c Þ ¼
c ��.
The above analysis can be extended to field theories on

GM plane resulting in a twist of the commutation relations
between creation and annihilation operators [7]:

ap1
ap2

¼ �eip1^p2ap2
ap1

; ayp1
ayp2

¼ �eip1^p2ayp2
ayp1

;

ap1
ayp2

¼ �e�ip1^p2ayp2
ap1

þ ð2�Þ32Ep1
	3ðp1 � p2Þ;

(5)

where E2
p ¼ ~p2 þm2, p ^ q ¼ p��

��q� and � ¼ �1

depending on whether the particles are ‘‘twisted bosons’’
(þ 1) or ‘‘twisted fermions’’ (� 1). Because of (5) the
quantum fields written on GM plane, unlike ordinary
quantum fields, follow an unusual statistics called twisted
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statistics. Noncommutative field theories without twisted
commutation relations do not preserve the classical twisted
Poincaré invariance at quantum level and suffer from UV/
IR mixing [8]. The twisted statistics is a novel feature of
fields on GM plane. It leads to interesting new effects
like Pauli forbidden transitions [9,10] and changes in cer-
tain thermodynamic quantities [11,12]. It can be used to
search for signals of noncommutativity in certain experi-
ments involving ultrahigh energy cosmic rays [13] and
cosmic microwave background (CMB) [14].

Twisted operators of (5) can be used to construct non-
commutative fields. For instance, a real scalar field �� has
a normal mode expansion of the form

��ðxÞ ¼
Z d3k

ð2�Þ32Ek

½ake�ikx þ ayk e
ikx�: (6)

Using the twisted fields one can write field theories on GM
plane. Twisted field theories involving real scalar field ��

and having a �4
�;� interactions are discussed in [15] and are

shown to be free from UV/IR mixing. Gauge field theories
with non-Abelian gauge groups are constructed in [16,17].
Construction of thermal field theories is done in [18–20]
while [21] discusses the twisted bosonization in two-
dimensional noncommutative spacetime. A comprehensive
review of twisted field theories can be found in [3].

The twisted creation and annihilation operators ðayp; apÞ
are related to ordinary creation and annihilation operators

ðcyp; cpÞ satisfying usual statistics by the ‘‘dressing

transformation’’:

ap ¼ cpe
�i

2p^P; ayp ¼ cype
i
2p^P; (7)

where P� ¼ R d3p
ð2�Þ32Ep

p�c
y
pcp ¼ R d3p

ð2�Þ32Ep
p�a

y
pap is the

Fock space momentum operator. Using the dressing trans-
formation of (7), one can relate �� with the commutative
real scalar field �0 as

��ðxÞ ¼ �0ðxÞe1
2@Q^P: (8)

This is an important identity and helps us to relate non-
commutative expressions with their analogous commuta-
tive ones. In what follows we will repeatedly make use of
the relations (5)–(8) to simplify our computations.

In this paper, we show that any generic (polynomial
interaction terms) noncommutative field theory with only
matter fields is a renormalizable theory, provided the cor-
responding commutative theory is also renormalizable.
Moreover, we show that all such theories are free of UV/
IR mixing. We further argue that they have identical fixed
points as analogous commutative theory. We also obtain
the � functions for the various couplings in analogy with
commutative theory.

The plan of the paper is as follows. We first start
reviewing the formalism of noncommutative interaction
picture and the noncommutative scattering theory. For
the sake of simplicity we choose a specific model of the

noncommutative real scalar fields having a �4
�;� self-

interaction. We compute the S-matrix elements and
show that for any given initial and final states, the
S-matrix elements have only an overall noncommutative
phase and hence absence of UV/IR mixing in this theory.
Moreover, since the noncommutative S-matrix elements
are related to the commutative ones only by an overall
phase, hence various physical observables like transition
probabilities, cross section and decay rates, etc. remain
the same as those for the analogous commutative theory.
Nonetheless, as discussed in [9–14], various other collec-
tive mode phenomenons, particularly those depending
crucially on statistics of the particles, do get changed
and offer testable predictions for the noncommutative
theory.
After the interaction picture discussion of the scattering

process, we review the noncommutative Lehmann-
Symanzik-Zimmermann (LSZ) formalism (again for
simplicity we will restrict only to real scalar fields) for
computing S-matrix elements. We show that the LSZ
approach also leads to the same results as the interaction
picture approach and hence establish the equivalence of the
two approaches. Moreover, we show that although the
‘‘on-shell’’ noncommutative Green’s functions are related
to their commutative counterparts by overall noncommu-
tative phases, that is not the case with ‘‘off-shell’’ Green’s
functions, which have more complicated dependence on
noncommutative parameters.
We then present our work on renormalization of this

theory and show that it is renormalizable. We further
compute the fixed point and � function for the coupling.
We show that this noncommutative theory shares the same
fixed point and � function as the analogous commutative
�4

0 theory. We also show the absence of UV/IR mixing in

the renormalized theory. We then conclude with comments
about more complicated noncommutative theories with
generic polynomial interactions and involving only matter
fields. We finally argue that our analysis although explic-
itly done only for a specific model holds true for all such
theories.

II. NONCOMMUTATIVE INTERACTION PICTURE

For the sake of completeness, in this section, we start
reviewing the formalism of scattering theory for a
generic noncommutative theory using the ‘‘noncommu-
tative interaction picture.’’ For the sake of simplicity
and definiteness, we choose a specific type of interaction
Hamiltonian H�;Int ¼ �4

�;�. We will compute the

S-matrix Ŝ� and S-matrix elements for a generic scatter-
ing problem. We also show the relation of these quanti-

ties with the commutative S-matrix Ŝ0 and S-matrix
elements. The results discussed in this section are due
to the work of [15] and the interested reader is referred
to it for further details.
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A. General formalism

Field theories are usually done using the so-called Dirac
or interaction picture. Using the interaction picture for
calculations has many obvious advantages, making the
calculations much easier. Hence, it is desirable, for the
work done here, to have a noncommutative interaction
picture. With this in mind, we briefly review the noncom-
mutative interaction picture. The formalism developed
here is quite similar to that of ordinary commutative field
theories, for which any good book on field theory [22,23]
can be consulted.

Let Ĥ� be the full Hamiltonian for the system of interest
and we assume that it can be split into two parts, the free

part Ĥ�;F and the interaction part Ĥ�;Int, i.e.

Ĥ� ¼ Ĥ�;F þ Ĥ�;Int: (9)

Let ÔH
� ðtÞ be a noncommutative operator in the Heisenberg

picture satisfying the Heisenberg equation of motion

i@tÔ
H
� ðtÞ ¼ ½ÔH

� ðtÞ; Ĥ��: (10)

The formal solution of (10) is given by

ÔH
� ðtÞ ¼ eiĤ�ðt�t0ÞÔH

� ðt0Þe�iĤ�ðt�t0Þ: (11)

Furthermore, like in the commutative case, the state vec-
tors j
; tiH� are constant, i.e.

j
; tiH� ¼ j
; t0iH� � j
iH� : (12)

Now, we define the noncommutative interaction picture

operator ÔI
�ðtÞ and state vector j
; tiI� as

ÔI
�ðtÞ ¼ eiĤ�;Fte�iĤ�tÔH

� ðtÞeiĤ�te�iĤ�;Ft (13)

and

j
; tiI� ¼ eiĤ�;Fte�iĤ�tj
iH� : (14)

In writing (13) and (14) we have assumed that the two
pictures agree at the (arbitrarily chosen) time t0.

The interaction picture operator ÔI
�ðtÞ defined by (13)

satisfies the equation of motion

i@tÔ
I
�ðtÞ ¼ ½ÔI

�ðtÞ; Ĥ�;F�; (15)

with the formal solution written as

ÔI
�ðtÞ ¼ eiĤ�;Fðt�t0ÞÔI

�ðt0Þe�iĤ�;Fðt�t0Þ: (16)

Also, the state vectors j
; tiI� defined by (14) satisfy

i@tj
; tiI� ¼ ĤI
�;Intj
; tiI�: (17)

The formal solution of (17) is given by

j
; tiI� ¼ Û�ðt; t0Þj
; t0iI�
¼ eiĤ�;Fte�iĤ�ðt�t0Þe�iĤ�;Ft0 j
; t0iI�: (18)

The operator Û�ðt; t0Þ is the ‘‘noncommutative time
evolution operator.’’ Just like its commutative counterpart
it also satisfies certain properties:
(1) Group property:

Û�ðt2; t1ÞÛ�ðt1; t0Þ ¼ Û�ðt2; t0Þ: (19)

(2) Identity:

Û�ðt0; t0Þ ¼ I: (20)

(3) Inverse operator:

Û�1
� ðt1; t0Þ ¼ Û�ðt0; t1Þ: (21)

(4) Unitarity:

Ûy
� ðt1; t0Þ ¼ Û�1

� ðt1; t0Þ: (22)

(5) Relation between Heisenberg and interaction pic-
tures: If the two pictures agree at (an arbitrarily
chosen) time t ¼ t0, then we have

ÔI
�ðtÞ ¼ Û�ðt; t0ÞÔH

� ðtÞÛy
� ðt; t0Þ (23)

and

j
; tiI� ¼ Û�ðt; t0Þj
iH� ; (24)

so that Û�ðt; t0Þ satisfies the differential equation
i@tÛ�ðt; t0Þ ¼ ĤI

�;IntðtÞÛ�ðt; t0Þ; (25)

with the boundary condition given by (20). This
differential equation can be transformed into an
equivalent integral equation, in exactly the same
manner as done in commutative field theory and
we have

Û�ðt; t0Þ ¼ Iþ ð�iÞ
Z t

t0

dt0ĤI
�;Intðt0ÞÛ�ðt0; t0Þ: (26)

The formal solution of (26) can be written in terms
of the ‘‘time-ordered exponential function’’ as

Û�ðt; t0Þ ¼ T exp

�
�i

Z t

t0

dt0ĤI
�;Intðt0Þ

�
; (27)

where the time ordering operatorT is defined in the
same way as in the standard commutative case.

B. Computation of S-matrix

In the previous section we have developed the noncom-
mutative interaction picture. In this section we use it to
compute S-matrix elements for a typical scattering process.
We use a particular model of real scalar fields having
quartic self-interactions. The commutative interaction

Hamiltonian density Ĥ 0;IntðxÞ that we consider is given by
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Ĥ 0;IntðxÞ ¼ �

4!
�0ðxÞ ��0ðxÞ ��0ðxÞ ��0ðxÞ ¼ �

4!
�4

0ðxÞ;
(28)

and the analogous noncommutative interaction

Hamiltonian density Ĥ �;IntðxÞ is

Ĥ �;IntðxÞ ¼ �

4!
��ðxÞ ���ðxÞ ���ðxÞ ���ðxÞ

¼ �

4!
�4

�;�ðxÞ ¼
�

4!
�4

0ðxÞe1
2@Q^P; (29)

where in writing the last equality we have used the
dressing transformation (8) and the expression for the
star product (2).

Our aim is to compute the noncommutative S-matrix
elements for a typical scattering process. We do that by first
finding a relation between noncommutative S-matrix ele-
ments and their commutative counterparts by making use
of the dressing transformations (7) and (8). We briefly
review the standard treatment in the commutative case
before discussing the noncommutative case and establish-
ing its relation with the commutative case.

1. Commutative case

Let us restrict ourselves to two-particle scattering pro-
cesses p1, p2 ! p0

1, p
0
2. The case of two-to-many and

many-to-many will be taken up later. For a typical two-
to-two particle scattering, the S-matrix element is given by

S0½p2; p1 ! p0
1; p

0
2� � S0½p0

2; p
0
1;p2; p1�

¼ out;0hp0
2; p

0
1jp2; p1i0;in; (30)

where jp0
1; p

0
2i0;out is the two-particle out-state measured in

the far future and jp2; p1i0;in is the two-particle in-state

prepared in the far past. The in- and out-states can be

related with each other using S-matrix Ŝ0. Therefore we
have

S0½p0
2; p

0
1;p2; p1� ¼ out;0hp0

2; p
0
1jŜ0jp2; p1iout;0

¼ in;0hp0
2; p

0
1jŜ0jp2; p1iin;0: (31)

In the interaction picture Ŝ0 can be written as

Ŝ0 ¼ lim
t1!þ1
t2!�1

U0ðt1; t2Þ;

¼ T exp

�
�i

Z 1

�1
d4z

�

4!
�4

0ðzÞ
�
: (32)

In the last line we have used the form (28) for the interac-
tion Hamiltonian density.

Also, in the interaction picture, the two-particle states
are defined as

jp; qi0 ¼ cyqcypj0i; (33)

where cyp is the interaction picture creation operator for the
commutative theory with the usual commutation relations.
Using (32) and (33) we obtain

S0½p0
2; p

0
1;p2; p1� ¼ lim

t1!þ1
t2!�1

h0jcp0
1
cp0

2
T

	 exp

�
�i

Z t1

t2

d4z
�

4!
�4

0ðzÞ
�
cyp1

cyp2
j0i:

(34)

Now, to calculate any specific process, Ŝ0 is expanded in
power series of coupling constant � (provided � is small
enough to allow perturbative expansion) up to some de-
sired order of the coupling constant. It is evaluated using
standard techniques, e.g. Wick’s theorem and Feynman
diagrams.
The two-to-many (2 ! N) or many-to-many particle

(M ! N) scattering cases can be similarly discussed. For
instance, for (M ! N) scattering we have

S0½p0
N; . . .p

0
1;pM; . . .p1� ¼ out;0hp0

N; . . .p
0
1jpM . . .p1i0;in;

(35)

where jp0
1; . . .p

0
Ni0;out is the N-particle out-state and

jpM . . .p1i0;in is the M-particle in-state. As before, the in-

and out-states can be related with each other using

S-matrix Ŝ0. Therefore we have

S�½p0
N; . . .p

0
1;pM; . . .p1� ¼ out;0hp0

N; . . .p
0
1jŜ0jpM . . .p1iout;0

¼ in;0hp0
N; . . .p

0
1jŜ0jpM . . .p1iin;0:

(36)

In the interaction picture, Ŝ0 is given by (32) and the
multiple-particle states can be written as

jpM . . .p1i0 ¼ cyp1
. . . cypM

j0i: (37)

Using (32) and (37) we obtain

S0½p0
N; . . .p

0
1;pM; . . .p1� ¼ lim

t1!þ1
t2!�1

h0jcp0
1
. . . cp0

N
T

	 exp

�
�i

Z t1

t2

d4z
�

4!
�4

0ðzÞ
�

	 cyp1
. . . cypM

j0i: (38)

Again, any specific process can be calculated using per-
turbative expansion in � (if possible) and invoking stan-
dard tools like Wick’s theorem and Feynman diagrams.

2. Noncommutative case

Our treatment of the noncommutative case follows
closely the formalism of the commutative case.
Therefore, as in the commutative case, for a two-to-two
particle scattering processes the S-matrix elements are
given by
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S�½p2; p1 ! p0
1; p

0
2� � S�½p0

2; p
0
1;p2; p1�

¼ out;�hp0
2; p

0
1jp2; p1i�;in; (39)

where jp0
1; p

0
2i�;out is the noncommutative two-particle out-

state which is measured in the far future and jp2; p1i�;in is
the noncommutative two-particle in-state prepared in the
far past. Now, because of the twisted statistics (5) there is
an ambiguity in defining the action of the twisted creation
and annihilation operators on the Fock space of states.

Following [24] we choose to define ayk to be an operator

which adds a particle to the right of the particle list,

ayk jp1; p2 . . .pni� ¼ jp1; p2 . . .pn; ki�: (40)

Hence the two-particle in-state can be written as

jp2; p1i�;in ¼ ayp1
ayp2

j0i: (41)

Since the noncommutative vacuum is the same as that of
the commutative theory, no extra label is needed for j0i.

Just like in the commutative case, the noncommutative
in- and out-states can be related with each other using

S-matrix Ŝ�. Therefore we have

S�½p0
2; p

0
1;p2; p1� ¼ out;�hp0

2; p
0
1jŜ�jp2; p1iout;�

¼ in;�hp0
2; p

0
1jŜ�jp2; p1iin;�: (42)

The noncommutative S-matrix Ŝ� in the interaction
picture can be written as

Ŝ� ¼ lim
t1!þ1
t2!�1

U�ðt1; t2Þ; (43)

where U�ðt1; t2Þ is given by (27). For the interaction
Hamiltonian density given in (29) we obtain

Ŝ� ¼ T exp

�
�i

Z 1

�1
d4z

�

4!
�4

0ðzÞe1
2@Qz^P

�
: (44)

One can formally expand the exponential and write Ŝ� as a
time-ordered power series like

Ŝ� ¼ Iþ�i
Z 1

�1
d4z

�

4!
�4

0ðzÞe1
2@Qz^P þT ð�iÞ2

	
Z 1

�1
d4z

Z 1

�1
d4z0

�

4!
�4

0ðzÞe1
2@Qz^P �

4!

	�4
0ðz0Þe1

2@Qz0 ^P þ � � � : (45)

As done in [15], each term in the power series in (45) can

be further simplified by expanding the exponential e
1
2@Q^P,

integrating by parts and discarding the surface terms. For
instance, the second term in (45) becomes

� i
Z 1

�1
d4z

�

4!
�4

0ðzÞe1
2@Qz^P

¼ �i
Z 1

�1
d4z

�
�

4!
�4

0ðzÞ þ @�

�
�

4!
�4

0ðzÞ
�
���P� þ � � �

�
;

¼ �i
Z 1

�1
d4z

�

4!
�4

0ðzÞ: (46)

One can similarly show that all the higher order terms in
the power series of (45) are also free of any � dependence.
We refer to [15] for more details.
We then have

Ŝ� ¼ T exp

�
�i

Z 1

�1
d4z

�

4!
�4

0ðzÞ
�
¼ Ŝ0: (47)

Using (47) and (41), the S-matrix elements can be written
as

S�½p0
2;p

0
1;p2;p1� ¼ lim

t1!þ1
t2!�1

h0jap0
1
ap0

2
T

	 exp

�
�i

Z t1

t2

d4z
�

4!
�4

0ðzÞ
�
ayp1

ayp2
j0i:

(48)

But the noncommutative creation and annihilation opera-
tors are related with those of commutative theory by dress-
ing transformation (7), so that

S�½p0
2; p

0
1;p2; p1� ¼ lim

t1!þ1
t2!�1

h0jcp0
1
e
�i
2 p

0
1
^Pcp0

2
e
�i
2 p

0
2
^PT exp

�
�i

Z t1

t2

d4z
�

4!
�4

0ðzÞ
�
cyp1

e
i
2p1^Pcyp2

e
i
2p2^Pj0i;

¼ e
�i
2 p

0
2
^p0

1e
i
2p1^p2 lim

t1!þ1
t2!�1

h0jcp0
1
cp0

2
T exp

�
�i

Z t1

t2

d4z
�

4!
�4

0ðzÞ
�
cyp1

cyp2
j0i;

¼ e
�i
2 p

0
2^p0

1e
i
2p1^p2S0½p0

2; p
0
1;p2; p1�: (49)

The expression (49) relates the noncommutative S-matrix
element for a two-to-two particle scattering process with
its commutative counterpart. We remark that this corre-
spondence is a nonperturbative one in � and it is true to all
orders in perturbation of the coupling constant. Also, the
only noncommutative dependence of S�½p0

2; p
0
1;p2; p1� is

by an overall phase. Therefore there are no nonplanar

diagrams and hence the model is essentially free from
any UV/IR mixing.
An analogous relation between the noncommutative and

commutative S-matrix for two-to-many (2 ! N) and
many-to-many (M ! N) particle scattering processes can
be established in a similar way. For instance, for (M ! N)
scattering we have
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S�½p0
N; . . .p

0
1;pM; . . .p1� ¼ out;�hp0

N; . . .p
0
1jpM . . .p1i�;in;

(50)

where jp0
1; . . .p

0
Ni�;out is the noncommutative N-particle

out-state and jpM . . .p1i�;in is the noncommutative

N-particle in-state. As before, the in- and out-states can

be related with each other using S-matrix Ŝ�. Therefore we
have

S�½p0
N; . . .p

0
1;pM; . . .p1� ¼ out;�hp0

N; . . .p
0
1jŜ0jpM . . .p1iout;�

¼ in;�hp0
N; . . .p

0
1jŜ0jpM . . .p1iin;�:

(51)

As before, the interaction picture noncommutative

S-matrix Ŝ� is given by (47). Moreover, just like the two-

particle states, the interaction picture noncommutative
multiple-particle states can be written as

jpM . . .p1i� ¼ ayp1
. . .aypM

j0i: (52)

Using (47) and (52) we obtain

S�½p0
N; . . .p

0
1;pM; . . .p1�

¼ lim
t1!þ1
t2!�1

h0jap0
1
. . . ap0

N
T

	 exp

�
�i

Z t1

t2

d4z
�

4!
�4

0ðzÞ
�
ayp1

. . . aypM
j0i: (53)

Using the dressing transformation (7) in (53) we obtain

S�½p0
N; . . .p

0
1;pM; . . .p1� ¼ lim

t1!þ1
t2!�1

h0jcp0
1
e
�i
2 p

0
1^P . . . cp0

N
e
�i
2 p

0
N^PT exp

�
�i

Z t1

t2

d4z
�

4!
�4

0ðzÞ
�
cyp1

e
i
2p1^P . . . cypM

e
i
2pM^Pj0i;

¼ e
i
2ð
P

M
i;j¼1;j>i

pi^pj�
P

N
i;j¼N;j<i

p0
i^p0

jÞS0½p0
N; . . .p

0
1;pM; . . .p1�: (54)

This is the generic result relating the noncommutative
many-to-many particle S-matrix with its commutative ana-
logue. Again, it should be noted that the proof is com-
pletely nonperturbative in � and hence valid to all orders in
the coupling constant. Also, as argued before, the phe-
nomena of UV/IR mixing is completely absent.
Moreover, since the noncommutative S-matrix elements
are related to the analogous commutative ones only by an
overall phase, so physical observables like transition prob-
abilities, cross section and decay rates, etc. remain un-
changed. In spite of this, various other collective mode
phenomenons, particularly those depending crucially on
statistics of the particles, do get changed and offer testable
predictions for the noncommutative theory [9–14].

III. NONCOMMUTATIVE LSZ FORMALISM

In this section we review the noncommutative LSZ
formalism and calculate the noncommutative S-matrix
elements via the reduction formula. The noncommutative
S-matrix computed via LSZ will be shown to be com-
pletely equivalent to that computed in the previous section
using the interaction picture. This establishes the equiva-
lence of the two approaches. Also, this second method
brings out the difference between scattering amplitudes
and off-shell Green’s functions.

We consider as an example the time-ordered product of
four real scalar fields with �4-type self-interactions repre-
senting a process of two particles going into two other
particles. This is described by the correlation function

G2þ2ðx01; x02; x1; x2Þ ¼ h�jT ð�ðx01Þ�ðx02Þ�ðx1Þ�ðx2ÞÞj�i;
(55)

where j�i is the vacuum of the full interacting theory.

The Green’s function G0
2þ2 in the commutative case is

given by the time-ordered product of four commutative
fields �0. The corresponding Green’s function G�

2þ2 in the

noncommutative case is obtained by replacing the commu-
tative fields �0 by the noncommutative ones �� in the
time-ordered product in (55). The case of many particle
scattering will be taken up later.
As done in the previous section, we start first by briefly

reviewing the derivation of the commutative LSZ reduction
formula before going on to the noncommutative case. The
derivation presented in this section is originally due to [25]
which can be consulted for further details.

A. Commutative case

In this section we use the following notations:

p̂ is an on-shell momentum ¼ ðE~p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~p2 þm2

q
; ~pÞ;

p is a generic 4-momentum; with p0 > 0: (56)

Let us consider the time-ordered product of four com-
mutative fields �0ðxÞ given by

G0
2þ2ðx01; x02; x1; x2Þ ¼ h�jT ð�0ðx01Þ�0ðx02Þ�0ðx1Þ

	�0ðx2ÞÞj�i: (57)

As mentioned before, G0
2þ2ðx01; x02; x1; x2Þ can be related to

a process of two particles scattering or decaying into two
other particles.
We Fourier transform G0

2þ2ðx01; x02; x1; x2Þ only in x01.
Without loss of generality, we can assume that x01 is asso-
ciated with an outgoing particle. We can split the x001
integral into three time intervals as
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�Z T�

�1
dx001 þ

Z Tþ

T�
dx001 þ

Z 1

Tþ
dx001

�
d3x01e

ip00
1
x00
1
�i ~p0

1
� ~x0

1

	G0
2þ2ðx01; x02; x1; x2Þ: (58)

Here Tþ 
 max ðx002 ; x01; x02Þ and T� � min ðx002 ; x01; x02Þ.
Since Tþ � x001 � T� is a finite interval, the corresponding
integral gives no pole. A pole comes from a single particle
insertion in the integral over x001 � Tþ in G0

2þ2. In the

integration between the limits Tþ and þ1, �ðx01Þ stands
to the extreme left inside the time ordering so that

G0
2þ2ðx01; x02; x1; x2Þ

¼
Z d3q1

ð2�Þ3
1

2E~q1

h�j�0ðx01Þjq1i

	 hq1jTð�0ðx02Þ�0ðx1Þ�0ðx2ÞÞj�i þ OT; (59)

where OT stands for the other terms. The matrix element of
the field �0ðx01Þ can be written as

h�jeiP�x01�0ð0Þe�iP�x0
1 jE~q1 ; ~q1i

¼ h�j�0ð0ÞjE~q1 ; ~q1ie�iq1�x01 jq0
1
¼E~q1

;

¼ h�j�0ð0Þjq01; ~q1 ¼ 0ie�iq1�x01 jq0
1
¼E~q1

; (60)

where E2
~q1
¼ ~q21 þm2. We have used the Lorentz invari-

ance of the vacuum j�i and �0ð0Þ in above. We then have

h�j�0ðx01ÞjE~q1 ; ~q1i ¼
ffiffiffiffi
Z

p
e�iðE~q1

x00
1
� ~q1� ~x01Þ; (61)

where the field-strength renormalization factor
ffiffiffiffi
Z

p
is de-

fined by ffiffiffiffi
Z

p ¼ h�j�0ð0Þjq01; ~q1 ¼ 0i; (62)

and q01 > 0. Hence the integral between Tþ and þ1
becomesffiffiffiffi
Z

p 1

2E ~p0
1

Z 1

Tþ
dx001 e

iðp00
1
�E~p0

1
þi�Þx00

1 hp0
1jTð�20�1�2Þj�iþOT;

(63)

where � > 0 is a cutoff and �i ¼ �0ðxiÞ. After the x001
integral we obtain

~Gð1Þ
0 ðp0

1; x
0
2; x1; x2Þ ¼

ffiffiffiffi
Z

p i

2E ~p0
1

e
iðp00

1
�E ~p0

1
þi�ÞTþ

ðp00
1 � E ~p0

1
þ i�Þ

	 hp0
1jTð�20�1�2Þj�i þ OT: (64)

As p00
1 ! E ~p0

1
, it becomes

~Gð1Þ
0 ðp0

1; x
0
2; x1; x2Þ ¼

ffiffiffiffi
Z

p i

p02
1 �m2 � i�

	 hp0
1jTð�20�1�2Þj�i þ OT: (65)

Now in the case of integration over ð�1; T�Þ,
�0ðx01Þ stands to the extreme right in the time-ordered
product, so the one-particle state contribution comes
from

hq1j�0ðx01Þj�i ¼ ffiffiffiffi
Z

p
eiðE~q1

x00
1
� ~q1� ~x01Þ: (66)

The energy denominator is thus 1
p00
1
þE~p0

1
�i�

and has no

pole for p00
1 > 0. The only pole comes from the single

particle insertion in the integral over x001 � Tþ. It is
given by (65).
Similarly, for the two-particle scattering p1, p2 ! p0

1,
p0
2, the poles appear in both p00

1 and p00
2 when both x001 and

x002 integrations are large, that is

x001 ; x
00
2 
 T1 
 x01; x

0
2: (67)

So for these poles, we obtain

~Gð2Þ
0 ðp0

1; p
0
2; x1; x2Þ ¼

Z 1

Tþ
dx001 dx

00
2 d

3x01d
3x02e

ip0
1
�x0

1
þip0

2
�x0

2

	 1

2!

�
1

ð2�Þ3
�
2 d3q1d

3q2
ð2E~q1Þð2E~q2Þ

	 h�j�0ðx01Þ�0ðx02Þj ~q1 ~q2i
	 h ~q1 ~q2jTð�1�2Þj�i þ OT: (68)

Here Tþ is supposed to be very large. We take �0ðx01Þ,
�0ðx02Þ to be out-fields. As we set j ~q2 ~q1i to j ~q2 ~q1iout for
large Tþ, only h�j�outþ

0 ðx01Þ�outþ
0 ðx02Þj ~q2 ~q1iout, where

�outþ
0 is the positive frequency part of the out-field, con-

tributes. Thus we do not need any time ordering between
these out-fields. So we have

~Gð2Þ
0 ðp0

1; p
0
2; x1; x2Þ ¼

Z 1

Tþ
d4x01d

4x02e
ip0

1
�x0

1
þip0

2
�x0

2

	 1

2!

�
1

ð2�Þ3
�
2
�
d3q1
2E~q1

��
d3q2
2E~q2

�

	 h�j�out
0 ðx01Þ�out

0 ðx02Þj ~q2 ~q1iout
	 outh ~q2 ~q1jTð�1�2Þj�i: (69)

Now,

h�j�out
0 ðx01Þ�out

0 ðx02Þj ~q2 ~q1iout
¼ h�j�out

0 ðx01Þj ~q1ih�j�out
0 ðx02Þj ~q2i þ ~q2 $ ~q1: (70)

Thus we can generalize (65) to

~Gð2Þ
0 ðp0

1;p
0
2;x1;x2Þ¼

� ffiffiffiffi
Z

p �
i

p02
1 �m2� i�

��

	
� ffiffiffiffi

Z
p �

i

p02
2 �m2� i�

��

	 outhp0
1p

0
2jTð�1�2Þj�iþOT: (71)

Similar calculations for incoming poles, with x01, x
0
2 �

T� � x001 , x
00
2 , leads to
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~Gð4Þ
0 ðp0

1; p
0
2; p1; p2Þ ¼

Y2
i¼1

Y2
j¼1

� ffiffiffiffi
Z

p �
1

p02
i �m2 � i�

��

	
� ffiffiffiffi

Z
p �

1

p2
j �m2 � i�

��

	 outhp0
1p

0
2jp1p2iin: (72)

B. Noncommutative case

Our treatment of the noncommutative case is quite
similar to that of the commutative case just discussed.
Our aim is to arrive at the noncommutative version of
(72). However, instead of considering a two-particle scat-
tering process first and then generalizing, as done in the
commutative case, we directly start with the generic pro-
cess where M particles go into N particles.

Before discussing the noncommutative LSZ formalism
we list down a few relations:

(1) The completeness relations: These remain same for
the twisted in- and out-states like in the commuta-
tive case. Recall that the noncommutative phases
arising because of the twisted statistics (5) followed

by ap and ayp, cancel each other. Therefore

ayin;outpN
. . . ayin;outp1

j�ih�jain;outp1
. . .ain;outpN

¼ cyin;outpN
. . . cyin;outp1

j�ih�jcin;outp1
. . . cin;outpN

: (73)

Using (73) one can also check the resolution of
identity (given below) as well as the completeness
for the twisted in- and out-states.

(2) Resolution of identity:

I0 ¼ X
N

1

N!

�Z YN
i¼1

d3pi

ð2�Þ3
1

2E ~pi

�
ayin;outpN

. . . ayin;outp1
j�i

	 h�jain;outp1
. . . ain;outpN

: (74)

This turns out to be independent of ��� due to (73).

Hence we have

I0 ¼ X
N

1

N!

�Z YN
i¼1

d3pi

ð2�Þ3
1

2E ~pi

�
cyin;outpN

. . . cyin;outp1
j�i

	 h�jcin;outp1
. . . cin;outpN

: (75)

We are interested in the scattering process ofM particles
going to N particles. We then consider the twisted N þ
M-point Green’s function

G�
NþMðx01; . . . ;x0N;x1; . . . ;xMÞ
¼h�jTð��ðx01Þ . . .��ðx0NÞ��ðx1Þ . . .��ðxMÞÞj�i: (76)

As mentioned before, the twisted N þM-point Green’s
function is obtained by replacing the commutative fields
�0 with noncommutative fields �� in the time-ordered
product of fields. Also, the Fourier transform of (76) can
be obtained by integrating with respect to the measure

ðQid
4x0iÞð

Q
jd

4xjÞeið
P

i
N
p0
i�x0i�

P
j
M

pj�xjÞ.
Integration over xi, x0i gives us ~GNþM

� ðp0
1 .. . ;p

0
N;

p1 .. . ;pMÞ. The residue at the poles in all the momenta
multiplied together gives the scattering amplitude. This is
just the noncommutative version of the LSZ reduction
formula. We now show that it gives the same expression
for the S-matrix elements, as the one obtained in previous
section using the interaction picture.
As done in the commutative case, the pole in p0

1 can be
obtained by Fourier transforming in just x01, i.e.

~Gð1Þ
� ðp0

1; . . . ; x
0
N; x1; . . . ; xMÞ

¼
Z

d4x01e
iðp00

1
x00
1
� ~p0

1
� ~x0

1
Þ

	 h�jT ð��ðx01Þ . . .��ðx0NÞ��ðx1Þ . . .��ðxMÞÞj�i:
(77)

Taking Tþ 
 x00N . . . x002 ; x
0
M; . . . ; x

0
1, we can isolate the term

with pole in ~Gð1Þ
� . Hence

~Gð1Þ
� ðp0

1; . . . ; x
0
N; x1 . . . xMÞ ¼

ffiffiffiffi
Z

p Z 1

Tþ
dx001 d

3x01e
iðp00

1
x00
1
� ~p0

1
� ~x0

1
Þh�j�out

� ðx01ÞT ð��ðx02Þ . . .��ðx0NÞ��ðx1Þ . . .��ðxMÞÞj�i þ OT;

¼ ffiffiffiffi
Z

p Z 1

Tþ
dx001 d

3x01
1

ð2�Þ3
d3q1
2E~q1

eiðp00
1
x00
1
� ~p0

1
� ~x0

1
Þh�j�out

� ðx01Þjq̂1i

	 hq̂1jT ð��ðx02Þ . . .��ðx0NÞ��ðx1Þ . . .��ðxMÞÞj�i þ OT; (78)

where

h�j�out
� ðx01Þjq̂1i ¼ h�j�out

0 ðx01Þjq̂1i (79)

because the twist gives just 1 in this case. This can be seen by using the dressing transformation (8), i.e. writing �out
� as

e
1
2@^P�out

0 and acting with P� on h�j.
Repeating essentially the same procedure as in the commutative case, one can extract the pole 1

p02
1
�m2�i�

and its

coefficient.
For poles at p0

1, p
0
2, we have
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~Gð2Þ
� ðp0

1; p
0
2; x

0
3; . . . ; x

0
N; x1; . . . ; xMÞ ¼

Z 1

Tþ
d4x01d

4x02e
ip0

1
�x0

1
þip0

2
�x0

2ð ffiffiffiffi
Z

p Þ2 d3q̂1d
3q̂2

2!ð2E~q1Þð2E~q2Þ
h�j�out

� ðx01Þ�out
� ðx02Þjq̂1; q̂2i

	 hq̂1; q̂2jT ð��ðx03Þ . . .��ðx0NÞ��ðx1Þ . . .��ðxMÞÞj�i þ OT: (80)

Because of (75) there is no twist factor in jq̂1; q̂2i and hq̂2; q̂1j.
Now we compute the matrix element of the two out-fields:

h�j�out
� ðx01Þ�out

� ðx02Þjq̂1; q̂2i ¼
Z �

1

ð2�Þ3
�
2 d3p00

1

E~p00
1

d3p00
2

2E~p00
2

e�ip̂00
1
�x0

1
�ip̂00

2
�x0

2e�i
2p̂

00
1
^ð�p̂00

2
þq̂1þq̂2Þe�i

2p̂
00
2
^ðq̂1þq̂2Þh�jcoutp00

1
coutp00

2
cyoutq2 cyoutq1 j�i;

(81)

where the matrix element is

h�jcoutp00
1
coutp00

2
cyoutq2 cyoutq1 j�i ¼ ð2�Þ3ð2�Þ32E ~p00

1
2E ~p00

2
½	3ð ~p00

1 � ~q1Þ	3ð ~p00
2 � ~q2Þ þ 	3ð ~p00

1 � ~q2Þ	3ð ~p00
2 � ~q1Þ�: (82)

It is then clear that the whole matrix element in (81)
vanishes unless

p̂00
1 þ p̂00

2 ¼ q̂1 þ q̂2; (83)

so that

e�i
2p̂

00
1
^ð�p̂00

2
þp̂00

1
þp̂00

2
Þ�i

2p̂
00
2
^ðp̂00

1
þp̂00

2
Þ ¼ e�i

2p̂
00
2
^p̂00

1 : (84)

Now, integrations over ~x01, ~x
0
2 give us further 	 functions

which imply that

~p00
1 ¼ ~p0

1; ~p00
2 ¼ ~p0

2; (85)

and hence

p̂00
1 ¼ p̂0

1; p̂00
2 ¼ p̂0

2: (86)

Thus we finally obtain the noncommutative phase e�i
2p̂

0
2^p̂0

1 .
Moreover, since

outhq̂1; q̂2j ! outhp̂0
1; p̂

0
2j; (87)

and due to the identity

outh�jcoutq1 c
out
q2 ¼ outh�jcoutq2 c

out
q1 ; (88)

we finally obtain

~Gð2Þ
� ðp0

1; p
0
2; . . . ; x

0
N; x1; . . . ; xMÞ ¼

ffiffiffiffi
Z

p
p02
1 �m2 � i�

ffiffiffiffi
Z

p
p02
2 �m2 � i�

e�i
2p̂

0
2
^p̂0

1

	 outhp̂0
1p̂

0
2jT ð��ðx03Þ . . .��ðx0NÞ��ðx1Þ . . .��ðxMÞÞj�i þ OT: (89)

The phase can be absorbed so that the twisted out-state
becomes

h�jaout� ðp̂0
2Þaout� ðp̂0

1Þ: (90)

Hence the two-particle residue gives us the same expres-
sion as obtained in (54).

As shown in [25] the above analysis can be easily
generalized to N outgoing particles. For this purpose it is
enough to analyze the phases associated with the outgoing
fields. Indeed, let us look at

h�jaoutp̂0
1
aoutp̂0

2
. . .aoutp̂0

N
jq̂1 . . . q̂Ni and hq̂1 . . . q̂Njayp̂0

N
. . .ay

p̂0
1
j�i:
(91)

The above two matrix elements have phases related with
each other by complex conjugation. One can easily calcu-
late them by using (5) and moving the twist of ap̂0 in the

first term to the left and in the second term to the right. This
will give the appropriate phase seen in (54).
One can similarly do a computation for incoming parti-

cles as well, where the conjugates of (91) will appear.
Putting all this together, the final answer can easily be
seen to be the same as the one obtained in (54).

IV. RENORMALIZATION AND � FUNCTION

In this section, we carry out the renormalization of
twisted �4

�;� scalar field theory on the Moyal plane. We

argue that the twisted theory is renormalizable, with the
renormalization prescription being similar to that of com-
mutative �4

0 theory. In particular, we explicitly check the

above claim by carrying out renormalization to one loop,
computing the beta function up to one loop and analyzing
the renormalization group (RG) flow of coupling. We show
that the twisted-� function is essentially the same as the �

RENORMALIZATION OF NONCOMMUTATIVE QUANTUM . . . PHYSICAL REVIEW D 87, 064014 (2013)

064014-9



function of the commutative theory. The case of more
general pure matter theories will be considered in the
next section.

In this section, we follow the treatment of [26,27] for the
computations in the commutative �4

0 theory.

A. Superficial degree of divergence

We begin by analyzing superficial degree of divergence
of a generic Feynman diagram for a�n

�;� scalar field theory
in d dimensions. It is easy to see that the criterion for
superficial degree of divergence will be the same as that for
a generic Feynman diagram for a�n

0 scalar field theory in d
dimensions. The reason is that the noncommutative
S-matrix (and Feynman diagrams) differ from their com-
mutative counterparts only by an overall noncommutative
phase which does not contribute to the superficial degree of
divergence of a diagram. For a generic noncommutative
Feynman diagram (involving only scalars) in d dimensions
with E external lines, I internal lines and VN vertices
having N legs (internal or external) attached to them, the
superficial degree of divergence D is

D ¼ d� 1

2
ðd� 2ÞEþ VN

�
N � 2

2
d� N

�
: (92)

In d ¼ 4 dimensions this reduces to

D ¼ 4� Eþ VNðN � 4Þ: (93)

Furthermore, for �4
�;� theory in d ¼ 4 dimensions we have

D ¼ 4� E: (94)

We notice that, as expected, the superficial degree of
divergences in (92)–(94) are all the same as that for com-
mutative case. So the criterion for determining which of the
diagrams will be divergent, remains the same, i.e. the
diagrams with D � 0 are the divergent ones. Thus, it
follows immediately from (94), that for �4

�;� theory in d ¼
4 dimensions, which is the model we are presently inter-
ested in, there are divergences for E ¼ 2 and E ¼ 4. These
correspond to the one-particle irreducible (1PI) two-point

function �ð2Þ
� and four-point function �ð4Þ

� respectively,

implying that, �ð2Þ
� and �ð4Þ

� will be divergent. We need to

renormalize them, resulting in corrections to propagators
and vertices. Furthermore, like in the commutative case, by
making the 1PI two-point function and four-point func-
tions finite, we can make the whole theory finite, as these
two functions are the only source of divergences.

We further remark that, like in commutative case, just
because the superficial degree of divergence of a given
diagram is less than zero does not mean that it is diver-
gence free, as it can have divergent subdiagrams. But if we

renormalize �ð2Þ
� and �ð4Þ

� , all these subdivergences will be

taken into account, resulting in the renormalized theory
being divergence free.

B. Dimensional regularization and renormalization
using the minimal subtraction scheme

In this section, we carry out the renormalization of �4
�;�

scalar field theory on Moyal plane, using dimensional
regularization and minimal subtraction scheme. We use

MS scheme and dimensional regularization by working
in d ¼ 4� � dimensions. In d ¼ 4� � dimensions the
coupling � is no longer dimensionless, so we change it to
� ! � ~��, where ~� is a mass parameter.

The bare ( ~��, mB and �B) and renormalized (��, m and
�) fields and parameters are related with each other as

~�� ¼ Z1=2
� ��; mB ¼ Z�1=2

� Zmm; �B ¼ Z�2
� Z�� ~��;

(95)

where Z� is the wave function renormalization constant,
Zm is the mass renormalization constant and Z� is the
coupling renormalization constant. The Zs are as of yet
unknown constants and are to be evaluated perturbatively.
It should also be noted that the functional form of the Zs
depends on the renormalization scheme. Moreover, it turns

out that in MS renormalization scheme, the Zs will have a
generic form like

Z� ¼ 1þ X1
n¼1

anð�Þ
�n

; Zm ¼ 1þ X1
n¼1

bnð�Þ
�n

;

Z� ¼ 1þ X1
n¼1

cnð�Þ
�n

:
(96)

From (96) and as we will argue later in this section, the Zs
are all independent of � to all orders in perturbation theory.
This implies that the � function, the anomalous dimen-
sions of mass and n-point Green’s functions will be the
same as that for commutative �4

0 theory.

C. Two-point function

The Feynman diagrams contributing at one loop to the
two-point function are seen in Fig. 1.

FIG. 1. Feynman diagrams for the two-point function at one loop.
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So the loop contribution to the two-point function is
given by

�i�ðk2Þ ¼ 1

2
ð�iZ�� ~��Þ

Z ddl

ð2�Þd
i

l2�m2
þ iðAk2�Bm2Þ;

(97)

where A ¼ Z� � 1 and B ¼ Zm � 1.

Now, let us consider the integral


 ¼ ~��
Z ddl

ð2�Þd
i

l2 �m2
: (98)

Substituting l0 ¼ il0E and going to Euclidean plane we have


 ¼ ~��
Z ddlE

ð2�Þd
1

l2E þm2
; (99)

where l2E ¼ ðl0EÞ2 þ ~l2. The integral evaluates to (d ¼
4� �) [27]


 ¼ �ð�1þ �
2Þ

ð4�Þ2 m2

�
4� ~�2

m2

��
2
: (100)

Now, we use the identity

�ð�nþ xÞ ¼ ð�1Þn
n!

�
1

x
� �þ Xn

k¼1

k�1 þOðxÞ
�
; (101)

where � is the Euler-Mascheroni constant. Using (101) in
(100) we obtain


 ¼ �m2

ð4�Þ2
�
2

�
� �þ 1

��
4� ~�2

m2

��
2

¼ �m2

ð4�Þ2
��

2

�
� �þ 1

�
þ ln

�
4� ~�2

m2

�

þ ð��þ 1Þ �
2
ln

�
4� ~�2

m2

��
; (102)

where we have used the relation X
�
2 ¼ 1þ �

2 lnX þOð�2Þ,
for � � 1. Since we are interested in the d ¼ 4 case, we
take the limit � ! 0 in (102), so that

lim
�!0


 ¼ �m2

ð4�Þ2
�
2

�
þ 1þ ln

�
�2

m2

��
; (103)

where we have �2 ¼ 4� ~�2e��. Using (103) in (97) we
obtain

lim
�!0

� i�ðk2Þ ¼ ð�i�Þ
2

�m2

ð4�Þ2
�
2

�
þ 1þ ln

�
�2

m2

��

þ iðAk2 � Bm2Þ: (104)

As can be seen from (104), the singularities due to loop
contribution manifest themselves as certain terms devel-
oping singularities in the limit � ! 0. Since we are inter-
ested in only the singular terms we may split (104) as

lim
�!0

�ðk2Þ ¼ � �m2

ð4�Þ2
1

�
� Ak2 þ Bm2

þ Terms of finite order: (105)

Now, according to theMS scheme, the constants A and B
are to be chosen in such a way as to cancel all the singular
terms in (105). So we have

A ¼ Z� � 1 ¼ Oð�2Þ ) Z� ¼ 1þOð�2Þ;
B ¼ Zm � 1 ¼ �

16�2

1

�
þOð�2Þ ) Zm ¼ 1

þ �

16�2

1

�
þOð�2Þ: (106)

D. Four-point function

The Feynman diagrams up to one loop for the four-point
function are depicted in Fig. 2.

FIG. 2. Feynman diagrams for the four-point function at one loop.
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The four-point function is given by

i�ð4Þ
� ¼ e

i
2ðp1^p2�p3^p4Þ

�
�iZ�� ~�� þ 1

2
ð�iZ�� ~��Þ2fiVðsÞ

þ iVðtÞ þ iVðuÞg þOð�3Þ
�
; (107)

where s, t, u are the Mandelstam variables defined as s ¼
ðp1 þ p2Þ2, t ¼ ðp3 � p1Þ2 and u ¼ ðp4 � p1Þ2 and

iVðp2Þ ¼
Z ddl

ð2�Þd
i

ðlþ pÞ2 �m2

i

l2 �m2
: (108)

The appearance of noncommutative phases in (107) is an
attribute of the twisted statistics followed by the particles.

Moreover, these phases insure that �ð4Þ
� has right symme-

tries vis-à-vis twisted Poincaré invariance.
Now, consider the integral

~��iVðp2Þ ¼ ~��
Z ddl

ð2�Þd
i

ðlþ pÞ2 �m2

i

l2 �m2
; (109)

which evaluates after Wick rotation q0 ! iq0E to [27]

~��iVðp2Þ ¼ �i ~��
Z 1

0
dx

Z ddqE
ð2�Þd

1

½q2E þD�2 ; (110)

where D ¼ m2 � xð1� xÞp2, with x being a Feynman
parameter.

Using the standard integral

Z ddqE
ð2�Þd

ðq2EÞa
½q2EþD�b ¼

�ðb�a� d
2Þ�ðaþ d

2Þ
ð4�Þd2�ðbÞ�ðd2Þ

; D�ðb�a�d
2Þ;

(111)

we have

~��iVðp2Þ ¼ �i ~��
Z 1

0
dx

�ð2� d
2Þ

ð4�Þd2 D�ð2�d
2Þ: (112)

Putting d ¼ 4� �, we have

~��iVðp2Þ ¼ �i

ð4�Þ2 �
�
�

2

�Z 1

0
dx

�
4� ~�2

D

��
2
: (113)

Using the identity

�ð�nþ xÞ ¼ ð�1Þn
n!

�
1

x
� �þ Xn

k¼1

k�1 þOðxÞ
�
; (114)

we have

�

�
�

2

�
¼ 2

�
� �þOð�Þ: (115)

Using (115) in (113) we have

~��iVðp2Þ ¼ �i

ð4�Þ2
�
2

�
� �

�Z 1

0
dx

�
4� ~�2

D

��
2
: (116)

In the limit � ! 0, we have

lim
�!0

~��iVðp2Þ ¼ �i

ð4�Þ2
�
2

�
þ

Z 1

0
dx ln

�
�2

D

��
: (117)

Using (117) into (107) we obtain

lim
�!0

i�ð4Þ
� ¼ e

i
2ðp1^p2�p3^p4Þ

�
�iZ��þ 1

2
ð�iZ��Þ2

� �i

ð4�Þ2
��
6

�
þ

Z 1

0
dx

�
ln

�
�2

DðsÞ
�
þ ln

�
�2

DðtÞ
�
þ ln

�
�2

DðuÞ
���

þOð�3Þ
�

� e
i
2ðp1^p2�p3^p4Þ

�
�iZ��þ ð�i�Þ2

� �i

32�2

��
6

�
þ Finite Terms

�
þOð�3Þ

�
: (118)

where in writing the last line we have neglected higher
powers of Z�.

Now, in accordance with MS scheme, matching the
divergent parts in (118), we obtain

Z� ¼ 1þ 3�

16�2

1

�
; (119)

which is the same as that for the commutative theory. Note
that, as remarked in the beginning of this section, the Z�,
Z� and Zm are all completely independent of �. This is

what we naively expected from our analysis of the tree
level theory in previous sections. The noncommutative
corrections are just phases. Hence they do not result in
any new source of divergence. Moreover, since the form of
Zs is completely fixed (within a given renormalization
scheme) by the demand that the renormalized theory

should be divergence free, if we try to put an implicit
dependence of � in Zs, then (119) and (106) will not be
satisfied, implying that the renormalized theory is still not
completely free from divergences. So the demand that
renormalized theory be completely free of any divergence,
forces us to choose Zs of the form (119) and (106) and
hence no dependence of Zs on �, whether implicit or
explicit, is allowed. Moreover, although we have done
calculations with a particular renormalization scheme, it
is easy to see that whatever renormalization scheme one
chooses to use, the source and form of divergences always
remains the same. The noncommutative phases will never
result in any new divergence or contribute to any diver-
gence and hence the demand to cancel all the divergences
will always imply that at least the divergent part of Zs is
completely independent of �. As it does in commutative
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theory, the prescription dependence of renormalization
scheme will only effect the finite terms. Hence, even
changing renormalization scheme or for that matter, even
the regularization technique, does not change the essential
result that the divergent part of Zs have no dependence,
implicit or explicit, on �.

Higher loop corrections to two-point and four-point
functions.—Although in this paper we restrict ourself only
to one loop corrections to two-point and four-point func-
tions, higher loop effects can similarly be computed. The
noncommutative corrections are always a phase (to all
orders of perturbation). They never give rise to new sources
of divergences. So the Zs to all orders in perturbation will be
always independent (implicitly as well as explicitly) of �
and will have the same form as that of commutative theory.
So, like in the commutative case the generic form of Zs are

Z� ¼ 1þ X1
n¼1

anð�Þ
�n

; Zm ¼ 1þ X1
n¼1

bnð�Þ
�n

;

Z� ¼ 1þ X1
n¼1

cnð�Þ
�n

;
(120)

where anð�Þ, bnð�Þ and cnð�Þ are unknown functions which
are evaluated perturbatively by demanding that the renor-
malized theory be independent of divergences at all orders
of perturbation. Also note that anð�Þ, bnð�Þ and cnð�Þ are all
independent of � and as argued before they have the same
form as for commutative �4

0 theory.

E. Renormalization group and � function

In previous section we showed that all Zs are indepen-
dent of � and are the same as in the commutative case. In
view of this, we expect and will show by explicit compu-
tations that it is indeed the case. The � function and RG
equation are also independent of �. They are the same as in
the commutative case.

For the � function computation we start with noticing
the fact that the bare and renormalized couplings are
related with each other via

�B ¼ Z�2
� Z�� ~��; (121)

or

ln�B ¼ ln ðZ�2
� Z�Þ þ ln�þ � ln ~�: (122)

Differentiating (122) with respect to ln�, we obtain

@ðln�BÞ
@ðln�Þ ¼ @ðln ðZ�2

� Z�ÞÞ
@ðln�Þ þ @ðln�Þ

@ðln�Þ þ
@ð� ln ~�Þ
@ðln�Þ

¼ @ðln ðZ�2
� Z�ÞÞ

@ðln�Þ þ @ðln�Þ
@ðln�Þ þ �; (123)

where � is a mass scale, �2 ¼ 4�e�� ~�2. Now, we de-
mand that the bare coupling be independent of �, i.e.
@ðln�BÞ
@ðln�Þ ¼ 0. Then

0 ¼ @ðln ðZ�2
� Z�ÞÞ

@ðln�Þ þ @ðln�Þ
@ðln�Þ þ �

¼ @ðln ðZ�2
� Z�ÞÞ

@�

@�

@ðln�Þ þ
1

�

@�

@ðln�Þ þ �: (124)

From (106) and (119) we have

lnðZ�2
� Z�Þ¼ ln

�
1þ 3�

16�2

1

�

�
¼ 3�

16�2

1

�
þOð�2Þ: (125)

Using (125) in (124) we obtain

3

16�2

1

�

@�

@ðln�Þ þ
1

�

@�

@ðln�Þ þ � ¼ 0; (126)

or

@�

@ðln�Þ ¼ ���þ 3�2

16�2
þOð�3Þ: (127)

Therefore the � function is given by

�ð�Þ ¼ lim
�!0

@�

@ðln�Þ ¼
3�2

16�2
þOð�3Þ: (128)

We note that, as expected, (128) is completely independent
of � and is the same as the commutative � function.
Integrating (128) we can immediately calculate the run-

ning of the coupling constant with respect to variation in
the scale �, which turns out to be the same as in the
commutative theory. It is given by

�2 ¼ �1

1� 3�1

16�2 ln ð�2

�1
Þ : (129)

Now we calculate the RG equation for a generic n-point

1PI function �ðnÞ
� .

The bare n-point 1PI functions �ðnÞ
�;B and renormalized

n-point 1PI functions �ðnÞ
�;R are related with each other as

�ðnÞ
�;Bðp1; . . . ; pn; �;�B;mB; �Þ
¼ Z

�n
2

� �ðnÞ
�;Rðp1; . . . ; pn; �;�;m; �;�Þ; (130)

where all the �ðnÞ
�;R are finite as � ! 0. From (130) we see

that the left-hand side does not depend on the arbitrary
scale � but the right-hand side has explicit as well as
implicit (through the mass m and coupling �) dependence
on �.1 So if (130) is correct then the explicit and implicit

dependence of �ðnÞ
�;R on � should cancel each other, i.e.

1Its worth noting that the functional dependence of both �ðnÞ
�;B

and �ðnÞ
�;R on the noncommutative phases (like on momenta) is the

same, so the noncommutative phases will not affect the RG.
equations.
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@ ln f�ðnÞ
�;Bðp1; . . . ; pn; �;�B;mB; �Þg

@ ln�
¼ @ ln fZ�n

2

� �ðnÞ
�;Rðp1; . . . ; pn; �;�;m; �;�Þg

@ ln�
¼ 0;

�
�

@

@�
þ�

@�

@�

@

@�
þ�

@m

@�

@

@m
��

n

2

@ lnZ�

@�

�
�ðnÞ
�;Rðp1; . . . ; pn; �;�;m; �;�Þ ¼ 0;

�
�

@

@�
þ �

@

@�
þ 1

m
�m

@

@m
� n�d

�
�ðnÞ
�;Rðp1; . . . ; pn; �;�;m; �;�Þ ¼ 0;

(131)

where � is the � function, �m is the anomalous mass
dimension and �d is the anomalous scaling dimension
of �ðnÞ

�;R.
The equations (131) are the RG equations for a

noncommutative n-point 1PI function. The noncommuta-
tivity does not give rise to any new divergences. Since the
functional dependence of bare and renormalized n-point
1PI functions on noncommutative parameters are the same,
the RG equations are essentially the same as that for
commutative theory. Hence the noncommutative phases in
(131) sit more like spectators and do not affect the RG.
equations.

V. GENERIC PURE MATTER THEORIES

So far we have restricted ourselves to the case of
noncommutative real scalar fields having a �4

�;� self-

interaction. In this section, we consider more general
noncommutative theories with polynomial interactions
and involving only matter fields. As we show in this
section, the formalism developed and discussed in
previous sections, for real scalar fields, goes through
(with appropriate generalizations) for all such theories.
Noncommutative theories involving gauge fields need a
separate treatment and will not be discussed in this
work.

A. Complex scalar fields

Let �� be a noncommutative complex scalar field hav-
ing a normal mode expansion

��ðxÞ ¼
Z

d3 ~k½ake�ikx þ byk e
ikx�;

�y
� ðxÞ ¼

Z
d3 ~k½bke�ikx þ ayk e

ikx�;
(132)

where d3 ~k ¼ d3k
ð2�Þ32Ek

, and ak, bk are noncommutative an-

nihilation operators satisfying the twisted algebra:

a#p1
a#p2

¼ �eip1^p2a#p2
a#p1

;

ðayp1
Þ#ðayp2

Þ# ¼ �eip1^p2ðayp2
Þ#ðayp1

Þ#;
ap1

ayp2
¼ �e�ip1^p2ayp2

ap1
þ ð2�Þ32Ep	

3ðp1 � p2Þ;
bp1

byp2
¼ �e�ip1^p2byp2

bp1
þ ð2�Þ32Ep	

3ðp1 � p2Þ;
ap1

byp2
¼ �e�ip1^p2byp2

ap1
; (133)

where a#p and ðaypÞ# stands for either of the operators ap, bp
and ayp, byp respectively. For � ¼ 1, these are bosonic
operators. For � ¼ �1, these are fermionic operators.
We consider in the following � ¼ 1.
The noncommutative creation and annihilation

operators are related with their commutative counter-
parts (denoted by ck, dk respectively) by the dressing
transformations

ak ¼ cke
�i

2k^P; bk ¼ dke
�i

2k^P;

ayk ¼ cyk e
i
2k^P; byk ¼ dyk e

i
2k^P;

(134)

where P� is the Fock space momentum operator

P� ¼
Z

d3 ~pp�½cypcp þ dypdp�

¼
Z

d3 ~pp�½aypap þ bypbp�: (135)

Using (132) and (134) one can easily check that the non-
commutative fields are also related with commutative
fields by the dressing transformation

��ðxÞ ¼ �0ðxÞe1
2@Q^P; �y

� ðxÞ ¼ �y
0 ðxÞe1

2@Q^P; (136)

where �0 and �y
0 are the commutative complex scalar

fields having the mode expansion

�0ðxÞ ¼
Z

d3 ~k½cke�ikx þ dyk e
ikx�;

�y
0 ðxÞ ¼

Z
d3 ~k½dke�ikx þ cyk e

ikx�:
(137)

Since �� is composed of the operators ap and bp fol-

lowing twisted statistics, unlike commutative fields, the

commutator of �� and �y
� evaluated at same spacetime

points does not vanish, i.e.

½��ðxÞ; �y
� ðxÞ� � 0: (138)

In view of (138), one can in principle write six different
quartic self-interaction terms which naively seem inequi-
valent to each other. Hence, a generic interaction
Hamiltonian density with quartic self-interactions can be
written as
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H �
IntðxÞ ¼

�1

4
�y

� ��y
� ��� ���ðxÞ þ �2

4
�y

� ��� ��y
� ���ðxÞ þ �3

4
�y

� ��� ��� ��y
� ðxÞ þ

�4

4
�� ��y

� ��y
� ���ðxÞ

þ �5

4
�� ��y

� ��� ��y
� ðxÞ þ

�6

4
�� ��� ��y

� ��y
� ðxÞ; (139)

where the �i are the six coupling constants and in general they need not be equal to each other.

1. Some identities

We now list some identities that the noncommutative fields satisfy.
(1) �y

� ðxÞ ���ðxÞ ¼ ��ðxÞ ��y
� ðxÞ (140)

Proof: Using (132) we have

�y
� ðxÞ ���ðxÞ ¼

Z
d3 ~k1½bk1e�ik1x þ ayk1e

ik1x�ei
2@Q^ ~@

Z
d3 ~k2½ak2e�ik2x þ byk2e

ik2x�;

¼
Z

d3 ~k1d
3 ~k2½bk1e�ik1xe

i
2ð�ik1Þ^ð�ik2Þak2e

�ik2x þ bk1e
�ik1xe

i
2ð�ik1Þ^ðik2Þ þ byk2e

ik2xayk1e
ik1xe

i
2ðik1Þ^ð�ik2Þak2e

�ik2x

þ ayk1e
ik1xe

i
2ðik1Þ^ðik2Þbyk2e

ik2x�: (141)

The operators ap and bp satisfy twisted commutation relations, so using (133) in (140) we have

�y
� ðxÞ ���ðxÞ ¼

Z
d3 ~k1d

3 ~k2½ak2bk1e
i
2ðk1Þ^ðk2Þe�ik1xe�ik2x þ byk2bk1e

�i
2 ðk1Þ^ðk2Þe�ik1xeik2x � ð2�Þ32Ek1	

3ðk1 � k2Þe�ik1xeik2x

þ ak2a
y
k1
e
�i
2 ðk1Þ^ðik2Þeik1xe�ik2x þ ð2�Þ32Ek1	

3ðk1 � k2Þeik1xe�ik2x þ byk2a
y
k1
e

i
2ðk1Þ^ðk2Þeik1xeik2x�

¼
Z

d3 ~k2½ak2e�ik2x þ byk2e
ik2x�ei

2@Q^ ~@
Z

d3 ~k1½bk1e�ik1x þ ayk1e
ik1x� ¼ ��ðxÞ ��y

� ðxÞ: (142)

(2) ½�y
0 ðxÞ�0ðxÞ�e1

2@Q^P ¼ ½�0ðxÞ�y
0 ðxÞ�e

1
2@Q^P

(143)

One can check this identity by explicit calculations. But
in view of (140), this is easily checked to be true. Indeed
this is nothing but (140) rewritten in terms of commutative
fields using dressing transformations (136).

These two identities can be generalized to a product of
arbitrary number of fields. Hence for a string of fields
we have

(3) �y
� ðxÞ ��� . . .�

y
� ðxÞ ���

¼ �y
� ðxÞ ��� . . .��ðxÞ ��y

� ðxÞ
¼ ��ðxÞ ��y

� ðxÞ . . .��ðxÞ ��y
� ðxÞ

¼ Other Permutations: (144)

Using dressing transformation (136) and (144) can be
rewritten in terms of the commutative fields, so that

(4) ½�y
0 ðxÞ�0ðxÞ . . .�y

0 ðxÞ�0ðxÞ�e1
2@Q^P

¼ ½�y
0 ðxÞ�0ðxÞ . . .�0ðxÞ�y

0 ðxÞ�e1
2@Q^P

¼ ½�0ðxÞ�y
0 ðxÞ . . .�y

0 ðxÞ�0ðxÞ�e1
2@Q^P

¼ Other Permutations: (145)

From (144) it is clear that in spite of �� not satisfying
usual commutation relation (138), the six possible

apparently different terms in (139) are one and the same.
Hence (139) simplifies to

H �
Int ¼

�
�1

4
þ �2

4
þ �3

4
þ �4

4
þ �5

4
þ �6

4

�

	�y
� ��y

� ��� ���ðxÞ
¼ �

4
�y

� ��y
� ��� ���ðxÞ; (146)

where � ¼ �1 þ �2 þ �3 þ �4 þ �5 þ �6.
One can further simplify (146) using the dressing trans-

formation, so that

H �
Int ¼

�

4
�y

� ��y
� ��� ���ðxÞ

¼ �

4

Z
d3 ~k1½bk1e�ik1x þ ayk1e

ik1x�ei
2@Q^ ~@

	
�Z

d3 ~k2½bk2e�ik2x þ ayk2e
ik2x�ei

2@Q^ ~@

	
�Z

d3 ~k3½ak3e�ik3x þ byk3e
ik3x�ei

2@Q^ ~@

	
Z

d3 ~k4½ak4e�ik4x þ byk4e
ik4x�

��
: (147)

Now, let us take a generic term like
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bk1e
�ik1xe

i
2@Q^ ~@fayk2eik2xe

i
2@Q^ ~@fbyk3eik3xe

i
2@Q^ ~@ak4e

�ik4xgg
¼ dk1e

�i
2k1^Pe�ik1xe

i
2@Q^ ~@fcyk2e

i
2k2^Peik2xei

2@Q^ ~@fdyk3e
i
2k3^Peik3xei

2@Q^ ~@ck4e
�i

2k4^Pe�ik4xgg
¼ dk1e

�ik1xe�i
2k1^Pei

2ð�ik1Þ^ðik2þik3�ik4Þcyk2e
ik2xe

i
2k2^Pei

2ðik2Þ^ðik3�ik4Þdyk3e
ik3xe

i
2k3^Pei

2ðik3Þ^ð�ik4Þck4e
�ik4xe�i

2k4^P

¼ dk1e
�i

2k1^Pcyk2e
i
2k2^Pdyk3e

i
2k3^Pck4e

�i
2k4^Pe�ik1xeik2xeik3xe�ik4xe

i
2ð�ik1Þ^ðik2þik3�ik4Þei

2ðik2Þ^ðik3�ik4Þei
2ðik3Þ^ð�ik4Þ: (148)

To simplify it further, we need the identities

e
i
2q^Pcpe

�i
2 q^P¼e

�i
2 q^pcp; e

i
2q^Pdpe

�i
2 q^P¼e

�i
2 q^pcp; e

i
2q^Pcype

�i
2 q^P¼e

i
2q^pcyp; e

i
2q^Pdype

�i
2 q^P¼e

i
2q^pdyp: (149)

Using (149) in (148) we obtain

bk1e
�ik1xe

i
2@Q^ ~@fayk2eik2xe

i
2@Q^ ~@fbyk3eik3xe

i
2@Q^ ~@ak4e

�ik4xgg ¼ dk1c
y
k2
dyk3ck4e

�ik1xeik2xeik3xe�ik4xe
1
2ð�ik1þik2þik3�ik4Þ^P

¼ dk1c
y
k2
dyk3ck4e

�ik1xeik2xeik3xe�ik4xe
1
2@Q^P: (150)

One can check by similar computations that each and every
term in (147) can be similarly simplified. Hence for a
generic string of creation and annihilation operators we have

ða1Þ#k1ða2Þ#k2 . . . ða4Þ#k4eið�k1�k2...�k4Þx

¼ ðc1Þ#k1ðc2Þ#k2 . . . ðc4Þ#k4eið�k1�k2...�k4Þxe1
2@Q^P; (151)

where a# represents any of the twisted creation and annihi-
lation operators and c# is the analogous commutative
operator.

Therefore using (150) and its generalized form (151) and
(147) can be simplified to

H �
Int ¼

�

4
�y

� � ð�y
� � ð�� ���Þ; Þ

¼
�
�

4
�y

0�
y
0�0�0

�
e
1
2@Q^P

¼ H 0
Inte

1
2@Q^P: (152)

where H 0
Int ¼ �

4�
y
0�

y
0�0�0 is the analogous commuta-

tive Hamiltonian density.

2. The S-matrix

The computation of the S-matrix in this case is quite
similar to that of real scalar fields discussed in earlier
sections.

For a process of two-to-two particle scattering, the
S-matrix elements are given by

S�½p2; p1 ! p0
1; p

0
2� � S�½p0

2; p
0
1;p2; p1�

¼ out;�hp0
2; p

0
1jp2; p1i�;in; (153)

where jp0
1; p

0
2i�;out is the noncommutative two-particle out-

state which is measured in the far future and jp2; p1i�;in is
the noncommutative two particle in-state prepared in the
far past.

Just like the case of real scalar fields, the noncommuta-
tive in- and out-states can be related with each other using

S-matrix Ŝ�. Therefore we have

S�½p0
2; p

0
1;p2; p1� ¼ out;�hp0

2; p
0
1jŜ�jp2; p1iout;�

¼ in;�hp0
2; p

0
1jŜ�jp2; p1iin;�; (154)

where the noncommutative S-matrix Ŝ�, in the interaction
picture, can be written as

Ŝ� ¼ lim
t1!1 lim

t2!�1U�ðt1; t2Þ

¼ T exp

�
�i

Z 1

�1
d4zH �

IntðzÞ
�

¼ T exp

�
�i

Z 1

�1
d4zH 0

IntðzÞe1
2@Qz^P

�
; (155)

where H �
Int is given by (152) and H 0

IntðzÞ is its commu-
tative analogue.

We can formally expand the exponential and write the Ŝ
as a time-ordered power series given by

Ŝ�¼ Iþ�i
Z 1

�1
d4zH 0

IntðzÞe1
2@Qz^PþT ð�iÞ2

Z 1

�1
d4z

	
Z 1

�1
d4z0H 0

IntðzÞe1
2@Qz^PH 0

Intðz0Þe1
2@Qz0 ^Pþ��� :

(156)

Now let us take the second term and simplify it to

�i
Z 1

�1
d4zH 0

IntðzÞe1
2@Qz^P ¼ �i

Z 1

�1
d4zH 0

IntðzÞ; (157)

where as done in [15] we have expanded the exponential,
integrated and discarded all the surface terms. With com-
putations analogous to that done in [15] one can similarly
show that all the higher order terms in power series of (156)
will be free of any � dependence. We refer to [15] for more
details.
Hence we have

Ŝ� ¼ T exp

�
�i

Z 1

�1
d4zH 0

IntðzÞe1
2@Qz^P

�
¼ Ŝ0: (158)
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Like the previously discussed real scalar field case,

here also the Ŝ� turns out to be completely equivalent to

Ŝ0. The noncommutative S-matrix elements have only
overall noncommutative phases in them. This implies
that there is no UV/IR mixing and the physical observ-
ables, e.g. scattering cross section and decay rates are
independent of �.

B. Yukawa interactions

Like the scalar fields, a noncommutative spinor
field c � is composed of twisted fermionic creation
and annihilation operators and has a normal mode
expansion

c �ðxÞ ¼
Z

d3 ~k
X
s

½as;kus;ke�ikx þ bys;kvs:ke
ikx�;

�c �ðxÞ ¼
Z

d3 ~k
X
s

½bs;k �vs;ke
�ikx þ ays;k �us:ke

ikx�;
(159)

where us;k and vs;k are four component spinors (same as

commutative case), d3 ~k ¼ d3k
ð2�Þ32Ek

and as;p, bs;p are twisted

fermionic operators satisfying relations similar to (133) but
with � ¼ �1.

The operators as;p, bs;p can again be related with their

commutative counterparts cs;p, ds;p by dressing transfor-

mations similar to (136). Hence, c � can also be related
with the commutative spinor field c 0 by

c �ðxÞ ¼ c 0ðxÞe1
2@Q^P; �c �ðxÞ ¼ �c 0ðxÞe1

2@Q^P: (160)

Using c � and �� we can construct a Yukawa interaction
term given by

H �
Yuk ¼ �1

�c � ��� � c � þ �2
�c � � c � ���: (161)

Using identities similar to (140)–(145) one can show that
the two terms in (161) are the same, so that

H �
Yuk ¼ � �c � ��� � c �; (162)

with � ¼ �1 þ �2. Using the dressing transformation
(160) one can see that

H �
Yuk ¼ ½� �c 0�0c 0�e1

2@Q^P ¼ H 0
Yuke

1
2@Q^P; (163)

where H 0
Yuk ¼ � �c 0�0c 0 is the commutative Yukawa

interaction term.
We again find that the noncommutative interaction

Hamiltonian density is ðanalogous commutative

Hamiltonian densityÞ 	 e
1
2@Q^P. By computations similar

to that done before we have

Ŝ� ¼ T exp

�
�i

Z 1

�1
d4zH �

YukðzÞ�

¼ T exp

�
�i

Z 1

�1
d4zH 0

YukðzÞe1
2@Qz^P

�
¼ Ŝ0: (164)

Since Ŝ� ¼ Ŝ0, the S-matrix elements for any process have
only overall noncommutative phases coming due to the
twisted statistics of the in- and out-states.

The equivalence between Ŝ� and Ŝ0 and the fact that
only an overall noncommutative phase appears in S-matrix
elements is a generic result. It holds true for any non-
commutative field theory having polynomial interactions
and involving only matter fields [28].

C. Renormalization

Since for any pure matter theory having polynomial

interactions, the Ŝ� always turns out to be the same as Ŝ0
and the noncommutative S-matrix elements have only
overall noncommutative phase dependences, the noncom-
mutative 1PI functions also have only overall noncommu-
tative phase dependences. Apart from the divergences
already present in analogous commutative theories, there
are no new source of divergences, in any such noncommu-
tative theory. So all such theories are renormalizable pro-
vided the analogous commutative theory is itself
renormalizable. Moreover, as we saw from explicit calcu-
lations for the case of �4

�;� theory, the essential techniques
of renormalization remains the same as the commutative
ones and these noncommutative theories can always be
renormalized in a way very similar to the commutative
theories.
Also, as in case of �4

�;� theory, the � dependent phases

present in 1PI functions for all such theories will sit more
like spectators and will not change the � functions, RG
flow of couplings or the fixed points, from those of the
analogous commutative theory.

VI. CONCLUSIONS

In this work we have presented a complete and compre-
hensive treatment of noncommutative theories involving
only matter fields. We have shown first for real scalar fields
having a �4

�;� interaction and then for more generic theo-

ries that the noncommutative Ŝ� is the same as Ŝ0 and that
the S-matrix elements only have an overall phase depen-
dence on the noncommutativity scale �. We have also
argued that since there is only an overall phase dependence
on the noncommutativity scale �, there are no nonplanar
diagrams and hence complete absence of UV/IR mixing in
any such theory.
We have further showed that all such theories are renor-

malizable if and only if the corresponding commutative
theories are renormalizable. The usual commutative tech-
niques for renormalization can be used to renormalize such
theories. Moreover, we showed by explicit calculations for
�4

�;� case and argued for generic case, that for all such

theories the � functions, RG flow of couplings or the fixed
points are all same as those of the analogous commutative
theory.
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It should be further remarked that since the noncommu-
tative S-matrix elements differ from the analogous com-
mutative ones by only an overall � dependent phase, hence
some observables like transition probabilities, scattering
cross sections, decay rates, etc. remain the same. The
equivalence of the above physical observables along with
that of �-functions, RG flow and fixed points with those
of the corresponding commutative theories does not mean
that the all such noncommutative theories are one and the
same as their commutative counterparts. There still exist
various other observables in the theory which differ in the
noncommutative case from the commutative ones. For
example, the appearance of only overall phase factors in
S-matrix elements is due to the fact that we chose to work
with definite momentum states. If we had taken wave
packets instead of plane wave states, then we would not
have been able to pull out an overall noncommutative
phase factor and we would have obtained nontrivial de-
pendence on the noncommutative � parameters. Since in
this work we were interested in studying the renormaliza-
tion of twisted theories and not in looking for phenome-
nological signatures of noncommutativity, we chose to
work with plane wave states instead of wave packets to
avoid unnecessary complications in our investigations.
Moreover, even if one chooses to work with plane waves,
the resulting overall noncommutative phases in the
S-matrix elements will result in change in the time delay
in decay processes.

Also, one can always construct, even for free theories,
appropriate observables, which unambiguously distinguish
between a noncommutative and commutative theory. For

instance, the twisted statistics of the particles will result in
violation in the Pauli principle [9,10], changes in Hanbury-
Brown Twiss correlations [13] as well as changes in
various other thermodynamic quantities [11,12]. The non-
commutativity is also expected to have nontrivial signa-
tures in CMB spectrum [14], etc. Moreover, as shown in
[16] if one considers non-Abelian gauge theories coupled
with matter fields, then, indeed, there are nontrivial
dynamical dependences on � parameters.
The discussion of this paper was limited only to matter

fields and polynomial interaction terms constructed out of
only matter fields. Noncommutative field theories involv-
ing non-Abelian gauge fields violate twisted Poincaré
invariance and are know to suffer from UV/IR mixing
[16]. They require special treatment which is outside the
scope of present work. We plan to discuss gauge theories in
a future work.
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