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We discuss in detail and from the geometrical point of view the issues of gauge invariance and

Lorentz covariance raised by the approach proposed recently by Chen et al. to the proton spin

decomposition. We show that the gauge invariance of this approach follows from a mechanism similar

to the one used in the famous Stueckelberg trick. Stressing the fact that the Lorentz symmetry does

not force the gauge potential to transform as a Lorentz four-vector, we show that the Chen et al.

approach is Lorentz covariant provided that one uses the suitable Lorentz transformation law. We also

make an attempt to summarize the present situation concerning the proton spin decomposition. We

argue that the ongoing debates concern essentially the physical interpretation and are because of the

plurality of the adopted pictures. We discuss these different pictures and propose a pragmatic point

of view.
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I. INTRODUCTION

It was a big surprise when the experimental results of
the European Muon Collaboration showed that only a
small fraction of the proton spin is carried by the quark
spin [1,2], in clear contradiction with the naive quark
model picture where the proton spin originates solely
from the quark spins. Even a less naive picture, where
the three constituent quarks are allowed to orbit, cannot
explain such a small fraction. This triggered the so-called
proton ‘‘spin puzzle,’’ which is one of the most intriguing
and interesting topics of hadronic physics [3]. A lot of
effort has then been made on both theoretical and experi-
mental sides to define and access the missing pieces of the
puzzle. According to recent analyses, it turns out that
about 1=3 of the nucleon spin comes from the quark
spin [4–6] while the gluon spin seems to contribute little
[7–10]; see also the short reviews [11,12]. These results
increased, in particular, the interest in the orbital angular
momentum (OAM), which should account for the sub-
stantial missing contribution.

A decade ago, there were essentially two popular
decompositions of the proton spin: one is the Jaffe-
Manohar decomposition [13] and the other is the Ji
decomposition [14]. The former has a simple partonic
interpretation and provides a complete decomposition
into quark spin, quark OAM, gluon spin, and gluon
OAM contributions. However, it is not gauge invariant
and is then considered in the light-front gauge in order to
make contact with the parton model picture. Later,
Bashinsky and Jaffe [15] proposed a variation of the
Jaffe-Manohar decomposition that has the virtue of being
invariant under the residual gauge symmetry. On the
contrary, the Ji decomposition is gauge invariant.
However, it has no simple partonic interpretation and

does not provide any decomposition of the gluon total
angular momentum into spin and OAM contributions, in
agreement with the textbook claim that there exists no
local gauge-invariant operator for the gluon spin [16,17].
Recently, Chen et al. [18,19] proposed to separate

explicitly the gauge potential into pure-gauge and physical
parts. They obtained a gauge-invariant decomposition that
reduces to the Jaffe-Manohar decomposition in a non-
Abelian generalization of the Coulomb gauge. This new
approach triggered many theoretical works in the past few
years [20–45] and raised a lot of criticism, especially
regarding the questions of gauge invariance and Lorentz
covariance; see, e.g., Refs. [20–22]. Chen et al. basically
replied to this criticism [24–26], but were not sufficiently
convincing, as one can see from, e.g., Ref. [23]. For this
reason, we come back to these questions in greater details.
This paper is divided into two parts:
(i) The first part is technical but shows explicitly that

the Chen et al. approach is gauge invariant and is
consistent with the Lorentz covariance. In Sec. II
we remind the reader of the basics of gauge sym-
metry, emphasizing its geometrical interpretation.
We provide a geometrical interpretation of the
Chen et al. approach and show that it is based
on a mechanism similar to the one used in the
famous Stueckelberg trick. In Sec. III, we discuss
the Lorentz transformation laws in a gauge theory
and show that, contrary to a widespread belief, the
gauge potential does not necessarily transform as a
Lorentz four-vector. Then we conclude that the
Chen et al. approach is Lorentz covariant provided
that one works with the suitable representation of
the Poincaré group.

(ii) The second part of this paper starts with Sec. IV,
where we summarize and compare the main decom-
positions of the proton spin. We discuss in Sec. V
the different points of view and show how they*lorce@ipno.in2p3.fr
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affect the ongoing controversies. We recommend
the adoption of a pragmatic point of view and dis-
cuss how one can in principle access the different
kinds of OAM.

Finally, we conclude this paper with Sec. VI.

II. GAUGE INVARIANCE

In this section, we remind the reader of the geometrical
picture behind gauge theories, though in a slightly non-
standard way, which stresses the similarities with general
relativity1; see, e.g., Refs. [46–50]. We then discuss the
approach proposed by Chen et al. and provide its geomet-
rical interpretation. Finally, we show that the gauge invari-
ance of the Chen et al. approach follows from a mechanism
similar to the one used in the famous Stueckelberg trick.

A. Geometrical picture

In gauge theories, a copy V x of the internal space is
attached to each space-time point x. The source field c
then specifies a vector in each copy of the internal space. A
gauge transformation corresponds to a change of basis in
the internal space. Under such a transformation, the com-
ponents of the source field naturally transform as those of
an internal vector

c ðxÞ� ~c ðxÞ ¼ UðxÞc ðxÞ; (1)

where UðxÞ is a unitary matrix in the internal space.2 The x
dependence of this transformation law indicates that the
change of basis can be different in each copy of the internal
space. The gauge symmetry principle states that physics
does not depend on the particular choice of basis in each
V x; i.e., the physical quantities have to be invariant under
gauge transformations. The gauge symmetry is therefore
not a physical symmetry in the sense that it is exact and
therefore not observable. It can then be considered as a
mere redundancy of the mathematical description of the
physical system.

One usually needs to compare the source fields at two
infinitely close (but separate) space-time points x and
xþ dx, i.e., vectors belonging to different copies of the
internal space. One therefore needs to introduce a (par-
allel transport) rule that maps vectors in V xþdx onto
vectors in V x

c ðxþ dxÞ� c kðxþ dxÞ
¼ ½1� igA�ðxÞdx��c ðxþ dxÞ; (2)

where the so-called gauge potential field A�ðxÞ is a

connection defining the notion of parallelism and is the

analogue of the Christoffel symbols in general relativity.
The intrinsic variation of the source field is then
given by

c kðxþ dxÞ � c ðxÞ ¼ c ðxþ dxÞ � c ðxÞ
� igA�ðxÞc ðxÞdx�

¼ ½@� � igA�ðxÞ�c ðxÞdx�
¼ D�c ðxÞdx�; (3)

where D� � @� � igA� is called the covariant deriva-

tive. By construction, the covariant derivative of an
internal vector is a vector belonging to the same copy
of the internal space. In other words, the covariant
derivative of a source field transforms like a source field

D�c ðxÞ� gD�c ðxÞ ¼ UðxÞD�c ðxÞ: (4)

The gauge transformation laws of the covariant deriva-
tive and of the connection are then given by

D� � ~D� ¼ UðxÞD�U
�1ðxÞ; (5)

A�ðxÞ� ~A�ðxÞ ¼ UðxÞ
�
A�ðxÞ þ i

g
@�

�
U�1ðxÞ: (6)

In particular, for electrodynamics one has g ¼ �e and

UðxÞ ¼ e�ie�ðxÞ with � an arbitrary function of space
and time, so that the gauge transformation law (6)
reduces to the familiar Abelian one,

A�ðxÞ� ~A�ðxÞ ¼ A�ðxÞ þ @��ðxÞ: (7)

Note also that, contrary to the covariant derivative, the
gauge potential does not transform as an internal tensor
because of the extra term i

g U@�U
�1, typical of a

connection.
Contrary to ordinary derivatives, the covariant deriva-

tives do not commute with each other. Their commutator
defines the so-called field strength tensor

F�� � i

g
½D�;D�� ¼ @�A� � @�A� � ig½A�; A��; (8)

which transforms as an internal tensor

F��ðxÞ� ~F��ðxÞ ¼ UðxÞF��ðxÞU�1ðxÞ; (9)

as one can see directly from Eq. (5). It is the analogue of
the Riemann curvature tensor in general relativity and can
be thought of as a tensor describing some sort of internal
curvature.

B. Physical and pure-gauge degrees of freedom

The gauge potential has four components in the physical
space, but it does not mean that it has four physical degrees
of freedom. In fact, the time component is not dynamical
since the Lagrangian does not contain its time derivative,
and 1 degree of freedom is decoupled because of the

1In the language of differential geometry, it corresponds to the
similarities between the fiber bundles and the tangent bundle.

2One usually considers only changes that conserve the ortho-
normality of the basis.
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invariance of the theory under gauge transformations. The
gauge potential has therefore only two physical degrees of
freedom corresponding to the two physical polarizations
h ¼ �1 of the associated gauge boson, namely, the photon
in QED and the gluon in QCD.

The redundancy in the mathematical description implied
by the gauge symmetry is the source of many theoretical
difficulties. To avoid these complications, one can remove
the gauge freedom from the very beginning by imposing
conditions on the gauge potential. A typical example is the
quantization of electrodynamics in the Coulomb gauge;
see, e.g., Refs. [51,52]. The advantage of this approach is
that one is working only with the physical degrees of
freedom, but the price to pay is that one loses explicit
Lorentz covariance and gauge invariance [53].

Chen et al. proposed a different approach [18,19]. The
idea is to separate explicitly the unphysical pure-gauge
part of the gauge potential from the physical part. By
definition, the pure-gauge part of the potential has the
same gauge transformation law as the full gauge potential

Apure
� ðxÞ� ~Apure

� ðxÞ ¼ UðxÞ
�
Apure
� ðxÞ þ i

g
@�

�
U�1ðxÞ;

(10)

and does not contribute to the field strength

F
pure
�� � @�A

pure
� � @�A

pure
� � ig½Apure

� ; A
pure
� � ¼ 0: (11)

The physical part is then defined as the complement3

A
phys
� � A� � A

pure
� : (12)

Note in particular that, even though Fpure
�� ¼ 0, one has in

non-Abelian gauge theories

F�� � @�A
phys
� � @�A

phys
� � ig½Aphys

� ; A
phys
� �: (13)

It follows from the definition of A
pure
� that the physical part

of the gauge potential transforms as an internal tensor

Aphys
� ðxÞ� ~Aphys

� ðxÞ ¼ UðxÞAphys
� ðxÞU�1ðxÞ: (14)

In practice, the qualifier4 physical is synonymous with
‘‘tensor under (ordinary) gauge transformations.’’ The field
strength tensor and the source field are then other examples

of physical fields. One would also like to require that A
phys
�

contains only the physical degrees of freedom. Since a
physical gauge condition removes all gauge freedom, there

should exist a gauge transformation such that ~A� ¼ ~Aphys
�

and therefore ~Apure
� ¼ 0. Consequently, one can write in

general A
pure
� as a pure-gauge term

Apure
� ¼ i

g
Upure@�U

�1
pure: (15)

Obviously, such a term cannot contribute to the field
strength.
From a geometrical point of view, the Chen et al.

approach amounts to assume that there exists some privi-
leged or ‘‘natural’’ basis in each copy of the internal space.
In the following, we will denote the components of any
internal tensor in this natural basis with a hat. One can then
write the source field as

c ¼ Upure ĉ ; (16)

where Upure is the internal rotation that relates the compo-

nents ĉ of the source field in the natural basis to the
components c in an arbitrary basis. Manifestly, only
Upure is affected by a gauge transformation

ĉ ðxÞ� ~̂c ðxÞ ¼ ĉ ðxÞ; (17)

UpureðxÞ� ~UpureðxÞ ¼ UðxÞUpureðxÞ: (18)

The natural variation of the source field corresponds to
the variation of its components in the natural basis

ĉ ðxþ dxÞ � ĉ ðxÞ. Expressed in an arbitrary internal
basis, it reads

UpureðxÞ½ĉ ðxþdxÞ� ĉ ðxÞ�¼UpureðxÞ@� ĉ ðxÞdx�
¼UpureðxÞ@�½U�1pureðxÞc ðxÞ�dx�
¼Dpure

� c ðxÞdx�; (19)

whereD
pure
� � @� � igA

pure
� is called the pure-gauge cova-

riant derivative. The assumption of a natural basis provides
us directly with a natural connection Apure

� . Note that,
contrary to the ordinary covariant derivatives, the pure-
gauge covariant derivatives commute with each other
½Dpure

� ;Dpure
� � ¼ �igFpure

�� ¼ 0. So, in this approach, the
internal space is not considered as curved.
Both the strength field tensor and the physical part of the

gauge potential are internal tensors, and therefore also have
natural components

F�� ¼ UpureF̂��U
�1
pure; (20)

Aphys
� ¼ UpureÂ

phys
� U�1pure: (21)

Note in particular that one has the welcome feature

F̂�� ¼ @�Â
phys
� � @�Â

phys
� � ig½Âphys

� ; Âphys
� �: (22)

Similar to the source field, one can consider the natural
variation of the physical part of the gauge potential

Âphys
� ðxþ dxÞ � Âphys

� ðxÞ. Expressed in an arbitrary inter-
nal basis, it reads

3Note that to make this approach concrete, one has to impose
further constraints on Aphys

� because of the Stueckelberg sym-
metry discussed in the next section.

4The qualifier ‘‘physical’’ is unfortunate as it seems to imply
also uniqueness. It became, however, standard in the literature,
so I decided to stick to it.
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UpureðxÞ½Âphys
� ðxþ dxÞ � Âphys

� ðxÞ�U�1pureðxÞ
¼ UpureðxÞ@�Âphys

� ðxÞU�1pureðxÞdx�
¼ UpureðxÞ@�½U�1pureðxÞAphys

� ðxÞUpureðxÞ�U�1pureðxÞdx�
¼Dpure

� Aphys
� ðxÞdx�; (23)

where Dpure
� � @� � ig½Apure

� ; � is called the adjoint

representation pure-gauge covariant derivative. Similar
covariant derivatives can be obtained for any other repre-
sentation, just as in general relativity. Thanks to this new
pure-gauge covariant derivative, one can simply relate the
field strength tensor to the physical part of the gauge
potential

F�� ¼Dpure
� Aphys

� �Dpure
� Aphys

� � ig½Aphys
� ; Aphys

� �: (24)

C. Stueckelberg gauge symmetry

It is well known that the introduction of a mass term for
the photon breaks explicitly the Uð1Þ gauge symmetry.
However, Stueckelberg found a mechanism where such a
term can be introduced without breaking the gauge invari-
ance [54–56]. The idea consists in increasing the number
of fields without increasing the number of degrees of
freedom thanks to an additional symmetry [57,58]. As
observed by Stoilov [33], the Chen et al. approach is based
on a similar mechanism: the separation of the gauge po-
tential into pure-gauge and physical parts (i.e., instead of

one field A�, one plays with two fields Apure
� and Aphys

� )

leads to an enlarged gauge symmetry. In the case of QED,
on top of the electromagnetic Uð1ÞEM gauge symmetry (7),
there is an additional Uð1ÞS gauge symmetry referred to as
the Stueckelberg symmetry5

Apure
� ðxÞ� Apure;g

� ðxÞ ¼ Apure
� ðxÞ � @�CðxÞ; (25)

A
phys
� ðxÞ� A

phys;g
� ðxÞ ¼ A

phys
� ðxÞ þ @�CðxÞ; (26)

where C is an arbitrary scalar function of space and time.
The full gauge group is therefore the direct product
Uð1ÞEM �Uð1ÞS. The Stueckelberg symmetry implies in
particular that the pure-gauge condition F

pure
�� ¼ 0 is not

sufficient to determine uniquely the decomposition

A� ¼ Apure
� þ Aphys

� .

From a geometrical point of view, the Stueckelberg
symmetry corresponds to a change of natural basis without
changing the actual basis used in the internal space

c ðxÞ� c gðxÞ ¼ c ðxÞ; (27)

ĉ ðxÞ� ĉ gðxÞ ¼ U0ðxÞĉ ðxÞ; (28)

UpureðxÞ� Ug
pureðxÞ ¼ UpureðxÞU�10 ðxÞ: (29)

Consequently, the Stueckelberg symmetry group is a copy
of the original gauge group, and the full gauge group is
simply the direct product of these two groups. Note that the
original gauge transformation acts on the left of Upure [see

Eq. (18)], while the Stueckelberg symmetry acts on the
right of it [see Eq. (29)]. Obviously, the Stueckelberg
symmetry does not affect the gauge potential A� but only

its decomposition into pure-gauge and physical parts

A�ðxÞ� Ag
�ðxÞ ¼ A�ðxÞ; (30)

A
pure
� ðxÞ� A

pure;g
� ðxÞ

¼ A
pure
� ðxÞ þ i

g
UpureðxÞU�10 ðxÞ½@�U0ðxÞ�U�1pureðxÞ;

(31)

A
phys
� ðxÞ� A

phys;g
� ðxÞ

¼ Aphys
� ðxÞ � i

g
UpureðxÞU�10 ðxÞ½@�U0ðxÞ�U�1pureðxÞ:

(32)

For electrodynamics one has g ¼ �e and U0ðxÞ ¼
e�ieCðxÞ, so that the Stueckelberg transformation laws
(31) and (32) reduce to the Abelian ones (25) and (26),
respectively. In terms of natural components, the
Stueckelberg transformation laws (30)–(32) read

Â�ðxÞ� Âg
�ðxÞ ¼ U0ðxÞ

�
Â�ðxÞ þ i

g
@�

�
U�10 ðxÞ; (33)

Âpure
� ðxÞ� Âpure;g

� ðxÞ ¼ U0ðxÞÂpure
� ðxÞU�10 ðxÞ; (34)

Âphys
� ðxÞ� Âphys;g

� ðxÞ ¼ U0ðxÞ
�
Âphys
� ðxÞ þ i

g
@�

�
U�10 ðxÞ:

(35)

Clearly, the field strength tensor F�� is invariant under

Stueckelberg transformations, contrary to its expression in
natural components

F̂��ðxÞ� F̂g
��ðxÞ ¼ U0ðxÞF̂��ðxÞU�10 ðxÞ: (36)

Note also that one has

F
pure;g
�� � @�A

pure;g
� � @�A

pure;g
� � ig½Apure;g

� ; A
pure;g
� � ¼ 0;

(37)

showing that a pure-gauge term remains a pure gauge
under Stueckelberg transformations. Consequently,
Stueckelberg transformations map physical fields to physi-

cal fields. Moreover, since in the natural basis Âpure
� ¼ 0,

5Writing the (Abelian) pure-gauge field as Apure
� ðxÞ ¼

@��
pureðxÞ, one sees that the scalar function �pureðxÞ plays a

role similar to the Stueckelberg field BðxÞ=m. Note that contrary
to the Stueckelberg mechanism, the function CðxÞ does not need
to satisfy the massive Klein-Gordon equation.
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Eq. (34) ensures that the new pure-gauge term in the new
natural basis vanishes as well.

To sum up, the Chen et al. approach is similar to the
famous Stueckelberg trick. A consequence of this mecha-
nism is that, because of the additional Stueckelberg
symmetry, the pure-gauge condition is not sufficient to

determine uniquely Aphys
� . One therefore needs to impose

a further constraint on A
phys
� . Such a constraint breaks

explicitly the Stueckelberg symmetry, but preserves never-
theless the original gauge symmetry. In other words, decid-
ing which gauge is the natural one does not break the gauge
invariance. We postpone to Sec. VC the discussion about
the problem of uniqueness in the Chen et al. approach.

III. LORENTZ COVARIANCE

Some people questioned the Lorentz covariance of the

decomposition A� ¼ A
pure
� þ A

phys
� . The issue is the fol-

lowing: does the physical part remain physical after a
Lorentz transformation? To answer this question, one has
to determine the Lorentz transformation law of the gauge
potential. It is very common and convenient to think of
this gauge potential as a Lorentz four-vector. Standard
textbooks on classical electrodynamics, like, e.g.,
Refs. [59,60], even argue that the gauge potential must be
a Lorentz four-vector. On the other hand, standard text-
books on quantum field theory, like, e.g., Refs. [51,61],
argue that the gauge potential cannot be a Lorentz four-
vector. So the situation appears somewhat confusing.

Note that the conclusion of Refs. [51,61] actually
applies only to the physical degrees of freedom con-
tained in the gauge potential, and therefore does not
proscribe the use of A� as a Lorentz four-vector. On

the other hand, we are going to show in this section that
the standard argument used in classical electrodynamics
textbooks is actually not a proof owing to a loophole.
Then, we will show that the Lorentz invariance alone just
tells us that, in general, the gauge potential transforms as
a Lorentz four-vector up to a gauge transformation. So
one has the freedom to consider it as a Lorentz four-
vector, but this is not a necessity. Choosing an inappro-
priate Lorentz transformation law will generally mix
physical and gauge degrees of freedom. But if one
chooses the appropriate Lorentz transformation law, the
physical part of the gauge potential will remain physical
in any Lorentz frame.

A. Loophole in the standard argument

To stress the Lorentz covariance of the classical laws of
electromagnetism and deal with expressions that are sim-
ple to transform from one Lorentz frame to another, one
tries to reformulate these laws in a manifestly Lorentz-
covariant form, i.e., in terms of Lorentz four-vectors and
tensors. Combining the electric and magnetic fields into
an antisymmetric matrix F�� such that Ei ¼ Fi0 and

Bi ¼ � 1
2 �

ijkFjk, one can write the Maxwell equations

and the Lorentz force in a compact form

@�F
�� ¼ j�; (38)

1

2
�����@�F�� ¼ 0; (39)

d��

d�
¼ e

m
F����; (40)

where j� ¼ ð�; ~jÞ is a Lorentz four-vector owing to the

fact that the electric charge is a Lorentz scalar, �� ¼
ðm	;m	 ~�Þ is the kinetic four-momentum proportional to
the rest mass m, and � is the proper time. Clearly, these
equations will be Lorentz covariant if F�� transforms as a
Lorentz tensor6

F��ðxÞ� F0��ðx0Þ ¼ ��
��

�
�F

��ðxÞ: (41)

Because of the homogeneous Maxwell equation (39), the
electromagnetic tensor F�� can be expressed in terms of a

four-component gauge potential A� ¼ ð�; ~AÞ as
F�� ¼ @�A� � @�A�: (42)

In terms of this gauge potential, the inhomogeneous
Maxwell equation (38) reads

@�@
�A� � @�@�A

� ¼ j�: (43)

The standard argument consists in using the gauge free-
dom (7) to simplify this equation. In the family of gauge
potentials satisfying the Lorenz condition

@�A
� ¼ 0; (44)

the inhomogeneous Maxwell equation reduces to

@�@
�A� ¼ j�: (45)

Since @�@
� is a Lorentz scalar operator and j� is a Lorentz

four-vector, the standard conclusion is that A� has to trans-
form as a Lorentz four-vector [59,60]. It is, however,
important to realize that for this to be true, one has actually
to make further implicit assumptions. First note that a
gauge transformation satisfying @�@

�� ¼ 0 leaves both

(44) and (45) invariant. This means that one cannot con-
clude that the only possible Lorentz transformation law for
the gauge potential is the four-vector one, unless one
removes the residual gauge freedom with, e.g., some
boundary conditions. On top of that, one has also to assume
that the Lorenz condition is Lorentz covariant, simply

6Many textbooks derive the Lorentz transformation laws of the
electric and magnetic fields from the fact that F�� is a Lorentz
tensor. Note that the actual proof that the classical laws of
electromagnetism are Lorentz covariant derives from the
Lorentz transformation law of the electric and magnetic fields,
which has to be established experimentally.
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because imposing a noncovariant condition on a covariant
equation leads to a noncovariant equation. So, instead of
proving that A� transforms as a Lorentz four-vector, one

rather implicitly assumes it.
The most general Lorentz transformation law for A� that

is consistent with Eq. (41) is actually

A�ðxÞ� A0�ðx0Þ ¼ ��
�½A�ðxÞ þ @���ðxÞ�; (46)

where �� is a function of space and time associated with
the Lorentz transformation �. So in general A� transforms
as a Lorentz four-vector only up to a gauge transformation
[49,51,52,61]. The gauge symmetry forbids any determi-
nation of the actual function ��. In gauge theories, there
are therefore intrinsically an infinite number of physically
equivalent Lorentz transformation laws. The standard
argument considers that the Lorenz gauge condition is
special. However, it is important to realize that the
Lorenz gauge condition has intrinsically nothing special
unless one already thinks of A� as a four-vector. In general,
one can choose any favorite gauge condition. Thanks to the
gauge symmetry, it is possible to impose this gauge con-
dition in any Lorentz frame. Consequently, there exists a
subset of Lorentz transformation laws that leave this gauge
condition invariant. In this restricted class of Lorentz trans-
formation laws, the favorite gauge condition then appears
more natural than the other ones simply because it is
preserved under Lorentz transformations. The standard
argument constitutes only one of the possibilities and
cannot therefore be considered as a proof.

As a concrete example, consider the Coulomb condition
~r � ~A ¼ 0. It is often said that such a condition is not
Lorentz covariant, simply because it cannot be written in
a tensorial form. This is actually wrong. The correct state-
ment is that the Coulomb condition is not manifestly
Lorentz covariant. As discussed in Ref. [51], performing
Lorentz transformations derived with Noether’s theorem
from the Lagrangian in the Coulomb gauge leaves the
Coulomb condition invariant. Lorentz covariant expres-
sions may look like Lorentz variant when one deals with
nontensorial objects such as the gauge potential.

B. General Lorentz transformation laws

Let us now discuss the Lorentz transformation properties
from the geometrical point of view. A given gauge theory is
determined by the choice of both a gauge symmetry group
and a representation of the source field c . The standard
representation is the simplest one where Lorentz trans-
formations act only on space-time indices. For example,
a spinor carrying an internal-space index is assumed to
transform in the standard representation as

c ðxÞ� c 0ðx0Þ ¼ S½��c ðxÞ; (47)

where S½�� is the standard matrix representing the Lorentz
transformation in Dirac space. By construction, the cova-
riant derivative of the source field transforms according to

D�c ðxÞ� ðD�c Þ0ðx0Þ ¼ ��
�S½��D�c ðxÞ; (48)

from which one deduces immediately the Lorentz trans-
formation laws of the covariant derivative and of the
connection

D� � D0� ¼ ��
�D�; (49)

A�ðxÞ� A0�ðx0Þ ¼ ��
�A�ðxÞ: (50)

So, in the standard representation A� transforms as a

Lorentz four-vector.
As emphasized in the previous subsection, because of

the gauge symmetry, there are infinitely many equivalent
representations, all connected by a gauge transformation.
The general nonstandard, but physically equivalent,
Lorentz transformation law is therefore

c ðxÞ� c 0ðx0Þ ¼ U�ðxÞS½��c ðxÞ: (51)

Despite appearances, Eq. (51) is not a Lorentz transforma-
tion followed by a gauge transformation. It is by definition
the Lorentz transformation in the nonstandard representa-
tion. One then easily obtains the general Lorentz trans-
formation laws of the covariant derivative and of the
connection

D� � D0� ¼ ��
�U�ðxÞD�U

�1
� ðxÞ; (52)

A�ðxÞ� A0�ðx0Þ ¼ ��
�U�ðxÞ

�
A�ðxÞ þ i

g
@�

�
U�1� ðxÞ:

(53)

The standard representation is naturally recovered using
U�ðxÞ ¼ 1. In electrodynamics, one has g ¼ �e and

U�ðxÞ ¼ e�ie��ðxÞ, so that the Lorentz transformation law
(53) reduces to (46). The Lorentz transformation law (53)
shows that A� generally transforms as a connection.

Indeed, writing explicitly the internal indices

� igAa
�b � �igA0a�b

¼ ð��1Þ��ðU�1� ÞdbðU�Þacð�igAc
�dÞ

þ ðU�Þae½@0�ðU�1� Þeb�; (54)

one sees that it has exactly the same structure as the
Lorentz transformation law of the Christoffel symbols

�

�� � �0
�� ¼ @x�

@x0�
@x�

@x0�
@x0


@x	
�	
�� þ

@x0


@x�
@2x�

@x0�@x0�
;

(55)

which is familiar from general relativity; see, e.g.,
Ref. [62]. The corresponding field strength tensor gener-
ally transforms as

F��ðxÞ� F0��ðx0Þ ¼ ��
���

�U�ðxÞF��ðxÞU�1� ; (56)

or more explicitly
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Fa
��b � F0a��b ¼ ð��1Þ��ð��1Þ��ðU�1� ÞdbðU�ÞacFc

��d;

(57)

which is similar to the Lorentz transformation law of the
Riemann curvature tensor

R

��� � R0
��� ¼ @x�

@x0�
@x�

@x0�
@x�

@x0�
@x0


@x	
R	

���: (58)

C. Lorentz covariance of the Chen et al. approach

As emphasized in standard textbooks on quantum field
theory like, e.g., Refs. [51,61], the physical degrees of
freedom (i.e., the physical part) of the gauge potential in
QED cannot form a Lorentz four-vector7 but necessarily
transforms as

Aphys
� ðxÞ� A0phys� ðx0Þ ¼ ��

�½Aphys
� ðxÞ þ @��

phys
� ðxÞ�

(59)

with �
phys
� � 0. Accordingly, the pure-gauge part will

generally transform as

A
pure
� ðxÞ� A

0pure
� ðx0Þ ¼ ��

�½Apure
� ðxÞ þ @��

pure
� ðxÞ� (60)

with �
pure
� ¼ �� ��

phys
� . Now, remember that one has

the freedom to choose the representation, i.e., the function
��. Two options are particularly interesting:

(1) In the first option, one wants the Lorentz covariance
to be manifest by working with a gauge potential
transforming as a Lorentz four-vector �� ¼ 0. The
disadvantage of this option is that the pure-gauge
part does not transform as a Lorentz four-vector

�pure
� ¼ ��phys

� , and so Lorentz transformations

will generally mix physical and gauge degrees of
freedom. In other words, each time the Lorentz
frame is changed, one needs to perform an addi-
tional gauge transformation to recover the physical
polarizations.

(2) In the second option, one requires that physical and
gauge degrees do not mix under Lorentz transfor-
mations �

pure
� ¼ 0. In other words, physical

polarizations remain physical after Lorentz trans-
formations. The disadvantage of this option is that
the gauge potential necessarily has a complicated

Lorentz transformation law �� ¼ �
phys
� .

In the case of QCD, the situation is analogous, but more
complicated because of the non-Abelian nature of the
gauge group. In general, the natural components of the
source field will transform as

ĉ ðxÞ� ĉ 0ðx0Þ ¼ Uphys
� ðxÞS½��ĉ ðxÞ: (61)

Combining this Lorentz transformation law with (51) and
(53) leads to

UpureðxÞ� U0pureðx0Þ ¼ U�ðxÞUpureðxÞUphys;�1
� ðxÞ; (62)

Apure
� ðxÞ� A0pure� ðx0Þ

¼ ��
�U�ðxÞ

�
A
pure
� ðxÞ þ i

g
@�

�
U�1� ðxÞ

þ i

g
��

�U�ðxÞUpureðxÞUphys;�1
� ðxÞ

� ½@�Uphys
� ðxÞ�U�1pureðxÞU�1� ðxÞ; (63)

Aphys
� ðxÞ� A0phys� ðx0Þ

¼ ��
�U�ðxÞAphys

� ðxÞU�1� ðxÞ

� i

g
��

�U�ðxÞUpureðxÞUphys;�1
� ðxÞ

� ½@�Uphys
� ðxÞ�U�1pureðxÞU�1� ðxÞ: (64)

For electrodynamics one has g ¼ �e, U�ðxÞ ¼ e�ie��ðxÞ,
and U

phys
� ðxÞ ¼ e�ie�

phys

�
ðxÞ, so that the Lorentz transforma-

tion laws (63) and (64) reduce to the Abelian ones (60) and
(59), respectively. Once again, we have the freedom to
choose the representation, i.e., the unitary function U�.
As in the Abelian case, two options are particularly
interesting:
(1) In the first option, one works with a gauge potential

transforming as a Lorentz four-vector U� ¼ 1.
Again, with this choice, Lorentz transformations
will generally mix physical and gauge degrees of
freedom. For example, suppose that in a given
Lorentz frame one has chosen to work in the natural
gauge, i.e., with Upure ¼ 1 and consequently

Apure
� ¼ 0. After a Lorentz transformation, the pure-

gauge part becomes A
0pure
� ¼ i

g��
�U

phys;�1
� @�U

phys
� .

One therefore needs to perform an additional gauge

transformationwithU ¼ Uphys;�1
� in order to recover

a vanishing pure-gauge part ~A
0pure
� ¼ 0 in the new

Lorentz frame.
(2) The second option consists in using U�,

which satisfies the condition U�1� @�U� ¼
UpureU

phys;�1
� ð@�Uphys

� ÞU�1pure. In this case, the gauge

potential transforms in the same way as its physical
part, while the pure-gauge part undergoes a simple
rotation in the internal space on top of a four-vector

transformation in the physical space A
0pure
� ¼

��
�U�A

pure
� U�1� . Consequently, the physical polar-

izations remain physical under Lorentz transforma-
tions but are generally rotated in the internal space.
This internal rotation comes from the fact that
different observers may not agree on the ‘‘color’’

7According to the theory of massless representations of the
Lorentz group, the only physical massless four-vector is the
gradient of a scalar field @�� and has therefore spin 0.
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of a quark. Note that when the observers manage to
agree on what is ‘‘red,’’ ‘‘green,’’ and ‘‘blue,’’ we

expect U
phys
� to reduce to a simple phase factor as in

the Abelian case.
The first option is so widely adopted in the literature that

one has the impression that it is the only acceptable one,
and that the gauge invariance is somehow a consequence of
the Lorentz covariance [61]. From this perspective, one
would then conclude that the Chen et al. approach cannot
be Lorentz covariant. However, from the perspective of the
second option, gauge invariance and Lorentz covariance
can be decoupled. So, with the appropriate Lorentz trans-
formation law for the gauge potential A�, one can make the

Chen et al. approach Lorentz covariant. Note, however,
that it cannot be made manifestly Lorentz covariant, in the
sense that one is forced to work with objects that do not
transform as the usual (and more familiar) Lorentz tensors.

IV. MOMENTUM AND ANGULAR MOMENTUM
DECOMPOSITIONS

In this section, we remind the reader of and compare the
main different decompositions of the proton momentum
and angular momentum. We follow the covariant point of
view adopted by Wakamatsu [35] and show that all the
total generators are gauge invariant and coincide with each
other.

A. Tensor densities

The QCD Lagrangian is made of three terms LQCD ¼
LD þLYM þLint, where the so-called Dirac, Yang-Mills,
and interaction terms are given by

LD ¼ �c ði	�@� �mÞc ; (65a)

LYM ¼ � 1

2
Tr½F��F���; (65b)

Lint ¼ �c	�A�c : (65c)

For later convenience, the interaction term can be
further decomposed into pure-gauge and physical parts

Lint ¼ Lpure
int þLphys

int with Lpure
int ¼ �c	�A

pure
� c and

Lphys
int ¼ �c	�A

phys
� c .

The canonical stress-energy and covariant angular
momentum tensor densities are obtained directly from
Noether’s theorem applied to this QCD Lagrangian

T��
c ¼ i

2
�c	�@

$�c � 2Tr½F��@�A�� � g��LQCD; (66)

M���
c ¼ 1

2
����
 �c	
	5c þ i

2
�c	�x½�@$��c

þ i

2
g�½� �c	��c � 2Tr½F�½�A���

� 2Tr½F��x½�@��A�� � x½�g���LQCD; (67)

where @
$ ¼ @

!� @
 
, a½�b�� ¼ a�b� � a�b�, and

�0123 ¼ 1. According to Noether’s theorem, both T
��
c and

M
���
c are conserved @�T

��
c ¼ @�M

���
c ¼ 0. As one can

easily see, the problem with these densities is that they are
not gauge invariant

T��
c � ~T��

c ¼ T��
c � 2i

g
@�Tr½F��ð@�U�1ÞU�;

M���
c � ~M���

c ¼ M���
c � 2i

g
@�Tr½F��x½�ð@��U�1ÞU�:

(68)

Alternatively, one can consider the following manifestly
gauge-invariant tensor densities:

T ��
gi ¼

i

2
�c	�D

$�c � 2Tr½F��F�
�� � g��LQCD; (69)

M���
gi ¼ 1

2
����
 �c	
	5c þ i

2
�c	�x½�D$��c

� 2Tr½F��x½�F��
�� � x½�g���LQCD: (70)

They differ from the canonical ones just by a four-
divergence term8

T ��
gi ¼ T��

c þ 2@�Tr½F��A��;
M���

gi ¼ M���
c þ 2@�Tr½F��x½�A���:

(71)

Since the field strength tensor is antisymmetric, the con-
servation of the canonical tensor densities implies the
conservation of the gauge-invariant ones.
In the Chen et al. approach, one considers instead other

manifestly gauge-invariant tensor densities

T��
Chen ¼ �c	�D

$�
purec � 2Tr½F��D�

pureA
phys
� �

� g��LQCD; (72)

M���
Chen ¼

1

2
����
 �c	
	5c þ i

2
�c	�x½�D$��

purec

þ i

2
g�½� �c	��c � 2Tr½F�½�A��

phys�
� 2Tr½F��x½�D��

pureA
phys
� � � x½�g���LQCD:

(73)

They also differ from the canonical ones just by a four-
divergence term

T��
Chen ¼ T��

c þ 2@�Tr½F��A�
pure�;

M���
Chen ¼ M

���
c þ 2@�Tr½F��x½�A��

pure�;
(74)

8These four-divergence terms are called superpotential in
Ref. [13].
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and are obviously also conserved. Clearly, the two sets of
gauge-invariant tensor densities are simply related by a
gauge-invariant four-divergence term

T ��
gi ¼ T��

Chen þ 2@�Tr½F��A�
phys�;

M���
gi ¼ M���

Chen þ 2@�Tr½F��x½�A��
phys�:

(75)

Provided that surface terms vanish,9 one sees that the
three different sets of conserved tensor densities give the
same set of time-independent charges

P� ¼
Z

d3xn�T
��
c ¼

Z
d3xn�T

��
gi ¼

Z
d3xn�T

��
Chen;

J�� ¼
Z

d3xn�M
���
c ¼

Z
d3xn�M

���
gi

¼
Z

d3xn�M
���
Chen; (76)

where n� ¼ ð1; 0; 0; 0Þ in the instant form and n� ¼
ð1; 0; 0; 1Þ= ffiffiffi

2
p

in the light-front form. According to
Noether’s theorem, since these charges are obtained from
the canonical densities, they are total generators of space-
time translations and Lorentz transformations, and are
consequently identified with the total energy-momentum
and four-angular momentum operators. In a recent paper
[44], Leader proposed a proof that, in covariantly quan-
tized quantum electrodynamics, the total generators of
space-time translations and rotations cannot be gauge-
invariant operators. On the other hand, Eqs. (76) show
that the (classical) total generators can explicitly be
expressed in terms of gauge-invariant quantities only.
Further investigations are therefore needed to clarify this
point.

B. Gauge-variant and invariant decompositions

We are interested in how these densities receive contri-
butions from quarks and gluons

T�� ¼ T��
q þ T��

g ; M��� ¼ M���
q þM���

g : (77)

We are also interested in how the covariant angular mo-
mentum tensor density receives contribution from spin
and OAM

M��� ¼ M
���
spin þM

���
OAM þM

���
boost; (78)

whereM���
boost contributes only to Lorentz boosts, and so has

nothing to do with the nucleon momentum and spin
decompositions. As stressed by Leader [44], it is important

to remember that, contrary to the total densities, the indi-
vidual contributions are not conserved, and consequently
the corresponding charges are time dependent. However,
their matrix elements are time independent as long as one
considers states with a given energy.
According to Jaffe and Manohar [13], one should use the

canonical tensor densities and identify the quark and
gluon contributions with their Dirac and pure Yang-Mills
expressions

T��
q ¼ i

2
�c	�@

$�c � g��LD; (79a)

T��
g ¼ �2Tr½F��@�A�� � g��ðLYM þLintÞ; (79b)

M���
q;spin ¼

1

2
����
 �c	
	5c ; (79c)

M���
q;OAM ¼

i

2
�c	�x½�@$��c ; (79d)

M
���
q;boost ¼

i

2
g�½� �c	��c � x½�g���LD; (79e)

M
���
g;spin ¼ �2Tr½F�½�A���; (79f)

M���
g;OAM ¼ �2Tr½F��x½�@��A��; (79g)

M
���
g;boost ¼ �x½�g���ðLYM þLintÞ: (79h)

The problem with such a decomposition is that, except for
M

���
q;spin, the contributions are not gauge invariant, making

their physical meaning questionable. Such a decomposi-
tion is then meaningful only when the gauge is fixed. The
standard choice is Aþ ¼ 0 in order to make contact with
the parton model picture [13,15].
To cure this problem, Ji [14] proposed to use instead the

gauge-invariant tensor densities and to decompose them in
the following way:

T ��
q ¼ i

2
�c	�D

$�c �g��ðLDþLintÞ; (80a)

T ��
g ¼�2Tr½F��F�

���g��LYM; (80b)

M���
q;spin¼

1

2
����
 �c	
	5c ; (80c)

M���
q;OAM¼

i

2
�c	�x½�D$��c ; (80d)

M���
q;boost¼

i

2
g�½� �c	��c �x½�g���ðLDþLintÞ; (80e)

M���
g;spinþOAM¼�2Tr½F��x½�F��

��; (80f)

M���
g;boost¼�x½�g���LYM; (80g)

where each term is obviously gauge invariant. As men-
tioned in the Introduction, there is, however, no further
decomposition of the gluon angular momentum into spin
and OAM.
The Chen et al. approach is partly motivated by the

ability to separate the gluon angular momentum into spin
and OAM in a gauge-invariant way. In this case, one uses

9Note that this might not be justified in QCD because of the
Gribov ambiguities for the nonperturbative non-Abelian gauge
field configuration, and because gluon-field configurations with
nontrivial topology might play some role in the nucleon
structure.
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the alternative gauge-invariant tensor densities and decom-
poses them in the following way:

T��
q ¼ i

2
�c	�D

$�
purec � g��ðLD þLpure

int Þ; (81a)

T��
g ¼ �2Tr½F��D�

pureA
phys
� �

� g��ðLYM þLphys
int Þ; (81b)

M���
q;spin ¼

1

2
����
 �c	
c ; (81c)

M���
q;QAM ¼

i

2
�c	�x½�D$��

purec ; (81d)

M���
q;boost ¼

i

2
g�½� �c	��c � x½�g���ðLD þLpure

int Þ; (81e)

M���
q;spin ¼ �2Tr½F�½�A��

phys�; (81f)

M���
g;OAM ¼ �2Tr½F��x½�D��

pureA
phys
� �; (81g)

M���
g;boost ¼ �x½�g���ðLYM þLphys

int Þ; (81h)

where each term is also obviously gauge invariant. This
gauge-invariant decomposition has a strong resemblance
with the Jaffe-Manohar decomposition. When expressed in

the natural gauge, i.e., when ~A
�
pure ¼ 0 and ~A� ¼ ~A

�
phys,

they even become identical. In this sense, it can be thought
as a gauge-invariant extension (GIE) of the Jaffe-Manohar
decomposition [23,35]. The concept of GIE can be applied
to any gauge-variant quantity like, e.g., the Chern-Simons
current [63]. What is puzzling about this decomposition is
the presence of the pure-gauge covariant derivatives
instead of the ordinary ones, which does not suit well
with our understanding of classical electrodynamics and
the Lorentz force.

Finally, Wakamatsu [34] proposed somehow a compro-
mise between the Ji decomposition and the GIE.
He showed that there exist gauge-invariant terms that
can be written, using the QCD equation of motion
D�Fa

��b ¼ �g �c b	�c
a, either as a quark or as a gluon

contribution

T ��
pot ¼ �g �c	�A�

physc þ g��Lphys
int

¼ 2Tr½F��D�A
�
phys� � 2@�Tr½F��A�

phys�
þ g��Lphys

int ; (82)

M���
pot ¼ �g �c	�x½�A��

physc þ x½�g���Lphys
int

¼ 2Tr½F��D�ðx½�A��
physÞ� � 2@�Tr½F��x½�A��

phys�
þ x½�g���Lphys

int : (83)

They are, respectively, called potential momentum and
potential angular momentum, following Konopinski’s ter-
minology [64]. In the Ji decomposition, these potential

terms are attributed to the gluons, while in the Chen
et al. approach they are attributed to the quarks

T ��
q ¼ T ��

q � T��
pot ; (84a)

T ��
g ¼ T��

g þ T��
pot þ 2@�Tr½F��A�

phys�; (84b)

M���
q;OAM ¼ M���

q;OAM �M���
pot ; (84c)

M���
g;spinþOAM ¼ M���

g;spin þM���
g;OAM þM���

pot

þ 2@�Tr½F��x½�A��
phys�: (84d)

Wakamatsu argues that the potential terms should be attrib-
uted to the gluons, and therefore favors the Ji decomposi-
tion [34–37]. Taking advantage of the Chen et al. approach,
he proposed the following gauge-invariant separation of
Ji’s gluon angular momentum M���

g;spinþOAM ¼M���
g;spin þ

M���
g;OAM, where

M ���
g;spin ¼ M���

g;spin; (85)

M���
g;OAM ¼M���

g;OAMþM���
pot þ 2@�Tr½F��x½�A��

phys�: (86)

Note that attributing the potential terms to the quarks is
closer to the concept of ‘‘action at a distance,’’ while
attributing it to the gluons is closer to the concept of
‘‘action through a medium.’’

V. WHICH DECOMPOSITION TO USE?

The present situation appears to be quite confusing,
particularly because of the number of decompositions
that have been proposed. So far, no consensus on which
decomposition to use has emerged. Such a consensus
might even never be reached. But this is not such a big
issue since the controversies mainly concern the physical
interpretation. In some sense, the present situation is simi-
lar to the early days of quantum mechanics, where people
were debating about the interpretation of the theory. Even
though the Copenhague interpretation eventually emerged
as the dominant one, the debates are still going on.
Nevertheless, this did not prevent physicists from develop-
ing and using quantum mechanics. It would therefore be
very useful to come up with a pragmatic approach, leaving
aside the ontological questions.
In this section, we remind the reader of the main argu-

ments in favor of the kinetic and the canonical decompo-
sitions and show that they rely on two different conceptions
of what is the physical momentum. Then we discuss in
more detail how the gauge invariance and the canonical
operators are reconciled in the Chen et al. approach, and
how the mechanism à la Stueckelberg converts a problem
of gauge invariance into a problem of uniqueness. We
propose a pragmatic point of view and discuss the observ-
ability of the OAM.
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A. Kinetic versus canonical

As summarized by Wakamatsu [35], all the proposed
decompositions can be sorted into essentially two
families10:

(i) In the kinetic family, the potential terms are attrib-
uted to the gluons, and so only ordinary covariant
derivatives are involved. This family contains there-
fore the Ji decomposition and Wakamatsu’s
improvement.

(ii) In the canonical family, the potential terms are
attributed to the quarks, and so only pure-gauge
covariant derivatives are involved. This family con-
tains therefore the Jaffe-Manohar decomposition
and the GIEs.

Since the potential terms give nonvanishing physical
results, decompositions belonging to different families
are necessarily physically inequivalent. While the differ-
ence is small in nonrelativistic systems like the atoms
[23,37,65], it becomes significant for relativistic systems
like the proton [19,39]. Deciding which family is the most
physical one is at the heart of ongoing debates.

Already at the classical level, there exist two kinds of
momentum. One is the kinetic momentum defined as
~� ¼ m ~v, where m and ~v ¼ d ~x=dt are the mass and the
velocity of the particle, respectively. It corresponds to
our classical intuition where particles follow well-defined
trajectories. It is also the momentum appearing in the
nonrelativistic expression for the particle kinetic energy
~�2=2m. The other is the canonical momentum defined as
~p ¼ @L=@ ~v, where L is the Lagrangian of the system.
Like the particle position ~x, it is a dynamical variable in
the Hamiltonian formalism. It is also the generator of
translations.

In the absence of electromagnetic fields, these two
kinds of momentum are usually identified. But the dis-
tinction becomes necessary in the presence of electro-
magnetic fields. As an example, let us consider the
classical problem of a charged particle moving in a
homogeneous external magnetic field. By ‘‘external’’
we mean that no dynamics is associated with it, so
that the total momentum is simply identified with the
particle canonical momentum. From translation invari-
ance, it follows that the canonical momentum is con-
served; i.e., ~p is time independent. On the other hand,
the Lorentz force tells us that the particle follows a

helicoidal trajectory. At each instant, the particle
kinetic momentum ~�ðtÞ points toward a different direc-
tion and is therefore not conserved. The difference

between canonical and kinetic momentum ~p� ~�ðtÞ ¼
e
R
d3x ~Að ~x; tÞ, which is nothing other than the potential

momentum (82), can then be interpreted as the kinetic
momentum carried by the external electromagnetic field.
In a similar way, the famous Feynman paradox of
classical electrodynamics [60] shows that the electro-
magnetic field carries also some kinetic angular
momentum.
In a classical picture, it is more natural to consider that

the kinetic momentum and angular momentum are the
physical ones. The reason is that they have a direct con-
nection with the particle motion in an external field.
Moreover, one can always formulate the problems of clas-
sical electrodynamics in the Newtonian formalism, and
therefore avoid the use of canonical quantities as well as
the problem of gauge invariance. In a quantum-mechanical
picture, the canonical momentum and angular momentum
appear more natural. The reason is that, in the absence of
well-defined trajectories, the only natural definition of
momentum and angular momentum is as the generators
of translations and rotations. Moreover, the canonical
quantization rules are formulated in the Hamiltonian for-
malism, and so one can hardly avoid the use of canonical
quantities. Depending on the adopted picture, the opinion
about which family of decompositions is the physical one
will naturally differ.

B. Gauge invariance and commutation relations

It is clear that the physical quantities have to be
gauge invariant. As stressed by Leader [44], the argu-
ment of gauge invariance applies at the level of the
matrix elements

h ~�j ~Oj ~�i ¼ h�jOj�i: (87)

One is therefore allowed to work with gauge-variant

operators ~O � O as long as the Hilbert states are also

gauge variant j ~�i � j�i. It is, however, more common
to work with gauge-invariant states and therefore with
gauge-invariant operators.11 From this perspective, the
physical momentum and angular momentum seem to
be the kinetic ones.
We have seen from Eq. (76) that, as long as one

considers total momentum and angular momentum, there

10These families are called decompositions (I) and (II) in
Wakamatsu’s terminology. This classification has been criticized
by Leader [44] based on the observation that one can actually
consider an infinite number of families by attributing a fraction �
of the potential terms to the quarks and the remaining fraction
(1� �) to the gluons. Note, however, that no decompositions
with � � 0, 1 have been proposed so far. The reason is that they
appear to be quite unnatural as the corresponding momenta and
orbital angular momenta are neither kinetic nor canonical.

11Leader considers another possibility [44,66]: provided that
the gauge variation of the operator leads to vanishing matrix
elements between physical states h�j ~O�Oj�i ¼ 0, one can
use gauge-variant operators together with gauge-invariant states.
Note, however, that this approach does not solve the problem of
gauge invariance. It just hides this problem inside a more
complicated structure for the Hilbert space and is consequently
not really appropriate for the discussion.
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is no difference between kinetic and canonical operators.
The difference appears only when one tries to determine
the contributions coming from the different constituents
of the system. While Ji and Wakamatsu adopt the clas-
sical point of view, Chen et al. adopt the quantum-
mechanical point of view and therefore require that the
physical momentum and angular momentum operators
have to satisfy the corresponding canonical commutation
relations12 [25,26]

½Pi
X; P

j
X� ¼ 0; ½JiX; JjX� ¼ i�ijkJkX;

½JiX; Pj
X� ¼ i�ijkPk

X;
(88)

where X stands for the particle species. The kinetic
operators are gauge invariant but do not satisfy the
canonical commutation relations. On the other hand,
the canonical operators satisfy the canonical commuta-
tion relations but are not gauge invariant. To solve this
problem, Chen et al. proposed to separate the gauge
potential into pure-gauge and physical parts, and natu-
rally obtained a decomposition with the structure of a
GIE (81). They checked in particular that each term
satisfies Eq. (88) as required.

Adopting also the quantum-mechanical point of view,
Leader proposed instead the stronger constraint that the
physical momentum and angular momentum operators
have to be the generators of translations and rotations for
the corresponding particles [44]

½ ~PXðtÞ; �Xð ~x; tÞ� ¼ �i ~r�Xð ~x; tÞ; (89)

½ ~JXðtÞ; �Xð ~x; tÞ� ¼ ½ ~x� ð�i ~rÞ þ ~SX��Xð ~x; tÞ; (90)

where ~SX is a spin matrix. This automatically implies
that the canonical commutation relations (88) are satis-
fied. Considering as usual the canonical variables �X ¼
c , A� he arrived at the conclusion that the only physical

operators are the canonical ones. Note that when gauge-
variant dynamical variables are used, it should not be
surprising to find that the corresponding momentum and
angular momentum operators are not gauge invariant.
Recently, Chen observed that the gauge-invariant opera-
tors appearing in the GIE are actually the generators of
translations and rotations for the gauge-invariant fields

�X ¼ ĉ , Âphys
� [31]. The reason is simple: in the Chen

et al. approach, every expression can be rewritten in
terms of the natural components only. For example, the
GIE becomes

T��
q ¼ i

2
�̂c	�@

$� ĉ �g��L̂D; (91a)

T��
g ¼�2Tr½F̂��@�Âphys

� ��g��ðL̂YMþL̂phys
int Þ; (91b)

M���
q;spin¼

1

2
����
 �̂c	
	5 ĉ ; (91c)

M���
q;OAM¼

i

2
�̂c	�x½�@$�� ĉ ; (91d)

M���
q;boost¼

i

2
g�½� �̂c	��ĉ �x½�g���L̂D; (91e)

M���
g;spin¼�2Tr½F̂�½�Â��

phys�; (91f)

M���
g;OAM¼�2Tr½F̂��x½�@��Âphys

� �; (91g)

M���
g;boost¼�x½�g���ðL̂YMþL̂phys

int Þ; (91h)

which mimics perfectly the Jaffe-Manohar decomposi-
tion (79), except that the fields involved are now gauge
invariant. In conclusion, the ordinary canonical momen-
tum and angular momentum operators are gauge variant
simply because one usually considers gauge-variant
fields as canonical variables. Choosing instead gauge-
invariant fields as canonical variables leads naturally to
gauge-invariant canonical momentum and angular
momentum operators.

C. Issues of uniqueness and locality in the
Chen et al. approach

We have seen that the Chen et al. approach solved the
problem of gauge invariance at the price of introducing an
additional Stueckelberg symmetry, which is then broken by
the choice of a natural gauge. While the GIE is manifestly
gauge invariant, it is not Stueckelberg invariant. In other
words, to each choice of a natural gauge corresponds a
GIE. While the gauge symmetry implies that the physical
quantities have to be gauge invariant, the Stueckelberg
symmetry implies that there are infinitely many gauge-
invariant canonical momenta and angular momenta.13

Note that already in Ref. [15] Bashinsky and Jaffe stressed
that ‘‘one should make clear what a quark or a gluon parton
is in an interacting theory. The subtlety here is the issue of
gauge invariance: a pure quark field in one gauge is a
superposition of quarks and gluons in another. Different
ways of gluon-field gauge fixing predetermine different
decompositions of the coupled quark-gluon fields into
quark and gluon degrees of freedom. Similarly, one can
generalize a gauge-variant non-local operator [. . .] to more

12Since the commutation relations are not preserved under
renormalization [21,67], this requirement is meant only for the
bare operators [25].

13Ji interprets the existence of an infinity of canonical quantities
as a signal that the Chen et al. approach is ‘‘not really gauge
invariant in the textbook sense’’ [21–23]. Such a formulation is
unfortunate as it gives the impression that, according to Ji, the
Chen et al. approach is not gauge invariant [25,26]. To avoid
misunderstandings, it is important to clearly distinguish in the
discussions the gauge symmetry from the Stueckelberg
symmetry.
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than one gauge-invariant expressions, raising the problem
of deciding which is the true one.’’

Since all the GIEs reduce to the Jaffe-Manohar decom-
position in the appropriate gauges, Wakamatsu concluded
that they are all physically equivalent [35]. So, instead of
two families of decompositions, he claims that there are
actually only two physically inequivalent decompositions,
the kinetic and the canonical ones. Wakamatsu explains
that his conclusion is a consequence of gauge invariance.
But we have seen that the gauge invariance has nothing to

do with the actual choice of Âphys
� . In reality, Wakamatsu’s

conclusion is a consequence of the assumption that
physical quantities are Stueckelberg invariant. Indeed,
expressed in other words, Wakamatsu’s claim is that the
matrix elements of Stueckelberg-variant operators are
Stueckelberg invariant. Since a GIE is after all a gauge-
fixed result extended in a gauge-invariant way [23],
Wakamatsu’s claim is simply equivalent to Leader’s claim
that the matrix elements of gauge-variant operators are
gauge invariant [44].

It is, however, more natural to expect that different GIEs
are physically inequivalent. Since Wakamatsu’s improve-
ment relies on the Chen et al. approach, one would also
expect infinitely many decompositions of the kinetic gluon
angular momentum into spin and OAM contributions.
Trying to determine which GIE is the physical one amounts
to deciding which gauge is the natural one. To clearly
separate the physical degrees of freedom, the natural gauge
has to belong to the class of physical gauges. There are two
popular physical gauges, namely the Coulomb gauge and
the light-front gauge. When the Coulomb gauge is consid-
ered as the natural one, one gets the Chen et al. decom-
position [18,19], which we call the Coulomb GIE. When
the light-front gauge is considered as the natural one, one
gets the light-front GIE [41,45], which reduces to the
Bashinsky-Jaffe decomposition in the Aþ ¼ 0 gauge
[15,35]. From the point of view of physically inequivalent
GIEs, it is therefore not surprising that the canonical
quantities obtained in the Coulomb GIE differ from those
obtained in the light-front GIE [18,28,43,68]; see Fig. 1 for
an illustration. For example, Chen et al. stress that the
gluon spin appearing in their decomposition, i.e., the
Coulomb GIE, is not the�gmeasured in the deep-inelastic
scattering experiment [18,30]. The latter corresponds, in
fact, to the gluon spin appearing in the light-front GIE.

Ji stressed that by adding gauge links one can transform
gauge-variant quantities into gauge-invariant ones, but the
price to pay is that the quantities become path dependent
and usually have a nonlocal expression. Path dependence,
which is just another way of saying that the GIEs are
Stueckelberg variant [45], naturally raises the problem of
uniqueness. Nonlocal expressions cannot easily be imple-
mented in lattice calculations and have complicated trans-
formation laws. Only in specific gauges do they reduce to
local expressions and have a simple interpretation. In other

gauges, the interpretation becomes obscure. On the con-
trary, using the Chen et al. approach one obtains operators
that are both local and gauge invariant, leading to a clearer
partonic interpretation. A typical example is the quantity
called �g, which is measured in deep-inelastic scattering
experiments, and is usually associated with a nonlocal
gauge-invariant operator [69]. This operator becomes local
only in the light-front gauge, where it is naturally inter-
preted as the gluon spin contribution [70–73]. In the light-
front GIE, this �g is rewritten as a gauge-invariant local
operator [see Eq. (81a)], clarifying its interpretation as the
gluon spin in any gauge [35,40,43,45]. In this approach,
the nonlocality appears only when one insists on writing

the gauge-covariant potential Aphys
� in terms of the gauge-

variant potential A� and the field strength F�� [45]. It

might therefore be possible to compute �g on a lattice.
The main difficulty consists in finding a way to implement

A
phys
� , but this can be as problematic as simply fixing a

gauge on the lattice. As a final remark, the complicated
transformation law of the nonlocal operators can be under-
stood as owing to the fact that the physical part of the gauge
potential transforms as a Lorentz four-vector only up to a
gauge transformation, as discussed in Sec. III.

D. Pragmatic point of view

We have seen that there exist many acceptable decom-
positions from the point of view of gauge invariance, and
accordingly many acceptable pictures. This makes some
people feel uncomfortable. The reason is that if the physi-
cal ‘‘reality’’ is unique, there can be only one truly physical

FIG. 1. While the operators ÔJM belonging to the Jaffe-
Manohar decomposition lead to different results in different
gauges, the operators ÔC and ÔLF belonging, respectively, to
the Coulomb and light-front GIEs are gauge invariant. Since one
has ÔC ¼ ÔJM in the Coulomb gauge and ÔLF ¼ ÔJM in the
light-front gauge, different GIEs are physically inequivalent
ÔC � ÔLF.
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picture. The actual problem is therefore a problem of
physical interpretation. Which picture is the most physical
is usually a matter of taste, a source of never-ending
debates, and is probably an ill-defined problem. For these
reasons, it is preferable to adopt a more pragmatic point
of view.

Many different physical pictures may coexist, as long as
they are coherent and have a clear connection with physical
observables. One has just to specify in which picture one is
working. Depending on the situation, one picture may
appear simpler and therefore more natural than the other
ones. It does not mean that it has to be the physical one, but
just the most convenient one. For example, atomic systems
are nonrelativistic and are most conveniently described in
the instant form of dynamics and the Coulomb gauge. For
such systems, it is therefore more natural to work with the
Coulomb GIE. On the contrary, the proton is a relativistic
system and its internal structure is essentially probed in
high-energy experiments involving large momentum trans-
fer, where a parton model picture is very convenient [74].
For this reason, it appears more natural to describe the
proton in the framework of light-front dynamics [75,76].
The contact with the parton model picture can then
be achieved in the light-front gauge [13,15]. In this
context, it is clearly more convenient to work with the
light-front GIE.

In summary, there are only two relevant decompositions
for the proton spin puzzle:

(i) the Ji decomposition

1

2
¼ Jq þ Jg; Jq ¼ �q

2
þ Lq (92)

with Wakamatsu’s improvement based on the light-
front GIE

Jg ¼ �gþ Lg: (93)

(ii) the light-front GIE

1

2
¼ �q

2
þ ‘q þ �gþ ‘g; (94)

which reduces to the Bashinsky-Jaffe decomposi-
tion in the light-front gauge.

The original Ji decomposition is the most conservative one
in the sense that it does not require the existence of any
preferred direction and any natural gauge. It is also the
closest one to our classical picture where the particles
follow well-defined trajectories. The main disadvantages
of this decomposition are the absence of a simple partonic
interpretation and the absence of a decomposition of
the gluon angular momentum Jg into spin and OAM

contributions. The only known way to solve the latter
problem while preserving gauge invariance is to specify a
preferred direction. High-energy experiments naturally

break rotational symmetry by providing us with such a
direction.14 This automatically makes the light-front gauge
special and allows one to use a partonic picture. One can
then define the projection of the gluon spin in that direction
in a gauge-invariant way. Indeed, the �g extracted
from deep inelastic scattering (DIS) is associated with
the Mþ12g;spin operator in the light-front GIE. Even though

this gluon spin contribution appears naturally in the
Bashinsky-Jaffe decomposition, Wakamatsu has shown
that this piece of the puzzle can be used in a consistent
way in the Ji decomposition [35]. In other words, the quark
spin and gluon spin contributions are common to both the
Bashinsky-Jaffe decomposition and the improved Ji
decomposition.
In summary, there is no universal definition of the gluon

spin. Part of the reason is that ‘‘spin’’ is too vague a word.
Does it mean canonical polarization, helicity, or light-front
helicity? Each of these can be qualified as physical, and
there is fundamentally no reason to prefer one or another
from theoretical arguments. The important question is
which one can be accessed in experiments. The quantity
�g measured in DIS has the physical interpretation of net
gluon light-front helicity. The light-front GIE language
simply makes this interpretation clear because it is well
suited for describing light-front helicity.

E. How to access the OAM?

While the quark spin contribution is quite well deter-
mined and significant progress has been made in the deter-
mination of the gluon spin contribution [77], very little is
known about the OAM on the experimental side. It is,
however, an essential piece to solve the so-called spin
puzzle; see, e.g., Refs. [11,78].
Ji has shown that the quark and gluon kinetic angular

momentum can be expressed in terms of twist-2 general-
ized parton distributions (GPDs) [14]

Jq;g ¼ 1

2

Z
dxx½Hq;gðx; 0; 0Þ þ Eq;gðx; 0; 0Þ�; (95)

which are used to describe some high-energy exclusive
processes like, e.g., deeply virtual Compton scattering
and deeply virtual meson production. The quark and gluon
kinetic OAM can then be obtained by subtracting, respec-
tively, the quark and gluon spin contribution

Lq
z ¼ Jqz ��q

2
; Lg

z ¼ Jgz � �g: (96)

Note that these equations should not be considered as sum
rules but rather as definitions of the kinetic OAM. While
Ji’s relation is valid in the target rest frame for all three
components of the angular momentum, its derivation

14By analogy, a Stern-Gerlach apparatus determines natural
spin-up and spin-down states. The laws of physics are invariant
by rotation, but the experimental setup is not.
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seems more natural for the transverse polarization in a
leading-twist approach [68,79]. The reason is that the
OAM requires the correlation between the parton momen-
tum and position. The GPDs encode the correlation
between the longitudinal momentum and the transverse
position [79–81], and are therefore naturally related to
the transverse polarization. Note that the transverse polar-
ization raises some issues concerning the frame depen-
dence of the decomposition into quark and gluon
contributions [82–86]. The correlation involving the trans-
verse momentum is encoded in higher twists. As first
shown by Penttinen et al., the z component of the quark
kinetic OAM is related to a pure twist-3 GPD [87,88]

Lq
z ¼ �

Z
dxxGq

2ðx; 0; 0Þ: (97)

The genuine spin sum rule in the quark sector is therefore
given by

Z
dxfx½Hqðx; 0; 0Þ þ Eqðx; 0; 0Þ þ 2Gq

2ðx; 0; 0Þ�
� ~Hqðx; 0; 0Þg ¼ 0; (98)

where we have used �q ¼ R
dx ~Hqðx; 0; 0Þ. Similar rela-

tions naturally hold in the gluon sector [42,89].
The longitudinal component of the OAM involves the

correlation between the parton transverse momentum and
transverse position, which naturally leads to the concept of
quantum phase space or Wigner distribution; see, e.g.,
Refs. [90–93]. The Wigner distribution is particularly
intuitive as it is the closest quantum object to the classical
concept of phase-space distribution. In particular, the quan-

tum average of any operator Ôð ~̂b?; ~̂k?; x̂Þ in a target state

with polarization ~S can be expressed as a phase-space
average

hÔið ~SÞ ¼
Z

dxd2k?d2b?Oð ~b?; ~k?; xÞ�ð ~b?; ~k?; x; ~SÞ;
(99)

where �ð ~b?; ~k?; x; ~SÞ is theWigner distribution playing the

role of a phase-space density, and Oð ~b?; ~k?; xÞ is the
classical operator associated with the quantum operator

Ôð ~̂b?; ~̂k?; x̂Þ. The Wigner distribution depends on the par-

ton three-momentum ð ~k?; x ¼ kþ
PþÞ and transverse position

or impact parameter ~b?. Contrary to its nonrelativistic
version [90–92], the relativistic Wigner distribution has
no dependence on the parton longitudinal position [93].
The reason is that relativistic effects, like, e.g., Lorentz
contraction, pair fluctuations, and the absence of the rela-
tivistic concept of center of mass, spoil the semiclassical
picture. These problems can, however, be avoided in the
infinite-momentum frame where the target looks basically
like a pancake [79–81,94]. The orbital angular momentum
then follows our classical intuition [93,95]

hl̂zið ~ezÞ ¼
Z

dxd2k?d2b?ð ~b? � ~k?Þz�ð ~b?; ~k?; x; ~ezÞ:
(100)

To be gauge invariant, the operator definition of the
Wigner distribution involves a gauge link. The conse-
quence of this gauge link is that the Wigner distribution
inherits a path dependence. Using a straight gauge link in
Eq. (100) leads to the kinetic OAM Lz [68]. Note that

for this to be true, the integration over ~k? is crucial,
which means that despite appearances the integrand

ð ~b? � ~k?Þz�ð ~b?; ~k?; x; ~ezÞ does not represent a density
of kinetic OAM [45]. With the view of connecting the
Wigner distributions to the transverse-momentum depen-
dent parton distributions (TMDs) [96,97] appearing in the
description of high-energy semi-inclusive processes like
semi-inclusive DIS and Drell-Yan processes [98–100], it is
more natural to consider instead a staplelike gauge link
consisting of two longitudinal straight lines connected at
x� ¼ �1 by a transverse straight line. In this case,
Eq. (100) gives the canonical OAM ‘z appearing in the
light-front GIE [41,68,95]. Since x�-independent gauge
transformations leave the condition Aþ ¼ 0 invariant, the
light-front gauge does not completely fix the gauge in QCD
[101–103]. This residual gauge freedom is the reason for
the transverse gauge link at x� ¼ �1, which is crucial in
the context of single spin asymmetries [104–106].
Nevertheless, it has been shown to have no effects on �g
and ‘z [15,35,40–43,45,89]. Some intuitive picture has also
been proposed [107]. Note that while the GPDs and the
TMDs can be accessed in high-energy experiments, finding
a process where the generalized TMDs [96], which are
connected via Fourier transform to Wigner distributions
[93], naturally appear remains a big challenge. For com-
pleteness, let us also mention that a lot of effort has been
made to relate in a quantitative way the TMDs to the OAM
[108–114]. So far, no model-independent relation has,
however, been obtained. This is likely because of the fact
that the TMDs do not contain any information about the
parton position.

VI. CONCLUSION

Chen et al. proposed to decompose explicitly the gauge
potential into pure-gauge and physical parts. We presented
its geometrical interpretation and discussed its similarity
with the famous Stueckelberg trick. It allows one to write
gauge-invariant quantities satisfying the canonical com-
mutation relations. Moreover, we argue that this approach
is consistent with the Lorentz symmetry provided that one
uses the appropriate Lorentz transformation law for the
gauge potential. Thanks to the Chen et al. approach,
one can easily write down gauge-invariant extensions of
the Jaffe-Manohar decomposition. The drawback is that
there are as many gauge-invariant extensions as there are
gauge conditions, raising the delicate question of deciding
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which is the physical one. The gauge invariance makes this
problem ill defined, and so experiments can just tell us
which gauge condition is the most natural one in specific
contexts.

Since the proton structure is mainly probed in high-
energy experiments involving large momentum transfers,
it seems quite natural to use the light-front gauge to make
contact with the appealing parton model picture. There are
therefore essentially two relevant spin decompositions: the
Ji decomposition supplemented by the decomposition of
the gluon angular momentum proposed by Wakamatsu,
and the light-front gauge-invariant extension, which is a
generalization of the Bashinsky-Jaffe decomposition to
any gauge. They differ by a gauge-invariant term called
the potential angular momentum representing the differ-
ence between the kinetic and the canonical angular mo-
mentum. The kinetic angular momentum corresponds to
our classical intuition of angular momentum but does not
have any simple partonic interpretation. On the contrary,
the canonical orbital angular momentum has a simple

partonic interpretation but requires the use of a natural
gauge. The most intuitive approach to the orbital angular
momentum in a relativistic quantum system is based on the
concept of phase-space orWigner distributions. Depending
on the choice of the gauge link, one can obtain either the
kinetic or the canonical orbital angular momentum. How to
access these Wigner distributions remains a big challenge
but would definitely improve drastically our understanding
of the proton internal structure.
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