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We present completely general next-to-leading order predictions for squark and gluino production at the

LHC, based on the fully automated MADGOLEM tool. Without any assumptions on the mass spectrum we

predict production rates and examine the structure of the massless and massive QCD and SUSY-QCD

quantum corrections. This allows us to quantify theory uncertainties induced by the spectrum assumptions

commonly made. Going beyond total rates we compare general fixed-order distributions to resummed

predictions from jet merging. As part of this comprehensive study we present the MADGOLEM treatment of

ultraviolet, infrared, and on-shell divergences.
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I. INTRODUCTION

With the LHC close to completing its 8 TeV run, models
predicting heavy new particles [1] are under intense scru-
tiny. Experimental searches [2,3] are probing vast parame-
ter regions in the minimal supersymmetric standard model
(MSSM), most notably those parts of the squark-gluino
mass plane which can be described in terms of gravity
mediation [4]. Inclusive searches for the production and
decay of squarks and gluinos play a leading role and
require an accurate as well as flexible framework for theory
predictions. Understanding decay jets as well as QCD jet
radiation [5] is a crucial aspect, affecting triggering, rate
measurements [6], or kinematic reconstruction. Advanced
analysis tools like subjet structures [7] increase the need
for precise QCD and jets predictions.

Squark and gluino production to leading order was
studied 30 years ago [8]. Next-to-leading order (NLO)
QCD corrections were first computed almost 20 years
ago [9–11] and made public in the PROSPINO package
[12].1 These calculations substantially reduce the theoretical
uncertainties to the 20–30% level. More recently, electro-
weak corrections [13], resummed predictions [14], and
(approximate) next-to-next-to-leading order predictions
[15] have been made available, further decreasing the theo-
retical uncertainties. Essentially all of these precision studies
make simplifying assumptions about the squark mass spec-
trum and focus on improving total cross section predictions.

In this paper we present numerical results as well as
the underlying structure of the completely automized
MADGOLEM approach to NLO predictions [16–18]. It allows

us to go beyond current limitations, like assumptions on the
supersymmetric (SUSY) mass spectrum or the focus on total
rates. We compute the total and differential NLO rates going

through all squark and gluino pair production channels for
several benchmark parameter points. We study in detail the
structure and numerical impact of the real and virtual QCD
and SUSY-QCD effects for each of these channels. Particular
emphasis we devote to illustrating the reduction of the theo-
retical uncertainties in total rates and kinematic distributions
as a key improvement of NLO predictions. Finally, we
conduct a comprehensive comparison of the fixed-order
differential cross sections with those obtained by multijet
matrix element merging, including a variation of the renor-
malization and factorization scales. Many details on the
computation and its numerical validation are included in the
four Appendixes.
This study, alongside with its earlier squark-neutralino

[16] and sgluon pair [17] counterparts, are examples of
fully automized NLO computations in TeV-scale new
physics models. This kind of automation will significantly
enhance the availability of precision predictions for LHC
observables in and beyond the standard model [19], at a
time when standard new physics scenarios for the LHC are
becoming less and less likely. MADGOLEM is an independent,
highly modular add-on to MADGRAPH [20,21], benefiting
from its event simulation and analysis features. It generates
all tree-level diagrams and helicity amplitudes in the
MADGRAPH V4.5 framework [20] and relies on the HELAS

[22] library for the numerical evaluation. The one-loop
amplitudes are generated by QGRAF [23] and GOLEM

[24,25]. Supersymmetric counterterms and Catani-Seymour
dipoles [26] are part of our model implementation and can
easily be adapted for other new physics models. The
subtraction of infrared and on-shell [11,27] divergences is
completely automized. MADGOLEM is currently undergoing
final tests and will be released to the LHC community soon.

II. RATES

As a starting point we systematically analyze squark
and gluino production rates at next-to-leading order.

1All results shown in this paper have been checked to agree
with PROSPINO2 wherever applicable.
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We entertain all possible production channels at the LHC
involving pairs of squarks and gluinos in the final state:

pp ! ~q ~q; ~q~q�; ~q ~g; ~g ~g : (1)

Following the typical decay signature we focus on the
dominant first- and second-generation squarks ~q ¼ ~uL;R,
~dL;R, ~sL;R, ~cL;R. The associated quarks we can safely

assume to be massless. Moreover, we disregard flavor mix-
ing; i.e., the SUSY-QCD couplings are flavor-diagonal.
Further removing this latter assumption is foreseen in the
MADGOLEM setup. In our numerical analysis we use the

CTEQ6L1andCTEQ6Mparton densities [28]. Unless stated
otherwise, we fix both the central renormalization and facto-
rization scales to the average final-state mass �R ¼ �F ¼
�0 ¼ ðm1 þm2Þ=2. From previous studies, this choice is
known to lead to perturbatively stable results [11].

As real corrections we include all channels with
a three-particle final state, in which a light parton accom-
panies the heavy superpartners. The associated infrared
divergences we subtract using Catani-Seymour dipoles
[26], generalized to include the massive colored SUSY
particles. Details on this implementation are included in
Appendix A. With the help of a FKS (Frixione-Kunszt-
Signer)-like cutoff � [29] we can select the phase space
regions covered by the dipole subtraction to include more
(� ! 1) or less (� � 1) of the nondivergent phase space.
Our default choice is � ¼ 1, but the total rates must not
change with varying �.

Virtual corrections include the one-loop exchange
of virtual gluons and gluinos. The standard ’t Hooft-
Feynman gauge is employed for internal gluons to avoid
higher rank loop integrals. Accordingly, Faddeev-Popov
ghosts appear in the gluon self-energy and in the three-
gluon vertex corrections. Ultraviolet divergences are can-
celed by renormalizing the strong coupling constant and all
masses. Supersymmetry identifies the strong gauge cou-
pling constant gs and the Yukawa coupling of the quark-
squark-gluino interaction, ĝs. At the one-loop level dimen-
sional regularization induces an explicit breaking of this
symmetry via the mismatch between the two fermionic
gluino components and the (2-2�) degrees of freedom
of the transverse gluon field. We restore the underlying
supersymmetry with an appropriate finite counterterm
[11,30]. Details on the renormalization procedure can be
found in Appendix D.

Finally, we have to remove potential divergences in the
three-body phase space due to intermediate resonant states.
An example is the appearance of on-shell gluinos as part
of the correction to squark-antisquark production, qg !
~q ~g ! ~q~q�q [11,27]. In addition to the technical compli-
cation of a divergent rate these on-shell states introduce a
double counting once we sum all squark and gluino pro-
duction rates to next-to-leading order. In the standard
model a similar problem appears in Wt single top produc-
tion which requires a separation from top pair production,
so our MADGOLEM implementation should benefit standard
model processes as well.
Following the PROSPINO scheme we remove on-shell

divergences locally through a point-by-point subtraction
over the entire phase space. Off-shell pieces in the limit of
vanishing particle width are genuine parts of the NLO real
emission and hence left untouched. This procedure pre-
serves the gauge invariance of the entire matrix element as
well as the spin correlations between the intermediate
particles and the final state. The subtraction terms have a
Breit-Wigner shape and are automatically generated.
Note that for an actual observable we of course need to

combine the pair production and associated production
channels. Initial-state jet radiation at the LHC may be as
hard as decay jets [5] and thus cannot be distinguished on
an event-by-event basis. A detailed account of our on-shell
subtraction is provided in Appendix B.

A. Parameter space

The effect of NLO corrections on LHC cross sections
varies from production channel to production channel
and from one mass spectrum to another. In particular the
hierarchy between squark and gluino masses affects the
behavior of QCD corrections. In Table I we list a set of
conventional mass spectra [31] which in the following
we will use to study squark and gluino pair production in
some detail. For each of the considered benchmarks, we
have generated the corresponding physical SUSY masses
and coupling constants from the GUT-scale input values
defined in Ref. [31], with the help of SOFTSUSY [32].
Scenarios labeled CMSSM-a.b.c (constrained MSSM) are
derived from GUT-scale universality conditions with
squark and gluino masses above 1 TeV. Each of them
exhibits a different squark-gluino mass hierarchy. The

TABLE I. Squark and gluino masses (in GeV) for different benchmark points.

m~uL m~uR m~dL
m~dR

m~g Mass hierarchy

CMSSM 10.2.2 1162 1120 1165 1116 1255 ~qR < ~qL < ~g
CMSSM 40.2.2 1200 1168 1202 1165 1170 ~qR < ~g < ~qL
CMSSM 40.3.2 1299 1284 1301 1284 932 ~g < ~qR < ~qL
mGMSB 1.2 899 868 902 867 946 ~qR < ~qL < ~g
mGMSB 2.1.2 933 897 936 895 786 ~g < ~qR < ~qL
mAMSB 1.3 1274 1280 1276 1289 1282 ~uL < ~uR < ~g, ~dL < ~g < ~dR
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numerical indexing employed herewith (a) denotes the

value of tan�; (b) denotes one given line m0 ¼ c1m1=2 þ
c2 in the m0 �m1=2 parameter space, where m0 stands for

the soft-SUSY breaking scale common to all the sfermions

and the Higgs doublets, while m1=2 settles a gaugino soft-

breaking mass; and (c) refers to one given m1=2 reference

point, e.g., starting from m1=2 ¼ 500 GeV for CMSSM

10.2.1 and spaced in steps of 50 GeV. The benchmark

points denoted as mGMSB-# and mAMSB-# represent

gauge-mediated and anomaly-mediated supersymmetry

breaking, and obey a similar notational setup. For specific

details we confer the reader to Ref. [31]. While the entire

spectrum including the weak gauginos is very different

compared to CMSSM-type scenarios, they are consider-

ably less distinctive when we limit ourselves to light-flavor

squark and gluino masses. The position of each of the

benchmark points in the squark-gluino mass plane defines

a maximal mediation scale for SUSY breaking, but this

argument cannot simply be turned around [4].
In Tables II and III we document a comprehensive

numerical survey over these MSSM parameters for

LHC center-of-mass energies of
ffiffiffi
S

p ¼ 14 TeV and
ffiffiffi
S

p ¼
8 TeV. These cross sections can be used to test MADGOLEM

once it is publicly available. Using the general MADGOLEM

setup it is possible to separate the squark flavor and
chirality in squark pair production and in associated
squark-gluino production. The size of the NLO QCD
effects we express through the consistent ratio K �
�NLO=�LO, in spite of some well-known problems with
the convergence of the leading order (LO) parton densities
we will notice below.
Already at the level of total cross sections we confirm a

number of well-known general trends which are essentially
common to all production mechanisms. First, the signifi-
cance of the QCD quantum effects manifests itself as
sizable K factors spanning the range K � 1:1–2:4 for
14 TeV center-of-mass energy. For 8 TeV we observe
uncomfortably large K factors which have nothing to do
with real or virtual QCD corrections. Instead, they indicate
poor perturbative behavior of the CTEQ parton densities.
These suppress LO production rates of heavy particles with
OðTeVÞ masses, while the NLO predictions are perturba-
tively stable. This can be checked by comparing the CTEQ
rate predictions to other parton densities.
Second, the different color charges of squarks and glui-

nos as well as their spin are clearly reflected in the pro-
duction rates. Interactions among color octets will give
larger rates than color triplets. Similarly, fermion pairs
yield larger cross sections than scalar pairs. This effect is

TABLE II. Total cross sections (in fb) and corresponding K factors for squark and gluino production at
ffiffiffi
S

p ¼ 14 TeV. The
renormalization and factorization scales are chosen as the average final-state mass. The notation ~u ~d indicates the summation over all
possible final-state chiralities ~u ~d ¼ ~uL ~dL þ ~uL ~dR þ ~uR ~dL þ ~uR ~dR. Symmetry factors 1=2 are automatically included, when applicable.

~uL~uL ~uR~uR ~uL~uR ~u ~d

�LO �NLO K �LO �NLO K �LO �NLO K �LO �NLO K

CMSSM 10.2.2 26.2 29.2 1.11 31.0 34.3 1.11 26.2 30.7 1.17 87.7 104.8 1.19

CMSSM 40.2.2 22.8 26.0 1.14 26.0 29.4 1.13 25.2 30.2 1.20 75.2 91.2 1.21

CMSSM 40.3.2 14.8 18.1 1.22 15.8 19.1 1.21 23.1 29.9 1.29 49.8 63.6 1.28

mGMSB 1.2 85.3 97.0 1.14 98.1 110.7 1.13 99.7 120.4 1.21 316.6 387.8 1.22

mGMSB 2.1.2 73.9 88.7 1.20 87.6 104.5 1.19 113.9 144.5 1.27 293.3 372.6 1.27

mAMSB 1.3 16.8 18.9 1.13 16.4 18.4 1.12 16.1 19.1 1.19 48.3 58.1 1.20

~uL~u
�
L ~uR~u

�
R ~uL~u

�
R, ~uR~u

�
L ~u~d�

�LO �NLO K �LO �NLO K �LO �NLO K �LO �NLO K

CMSSM 10.2.2 3.0 4.6 1.54 3.8 5.8 1.53 4.6 6.0 1.30 16.0 19.3 1.21

CMSSM 40.2.2 2.5 3.8 1.49 3.0 4.6 1.53 3.7 4.9 1.32 13.1 15.8 1.21

CMSSM 40.3.2 1.7 2.5 1.44 1.9 2.7 1.44 1.9 2.6 1.33 7.7 9.3 1.20

mGMSB 1.2 17.8 27.5 1.54 21.9 33.7 1.54 21.1 27.8 1.32 74.1 92.8 1.25

mGMSB 2.1.2 16.0 23.0 1.44 20.2 29.2 1.45 17.1 22.5 1.32 66.0 81.6 1.24

mAMSB 1.3 1.6 2.4 1.54 1.5 2.3 1.53 2.2 3.0 1.32 7.7 9.2 1.20

~uL~g ~uR~g ~u�L~g ~d ~g ~g ~g

�LO �NLO K �LO �NLO K �LO �NLO K �LO �NLO K �LO �NLO K

CMSSM 10.2.2 78.7 108.6 1.38 87.7 120.3 1.37 2.3 3.8 1.63 58.2 83.6 1.44 23.3 53.4 2.29

CMSSM 40.2.2 93.5 131.3 1.40 101.7 142.3 1.40 2.8 4.6 1.65 68.7 100.5 1.46 41.1 94.5 2.30

CMSSM 40.3.2 159.4 239.5 1.50 165.6 248.2 1.50 5.2 9.0 1.73 116.3 182.0 1.57 249.2 552.9 2.22

mGMSB 1.2 467.0 610.6 1.31 511.4 665.4 1.30 18.7 28.3 1.52 371.2 503.3 1.36 222.8 453.4 2.03

mGMSB 2.1.2 777.0 1077.6 1.39 868.0 1193.9 1.38 33.6 52.5 1.56 638.1 914.6 1.43 849.6 1755.0 2.07

mAMSB 1.3 54.4 78.1 1.44 53.5 77.0 1.44 1.5 2.6 1.71 36.3 54.5 1.50 19.0 46.1 2.42
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not only observed in the LO and NLO rates but also in the
relative K factor.

Third, both the total LO and NLO cross sections
decrease with increasing superpartner masses. Nontrivial
effects can for example be understood from the threshold
behavior of virtual corrections and the real emission, which
may in part overcome the phase space suppression of the
NLO diagrams [11]. We will expand on all these aspects
later in this section.

B. Squark pair production

Squark pair production can lead to a multitude of final
states, which we first classify into two basic categories:

(1) Squark-squark pairs ~q ~q , to leading order mediated
by t-channel gluino interchange between colliding
quarks. This mechanism is flavor locked, so first-
generation squarks will dominate. In particular in
proton-proton collisions at large parton-x values this
channel will contribute large cross sections because
it links incoming valence quarks.

(2) Squark-antisquark pairs ~q~q� with three distinct sub-
channels: q �q annihilation through an s-channel gluon,
q �q scattering via a t-channel gluino, and gg fusion
with s-channel and t-channel diagrams. Due to the
large adjoint color charge and the higher spin repre-
sentations involved the gg initial-state dominates at
the LHC up to moderate parton-x values. In the
absence of flavormixing, the gluino-induced subchan-
nel is flavor locked to the initial state while the other
two are flavor locked within the final state. First- and
second-generation squarks will therefore contribute
with similar rates. All but the gluino-induced channels
will also lead to sbottom and stop pair production [9].

The predicted LO and NLO rates alongside their K
factors we document in Tables II and III. The production

of squark pairs ~q ~q yields cross sections of 10 to 100 fb for
squark and gluino masses around 1 TeV. The squark-
antisquark rates for this mass range are roughly 1 order of
magnitude smaller. These cross sections are highly sensitive
to the strongly interacting superpartner masses. This is
largely due to kinematics, i.e., the different squark masses
in each benchmark point. For instance, the production of the
lighter right-handed squarks comes with larger production
rates than that of their left-handed counterparts. According
to Table I this is true for all benchmark points except for
mAMSB1.3. Thismeans that in a squark-(anti)squark sample
right-handed squarks will be over-represented. This can be a
problem if the NLO computation does not keep track of the
different masses of left-handed and right-handed quarks.
In contrast, we see that the K factors barely change

between benchmark points, because the bulk of the NLO
effects are genuine QCD effects. However, all K factors
range around K � 1:2 for squark-squark production—
correspondingly, for squark-antisquark production they
render K � 1:2–1:5 depending on the specific channel.
This effect is used by PROSPINO2.1, where the different
squark masses only enter at leading order, while the NLO
corrections are computed with a universal squark mass.
Some sample Feynman diagrams we show in Fig. 1. The
supersymmetric QCD corrections including one-loop
squark and gluino loops are power suppressed by the heavy
particle masses.
We make an interesting observation for squark pairs

with different chiralities, e.g., ~uL~uR. As mentioned above,
all ~q ~q channels proceed via a t-channel gluino. For iden-
tical final-state chiralities, the gluino propagator corre-
sponds to a mass insertion—enhancing the LO rates for
heavy gluinos. This is not true for ~uL~uR production, where
we probe the 6p term in the gluino propagator. This differ-
ence can be read off Table II. The ~uL~uL and ~uR~uR channels

TABLE III. Total cross sections (in fb) and corresponding K factors for squark and gluino production at
ffiffiffi
S

p ¼ 8 TeV. All scales are
chosen at the average final-state mass.

~uL~uL ~uL~uR ~uL~u
�
L ~uL~u

�
R, ~uR~u

�
L

�LO �NLO K �LO �NLO K �LO �NLO K �LO �NLO K

CMSSM 10.2.2 3.6 3.8 1.06 2.5 2.8 1.12 0.09 0.16 1.68 0.27 0.36 1.36

CMSSM 40.2.2 2.9 3.2 1.09 2.2 2.6 1.15 0.07 0.12 1.63 0.19 0.27 1.38

CMSSM 40.3.2 1.5 1.7 1.16 1.6 2.0 1.24 0.04 0.06 1.59 0.08 0.11 1.42

mGMSB 1.2 19.7 21.6 1.10 17.1 19.9 1.16 1.1 1.8 1.62 2.2 2.9 1.33

mGMSB 2.1.2 15.9 18.5 1.16 18.8 23.2 1.23 0.9 1.4 1.51 1.7 2.2 1.34

mAMSB 1.3 1.8 1.9 1.08 1.1 1.3 1.14 0.04 0.06 1.72 0.09 0.13 1.40

~uL~g ~u�L~g ~g ~g

�LO �NLO K �LO �NLO K �LO �NLO K
CMSSM 10.2.2 3.0 5.2 1.74 0.04 0.09 2.25 0.34 1.19 3.51

CMSSM 40.2.2 3.8 6.7 1.76 0.05 0.12 2.26 0.74 2.57 3.49

CMSSM 40.3.2 7.8 14.5 1.85 0.12 0.28 2.33 8.68 26.4 3.04

mGMSB 1.2 34.9 53.8 1.54 0.7 1.3 1.91 7.29 20.6 2.83

mGMSB 2.1.2 67.3 108.4 1.61 1.5 2.9 1.93 40.85 112.0 2.74

mAMSB 1.3 1.8 3.2 1.84 0.02 0.05 2.42 0.25 0.95 3.81
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are suppressed from CMSSM 10.2.2 to CMSSM 40.3.2,
following a decrease in the gluino mass. On the other hand,
the ~uL~uR rate remains quite constant. This different behav-
ior is also visible from theirK factors, which are ordered as
KLL � KRR < KLR.

In Fig. 2 we separate the real and virtual QCD and
SUSY-QCD corrections for ~uL~u

�
L production as a function

of the final-state mass m~uL . All the other heavy masses we

vary simultaneously, keeping the absolute mass splittings
of the CMSSM 10.2.2 benchmark point shown in Table I.
The two main partonic subprocesses contributing to the
process we show separately. The separation into real and
virtual corrections we define through Catani-Seymour
dipoles with a FKS-like cutoff � ¼ 1. The integrated
dipoles count towards the virtual corrections while only
the hard gluon radiation counts towards the real correc-
tions. This is the reason why the real corrections appear
negligible. The cross sections for both the gluon fusion gg
and the quark-antiquark q �q subprocesses are essentially
determined by the squark masses and the corresponding
phase space suppression. The gluon fusion dominates in
the lower squark mass range, contributing with rates of
roughly a factor 2 above the q �q mechanism. Conversely,
the gg channel depletes slightly faster than the q �q, espe-
cially for large squark masses. This can be traced back to

the respective scaling behavior of the cross sections [9] as a
function of the partonic energy, and its correlation to the
parton luminosities. Indeed, heavier final states probe
larger parton-x values—this being the region where the
quark parton densities become more competitive, while the
gluon luminosity depletes.
The lower panels of Fig. 2 show the relative size of the

NLO contributions with respect to the total LO rate. While

�virtual=�LO grows with increasing squark masses, espe-

cially for the gg initial state,�real=�LO stays constant. This

effect is related to threshold enhancements: first, a long-

range gluon exchange between slowly moving squarks in

the gg ! ~u~u� channel gives rise to a Coulomb singularity

�� ��s=�, where � denotes the relative squark velocity

in the center-of-mass frame, � �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4m2

~u=Ŝ
q

. This is

nothing but the well-known Sommerfeld enhancement

[33]. The associated threshold singularity cancels

the leading �� � dependence from the phase space and

leads to finite rates but divergent K factors [11]. In

addition, there exists a logarithmic enhancement

�� ½Alog2ð�Þ þ B logð8�2Þ� from initial-state soft gluon

radiation. This second effect is common to the gg and

q �q initial states. Threshold effects can be resummed to

improve the precision of the cross section prediction [14].

FIG. 1. Sample Feynman diagrams for squark-antisquark production to NLO. Virtual corrections involve the exchange of gluons,
gluinos, and squarks. Real corrections denote the emission of one quark or gluon.

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

σ 
[f

b]
 

500 1000 1500
m

u~L
 [GeV]

0

1

2

σN
L

O
/σ

L
O

pp(qq
_

) → u
L

~ u
L

~*

CMSSM 10.2.2
LHC@14TeV

σreal

σNLO

σvirtual

σLO

NLO

virtual
real

σqg

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

σ  
[f

b]
 

500 1000 1500
m

u~L
 [GeV]

0

1

2

σN
L

O
/σ

L
O

pp(gg) → u
L

~ u
L

~*

CMSSM 10.2.2
LHC@14TeV

σreal

σNLO

σvirtual

σLO

NLO

real

virtual

FIG. 2 (color online). Cross sections for ~uL~u
�
L production for the different initial states as a function of the squark and the gluino

masses. The q �q process (left) includes also the qg crossed channels. Together with m~uL we vary all squark and gluino masses such that

the mass splittings of the CMSSM 10.2.2 benchmark point are kept. In the lower panels we evaluate the relative size of the NLO cross
section with respect to the total LO rate for each subchannel.
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The internal architecture of the virtual corrections we
analyze in Fig. 3. Virtual diagrams come in different one-
loop topologies: self-energy and wave-function correc-
tions, three-point vertex corrections, and box corrections.
The box diagrams also include the one-loop corrections to
the quartic gg~q ~q vertex. Again, we assume the specific
flavor/chirality final state ~uL~u

�
L with the CMSSM 10.2.2

parameter point. Just like in Fig. 2 the masses vary in
parallel, keeping the splitting constant. The threshold ef-
fects discussed in the previous paragraph are nicely visible
in the increasing ratio ��NLO=�LO for the boxes and
the integrated dipoles, where the quantity ��NLO=�NLO

accounts for the genuine Oð�sÞ NLO contributions. This
enhancement leads to sizable quantum effects in the
30–70% range for the gg initial state.

For the q �q-initiated subprocess the integrated dipoles
are numerically far smaller. The bulk of the virtual correc-
tions are driven by the boxes, the gluino self-energy,
and the negative quark-squark-gluino vertex correction.
Their remarkable size we can trace back to mass insertions
in the gluino-mediated diagrams. Barring these dominant
sources, Fig. 3 illustrates that all remaining NLO contri-
butions stay at the �5% level or below. In the absence
of threshold effects, all these pieces are insensitive to the
squark mass. As a consequence, both the LO and the NLO
cross sections undergo essentially the same phase space
suppression as a function of the final-state mass. Because
we vary all masses in parallel this is also indicative of the
dominance of the gluon-mediated QCD effects as com-
pared to SUSY-QCD corrections. In the large-mass regime
the latter have to be power suppressed, matching on to the
decoupling regime.

The fact that cross section predictions increase, i.e.,
exclusion limits become stronger once we include NLO
cross sections, is only a superficial effect of the improved
QCD predictions. The main reason for higher-order

calculations is the increased precision, reflected in the
renormalization and factorization scale dependence. As is
well known, these scale dependences do not have to be an
accurate measure of the theoretical uncertainty. This can be
seen for example in Drell-Yan-type processes at the LHC
where the LO factorization scale dependence hugely under-
shoots the known NLO corrections. For the pair production
of heavy states mediated by the strong interaction the
detailed studies of top pairs give us hope that the scale
dependence can be used as a reasonable error estimate.
In Fig. 4 we trace the scale dependences of squark-

squark and squark-antisquark production. Note that such
a separate scale variation is not possible in PROSPINO,
where both scales are identified in the analytic expressions.
We profile the behavior of �LOð�Þ and �NLOð�Þ for an
independent variation of the renormalization and the
factorization scales in the range �0=10<�R;F < 10�0.

As usual, the central scale choice is �0 ¼ m~uL . The path

across the �R-�F plane we illustrate in the little square in
the left panel. The numerical results are again given for

the CMSSM 10.2.2 parameter point and
ffiffiffi
S

p ¼ 14 TeV. As
expected, the renormalization scale dependence dominates
the leading order scale dependence. Unlike in other
cases there is no cancellation between the renormalization
and the factorization scale dependences. The stabilization
of the scale dependence manifests itself as smoother NLO
slope. While the LO scale variation covers an Oð100%Þ
band, the improved NLO uncertainty is limited toOð30%Þ.
Interestingly, the NLO plateau at small scales is not gen-
erated by a combination of the two scale dependences, but
is visible for a variation of the renormalization scale alone
at fixed small values of the factorization scale.
In Fig. 5 we show the usual LO and NLO cross sections

as a function of the final-state mass m~uL . The error bar

around the central values represents a simultaneous scale
variation ½�0=2; 2�0�. Both error bands nicely overlap and

500 1000 1500
 m

u
L

~  [GeV]

-40

-20

0

20

40

60

∆σ
N

L
O

/σ
L

O
 [

%
]

CMSSM 10.2.2
LHC@14TeV

pp(uu-) → u
L

~ u
L

~*

boxes

self-energies

gu
L

~ u
L

~  vertex integrated dipoles

 guu- vertex

g~uu
L

~  vertex

500 1000 1500
 m

u
L

~  [GeV]

-40

-20

0

20

40

60

∆σ
N

L
O

/σ
L

O
 [

%
]

CMSSM 10.2.2
LHC@14TeV

pp(gg) → u
L

~ u
L

~*

boxes

self-energies

gu
L

~ u
L

~  vertex

integrated dipoles

 ggg vertex

FIG. 3 (color online). Relative shift ��NLO=�LO for the different parts of the virtual corrections to q �q=gg ! ~uL~u
�
L production. All

squark and gluino masses we vary in parallel, just like in Fig. 2.
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reflect, for ~uL~uL, a reduction of the theoretical uncertain-
ties from Oð50%Þ at LO down to Oð20%Þ at NLO—
similarly, from Oð60%Þ down to Oð30%Þ for ~uL~u�L.

The most significant upgrade of the MADGOLEM auto-

mated framework compared to previous calculations is

that we do not have to assume any simplifying relations

between the supersymmetric masses. We can freely sweep

over the entire parameter space of a given model, varying

each of the input parameters independently. This differs

from PROSPINO or other precision tools which rely on a

single mass scale for all light-flavor squarks for all next-to-

leading order effects. A fully general scan as shown in

Tables II and III is thus beyond the reach of these tools.
Figure 6 shows quantitative results for this generalized

NLO computation. As an example we focus on the (par-
tially inclusive) production of all first-generation squark

pairs pp ! ~q ~q , with ~q ¼ ~uL, ~uR, ~dL, ~dR, and examine an
independent variation of the different squark masses. In the
left two panels we study the effect of a right-left mass
separation while identifying s-up and s-charm masses as
well as s-down and s-strange masses to the CMSSM 10.2.2
and mGMSB 2.1.2 values shown in Table I. We show the
change in the total squark pair cross sections with a grow-

ing mass splitting �mR�L � m~qR �m~qL , where ~q ¼ ~u, ~d,

~c, ~s. The results we evaluate in terms of j�� �0j=�0,
where �0 denotes the cross section for �mR�L ¼ 0.
The associated K factor is displayed at the bottom of
each panel. In the right panels we show the same analysis
for an up-versus-down squark mass splitting �mu�d �
m~u �m~d, with ~u ¼ ~u, ~c and ~d ¼ ~d, ~s. The masses of

their respective chiral components are separated as in the
corresponding benchmark scenarios.
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The results highlight, first of all, that a fully flexible
mass spectrum leaves a measurable footprint in the total
cross sections. The rates change by Oð5%–20%Þ for a
squark mass splitting of 10–100 GeV, as commonly fea-
tured by MSSM benchmark points. These effects lie
roughly in the same ballpark as higher-order corrections
beyond the fixed next-to-leading order predictions. At the
same time, the K factors stay essentially constant with a
varying mass splitting. This follows from the fact that
while kinematic effects change the cross sections signifi-
cantly, the NLO corrections are mostly sensitive to mass
splittings through SUSY-QCD effects which are typically
mass suppressed. For squark pair production, in particular,
the NLO rate dependence on �mR�L and on �mu�d is
affected by the gluino self-energy corrections. Our
MADGOLEM results confirm that taking into account the

full mass spectrum in the LO rate predictions and reweight-
ing them with a K factor computed most efficiently for a
mass-degenerate spectrum gives an accurate estimate of
the full NLO rates.

C. Squark-gluino production

Unlike squark or gluino pair production the associated
production process does not have a QCD-only component
and is always flavor locked, qg ! ~q ~g . This makes it the
most model dependent signature. First-generation squarks,
mostly ~uL;R, will be copiously produced, and some of the

structures will be reminiscent of the electroweak produc-
tion of squarks with electroweak gauginos, pp ! ~q ~� [16].

Moreover, in this particular channel on-shell divergen-
ces can have a twofold origin: they can stem from either
an on-shell gluino or an on-shell squark, depending on
which of these particles is heavier. This makes associated
squark-gluino production the key channel to test our

numerical MADGOLEM implementation of automized
on-shell subtraction.
We can nicely confirm several qualitative expectations

from Tables II and III. For instance, we see how ~uL~g
production dominates over the charge conjugated channel
~u�L~g, simply due to the valence u quark. This is also the
reason why the QCD corrections are larger for the ~u�L~g
process, because gg-initiated NLO contributions are not
suppressed by the relative size of the underlying parton
luminosities.
The dependence on the final-state masses we show

in Fig. 7, where we display the total cross sections
�ðpp ! ~uL~gÞ as a function of the final-state squark mass
m~uL , noting that the gluino mass is changed together with
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the squark mass. The total cross section is pulled down by
roughly 3 orders of magnitude when the final-state mass
increases by a factor of 3. We find cross sections as large as
�ð~uL~gÞ �Oð10Þ pb for m~uL & 500 GeV, which fall down

to Oð10Þ fb for m~uL & 1:5 TeV. A remarkable reduction

in scale dependence of Oð60Þ% down to Oð20Þ% can be
assessed by contrasting the LO and NLO uncertainty
bands. We provide a complementary viewpoint in Fig. 8,
where we probe scale variations of the total cross section as
usually in the two-dimensional renormalization vs factori-
zation scale plane.

Finally, we address the effect of a general squark mass
pattern on the total rates. Our analysis follows Fig. 6, now

for the process pp ! ~q ~g with ~q ¼ ~uL;R, ~dL;R. Again, we
study the different CMSSM 10.2.2 and mGMSB 2.1.2
scenarios. For each of them, we explore the relative change
in the total rate j�� �0j=�0 when we increase mass
splittings from zero ð�0Þ. We separately examine
(i) fixing all left-handed and right-handed squarks at one
common mass value and increasing the right-left mass
splitting �mR�L, and (ii) setting a common mass for up-
type and down-type squarks and increasing �mu�d.
Similarly to the squark pair case, in Fig. 9 we find

variations up to 20% for mass splittings up to
Oð100Þ GeV. The LO and NLO cross sections scale in
parallel, with minor differences at the percent level.
As expected from the squark pair case the footprint of a
nondegenerate squark spectrum factorizes from the QCD
corrections, with remaining nonfactorizing effects the level
of a few percent.

D. Gluino pair production

Finally, we identify similar phenomenological trends for
gluino pair final states. The NLO effects are particularly
sizable (cf. Tables II and III) with K factors in the ballpark

of �2 for
ffiffiffi
S

p ¼ 14 TeV, and even surpassing K � 2:5 for

the lower nominal LHC energy
ffiffiffi
S

p ¼ 8 TeV. These results
essentially reproduce what is included in PROSPINO.
The separate dependence on the factorization and renor-

malization scales we display in Fig. 10. As before, the
simultaneous scale variation captures the complete theo-
retical uncertainty well. Including the NLO corrections
significantly reduces the dependence on the renormali-
zation as well as on the factorization scale. In Fig. 11 we
show the envelope of the scale variation together with the
central LO and NLO rate predictions as a function of the
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gluino mass. It reflects a reduction of the theoretical uncer-
tainties from Oð70%Þ at LO down to Oð30%Þ at NLO. In
spite of the large K factor triggered by the LO parton
densities the two bands nicely overlap.

From the discussions of the squark pair and squark-
gluino channels we expect the effect of the nondegenerate
squark spectrum on gluino pair production to be small. The
leading phase space effects which appear as factorizing
corrections in the other production channels are absent for
gluino pairs. Only the LO squark mass dependence through
the t-channel exchange diagram and the specific NLO loop
effects remain. For the mGMSB 2.1.2 benchmark point we
compute these effects and find a deviation of roughly 2%
when we allow for a right-left mass splitting of 100 GeV.

III. DISTRIBUTIONS

All through Sec. II we have limited our discussions to
total cross sections. This corresponds to the way higher-
order corrections to new physics processes are usually
implemented in experimental analyses. Event simulation
including all differential cross section is performed by any
of the parton shower Monte Carlos. Because the hard
process scale is given by the heavy particle masses it is

usually well above the typical jet momenta required by
inclusive searches. This means that the parton shower
approximation is justified [5] while the total cross sections
have to be corrected for higher-order effects. In the original
PROSPINO calculations transverse momentum and rapidity

distributions for the heavy squarks and gluinos were
studied [9–11], indicating that no large NLO effects should
be expected. MADGOLEM allows us to include a compre-
hensive study of distributions in this paper.

A. Fixed order vs jet merging

To make quantitative statements beyond total cross
sections we use MADGOLEM to compute NLO distributions
for different squark and gluino final states. Because the
MADGOLEM output is weighted events for the regularized

virtual and real emission channels we can plot any distri-
bution which makes sense in perturbative QCD. The only
limitation is the validity of fixed-order QCD, reaching its
limitations for example when studying the jet recoil against
the heavy squark-gluino system.
For comparison we do not rely on the usual parton

shower simulations, but employ more modern matrix ele-
ment and parton shower merging [34–36]. We generate
tree-level matrix element events with zero, one, or two hard
jets with the help of MADGRAPH5 [21] and combine them
with each other and with the PYTHIA [37] shower using the
MLM (Michellangelo Mangano) procedure [34] as imple-
mented in MADGRAPH. When defining the hard matrix
element corrections we follow three different approaches.
First, we include up to one additional hard gluon in the
matrix elements. This automatically excludes all topolo-
gies which could lead to on-shell divergences. Second, we
instead allow for two additional hard gluons in the matrix
elements. As before, we avoid any issues with on-shell
singularities. Finally, we generate samples with one addi-
tional quark or gluon. In this case, on-shell divergences
will appear just like for the real emission contributing to
the NLO rate. These singularities we remove using the
numerical prescription implemented in MADGRAPH [21].
It subtracts all events with phase space configurations close
to the on-shell poles. While this subtraction is not equiva-
lent to the consistent PROSPINO scheme and does not have a
well-defined zero-width limit we have checked that it gives
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numerically similar results as long as we only compare
normalized distributions.

Our results for the transverse momentum distributions of
squarks and gluinos we present in Fig. 12. We focus on the
CMSSM 10.2.2 and mGMSB 2.1.2 benchmark points as
representative MSSM scenarios. They exemplify both pos-
sible squark-gluino mass hierarchies. As described above,
we show the NLO predictions and the one-gluon merged
results. Comparing different jet merging setups we confirm
that adding a second hard gluon does not change our results
beyond numerical precision, so we do not show it sepa-
rately. This is an effect of the large hard scale in the process
which renders the parton shower for the second radiated
gluon an excellent approximation. We only show results
allowing for one additional quark or gluon jet when the
curves are visibly different from the one-gluon case. The
general agreement of all three merging results shows that
once the double counting from the on-shell states is
removed the bulk of the NLO real emission comes from
gluons. Moreover, this gluon radiation is well described by
the PYTHIA parton shower, as long as the produced particles
are heavy [5]. However, once an experimental analysis
becomes particularly sensitive to the jet recoil it might

pay off to check the parton shower results with a merged
sample [6,38].
The comparison with the NLO prediction shows that the

usual assumption about the stability of the main distribu-
tions is indeed correct. The normalized distributions from
the fixed-order NLO calculation and frommultijet merging
agree very well. As alluded to above, the multijet merging
predictions in turn agree well with the parton shower. In
spite of the remarkable agreement between both descrip-
tions, some mild departures are visible. We can essentially
understand them as a fingerprint of the extra recoil jets
involved in the matched samples. For example, in some
cases the jet merging predictions become slightly harder
than the NLO results because they take into account a
second radiated jet. On the other hand, the squarks and
gluinos we are studying are so heavy that it is unlikely that
jet radiation makes a big difference to them.
In MADGOLEM the generation of any kind of fixed-order

distributions, such as those displayed in Fig. 12, is com-
pletely automated. This constitutes a substantial improve-
ment for precision beyond the standard model predictions.
Distributions can be computed for a single kinematic vari-
able, but also two-dimensionally. For example, we show
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FIG. 12 (color online). Normalized transverse momentum distributions for different processes for the benchmark points CMSSM
10.2.2 and mGMSB 2.1.2. We compare NLO predictions to LO jet merging [34] with three different setups: up to one hard gluon, up to
two hard gluons, up to one hard quark or gluon jet. The latter two we only display when differences are visible.
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the NLO phase space dependence on the transverse mo-
mentum and the rapidity of one final-state particle in
Fig. 13. The three panels give LO, NLO, and merged
predictions for squark pair production pp ! ~uL~uL. The
NLO and the merging histograms are normalized to unity,
while the LO distribution is shown to scale. As expected,
we do not find any kind of significant difference between
the NLO and the jet merging results or any correlations
between the rapidity and transverse momentum.

B. Scale uncertainties

The stabilization of the (unphysical) dependence
with respect to the choice of the renormalization and
factorization scales is a most prominent feature of NLO
calculations. These improvements, which we have already
analyzed for the total cross section, we reexamine now for
the distributions. Again, we study squark pair production
pp ! ~uL~uL. In Fig. 14 we present the squark transverse
momentum and rapidity distributions.

We first overlay the normalized distributions from the
fixed-order NLO calculation (solid, red line) with the
central scale choice and the jet merging results (dashed,
green line) for the CMSSM 10.2.2 and mGMSB 2.1.2
parameter points. For the NLO curve we compute the
envelope varying the renormalization and factorization
scales between �0=2 and 2�0, keeping the normalization
relative to the central scale choice. This should give a
realistic estimate of the theoretical uncertainty.
Two differences we show separately: first, the yellow

(light) histogram shows the difference d�=dpTð�0=2Þ �
d�=dpTð2�0Þ. It indicates a theoretical uncertainty of
Oð10%Þ on the distribution, with no obvious caveats. In
addition, we show the difference between the central NLO
prediction and MLM multijet merging d�MLM=dpT �
d�NLO=dpT point-by-point in the purple (dark) histogram.
Both comparisons we repeat for the squark rapidity distri-
butions. We see that when it comes to normalized distri-
butions the NLO and MLM multijet merging predictions

FIG. 13 (color online). Two-dimensional distributions for squark pair production pp ! ~uL~uL at
ffiffiffi
S

p ¼ 14 TeV as contour plots in
the pTð~uLÞ-yð~uLÞ plane. The different panels show the results from LO (left), NLO (center), and jet merging (right). While the LO
result is shown to scale the two right histograms are normalized to unity. We use the CMSSM 10.2.2 parameters.
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are in excellent agreement, for example, compared to the
sizable NLO scale dependence.

A complementary viewpoint in terms of phase space
dependent K factors we display in Fig. 15. The NLO
histograms using central scales �0 are supplemented by a
band showing a simultaneous renormalization and factori-
zation scale dependence at NLO. We confirm that the K
factors remain stable and relatively constant for the trans-
verse momentum and the central rapidity regime. From
the above discussion we know that the slight change in the
K factor over the entire phase space should correspond
to distributions computed using multijet merging. This
result we interpret as a strong argument in favor of the
conventional procedure, where a global K factor or event
reweighting to NLO is applied to kinematic distributions
generated via multijet merging.

C. Nondegenerate squarks

In Sec. II we discuss the effect of a general squark mass
spectrum on the different LHC production rates and find
that it largely factorizes from the NLO corrections; i.e., the
K factors only change at the percent level. The impact of
general squark mass spectra becomes much more apparent
at the distribution level. In Fig. 16 we display the squark
transverse momentum and rapidity distributions. We
single out one particular production channel, pp ! ~uL~g,
and examine the following representative situations:
(i) mass-degenerate squarks, with m~q ¼ 800 GeV;

(ii) a right-left splitting �mR�L ¼ 200 GeV between the
right-handed and left-handed squarks; and (iii) a similar
down-up splitting �md�u ¼ 200 GeV. The remaining
MSSM parameters we anchor as in the mGMSB 2.1.2
benchmark point defined in Table I. Most importantly,
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FIG. 15 (color online). K factor as a function of pTð~uLÞ and yð~uLÞ for squark production pp ! ~uL~uL. The band shows a scale
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we keep the final-state mass constant, so the differences
between these three scenarios decouple from the leading
phase space effects and instead constitute a genuine NLO
reflection.

The finite mass splitting between squarks induces a shift
in the kinematic distributions in the direction of slightly
harder and more central final-state squarks. We can trace
this back to the real emission corrections shown in Fig. 16.
They describe a fusion mechanism where the bulk contri-
bution arises from internal squark and gluino propagators
at very small virtuality, i.e., when these particles are almost
on-shell. As a result, they become particularly sensitive to
variations of the squark masses, even if the final-state
squarks masses remain unchanged.

As we can see in Fig. 16 the effect of an Oð20%Þ mass
splitting between up-type and down-type squarks saturates
the NLO uncertainty on the transverse momentum distri-
butions. Of course, the squark mass spectrum is not a
source of theory uncertainty which could be captured by
the scale dependence. Therefore, it might be useful to
estimate its effect on LHC analyses independently.

IV. SUMMARY

MADGOLEM is a novel approach to the automated com-

putation of total cross sections and distributions for new
heavy particles to next-to-leading order. It can be used as
an add-on to MADGRAPH, making use of its interfaces to
new models as well as to the event generation. In this paper
we present a comprehensive overview of supersymmetric
particle production together with many details of the
MADGOLEM implementation.While MADGOLEM is not fully

public yet, a fully functional test version can be obtained
from the authors upon request.

In our application to squark and gluino production we
reproduce all relevant PROSPINO results and extend cur-
rently available studies in several ways:

(i) We evaluate NLO corrections to total rates for a
completely general supersymmetric mass spectrum.
For moderate mass splittings the leading effects of
nondegenerate squarks factorize from the LO results,
while the effect on K factors stays at the level of a
few percent.

(ii) Instead of identifying the factorization and renor-
malization scales in the estimate of the theoretical
uncertainty we vary both scales independently. For
heavy strongly interacting new particles the enve-
lope of all possible scales agrees with a simulta-
neous scale variation.

(iii) Squark and gluino distributions including the full
NLO corrections and based on multijet merging
agree very well within the NLO error bands.

(iv) The effect of nondegenerate spectra on the squark
and gluino distributions is clearly visible and can
exceed the perturbative uncertainty already at mod-
erate mass splittings.

(v) The composition of the NLO corrections from dif-
ferent classes of diagrams and with it the dependence
of theK factors on the mass of the produced particles
is significantly different for quark-antiquark vs
gluonic initial states, i.e., moving from Tevatron
to LHC.

In addition to these specific conclusions we emphasize
that with MADGOLEM this kind of study can be easily
repeated for any kind of heavy new particles at the LHC.
In the light of the available LHC results this might be
useful not only for general simplified models but also for
specific models outside the usual MSSM model and pa-
rameter space. For this purpose we include an Appendix A
which provides all necessary information on the infrared
dipole subtraction as well as on a proper on-shell subtrac-
tion as implemented in MADGOLEM.
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APPENDIX A: SUPERSYMMETRIC DIPOLES

In this Appendix we present the unintegrated and inte-
grated dipoles required for SUSY-QCD calculations [26]
including a phase space constraint [29]. They are imple-
mented as an independent add-on to the MADDIPOLE

package [39] and are part of the automated MADGOLEM

framework.
There exist two major approaches to remove soft and

collinear singularities: phase space slicing and phase space
subtraction [36]. A simple toy example captures their main
features and highlights the role of a FKS-like phase space
constraint [29]. Let us consider the dimensionally regular-
ized integral

R
1
0 dxfðxÞ=x1�� with � > 0. Phase space slic-

ing based on a small parameter � yieldsZ 1

0
dx

fðxÞ
x1��

¼
Z 1

�
dx

fðxÞ
x1��

þ
Z �

0
dx

fð0Þ
x1��

þOð�Þ

¼
Z 1

�
dx

fðxÞ
x

þ fð0Þ
�

þ fð0Þ log�þOð�; �Þ:
(A1)

It requires a choice of small enough � to reach a numerical
plateau. A numerically more stable approach is phase
space subtraction, where the same integral becomes
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Z 1

0
dx

fðxÞ
x1��

¼
Z 1

0
dx

fðxÞ � fð0Þ�ðx � �Þ
x1��

þ
Z �

0
dx

fð0Þ
x1��

¼
Z 1

0
dx

fðxÞ � fð0Þ�ðx � �Þ
x

þ fð0Þ
�

þ fð0Þ log�þOð�Þ: (A2)

Here the divergence is subtracted locally and the final result
no longer depends on �. The logarithmic � dependence is
exactly canceled in the total result. This feature we can turn
into a sensitive numerical test when varying 0<� � 1. For
small values of � we only need to evaluate part of the
integrand of Eq. (A2), which speeds up the calculation.

The toy model of Eq. (A2) carries the essence of the
Catani-Seymour subtraction method. Real emission of
quarks and gluons (d�real) leads to IR divergences after an
integration over the emission phase space. Its regularization
relies on a local subtraction term (d�A) which reflects the
universality of the soft and collinear limits. The divergence
cancels over the same n-particle phase space,

��NLO ¼
Z
nþ1

ðd�real
�¼0 � d�A

�;�¼0Þ þ
Z
n
ðd�virtual

þ d�collinear þ
Z
1
d�A

�Þ�¼0: (A3)

Below, we present the unintegrated dipoles d�A
� as well as

the integrated dipoles
R
1 d�

A
� including their� dependence.

They are crucial for SUSY-QCD processes or other NLO
QCD predictions beyond the standard model. Our extended
set of massive Catani-Seymour dipoles with explicit �
dependence has several practical advantages:

	 Tuning � we reduce the subtraction phase space and
hence the number of events for which the real emis-
sion matrix element and the subtraction fall into
different bins: the so-called binning problem.

	 Choosing �< 1 we evaluate the subtraction terms
only in the phase space region where they matter, i.e.,
close to the IR divergences.

	 Our final result should not depend on �. This serves
as a test for example of the adequate coverage of all
the singularities or the relative normalization of the
two-particle and three-particle phase space.

In the MSSM gluino and squark interactions induced by
the covariant derivatives �~g 6D~g, jD�~qj2 give rise to new IR

divergences which are absent in the standard model. The
emission of a soft gluon from these particles requires new
final-final dipoles Dij;k and final-initial dipoles D

a
ij. Initial-

initial and initial-final configurations can also have a
squark or gluino as spectator, but the dipole only carries
information about the mass of the colored spectator, not
about its spin. This means we can simply use the massive
standard model dipoles [26] with an extra SUSY particle in
the final state. To make this Appendix most useful
we will firmly stick to the conventions of Ref. [26].

We start with a collection of formulas for final-final dipoles.
The expression for the unintegrated dipole is given by

Dij;k ¼� 1

2pi:pj

�
�
. . . ; eij; . . . ; ~k; . . .��������TkTij

T2
ij

Vij;k

��������. . . ; eij; . . . ; ~k; . . .
�
;

(A4)

where j . . . ; eij; . . . ; ~k; . . .i represents the amplitude for
the factorized born process, which in the special case of the
SUSY dipoles is made by the removal of the gluon from the
diagonal splitting ~qðpijÞ ! ~qðpjÞgðpiÞ. The color matrix

TkTij=T
2
ij acts on the born amplitude j . . . ; eij; . . . ; ~k; . . .i

giving the proper color factor.
To compute the integrated dipoles we integrate over the

one-particle phase space [dpið~pij; ~pkÞ] with the spin aver-

age matrices hVij;ki, according to Eq. (5.22) of Ref. [26]:Z
½dpið~pij; ~pkÞ� 1

ðpi þ pjÞ2 �m2
ij

hVij;ki

� �s

2�

1

�ð1� �Þ
�
4��2

Q2

�
�
Iij;kð�Þ; (A5)

where the squark dipole function, hsjVg~q;kjs0i, is given by

Eq. (C1) of the same reference,

hsjVg~q;kjs0i
8��2��sCF

¼
�

2

1� ~zjð1� yij;kÞ �
~vij;k

vij;k

�
2þ m2

~q

pipj

��
�ss0

¼ hVg~q;ki�ss0

8��2��sCF

: (A6)

Compared to a massive quark the squark structure is much
simpler. This is because for scalars the labels s and s0 are
merely tagging the helicity of the associated quark partners
without any effect on the squark splitting.
The integrated dipole Ig~q;k we decompose into a soft or

eikonal part Ieik and a collinear integral Icollg~q;k evaluated in

4� 2� dimensions,

Ig~q;kð�~q;�k;�Þ ¼CF½2Ieikð�~q;�k;�Þþ Icollg~q;kð�~q;�k;�Þ�;

~vg~q;kI
eik ¼ 1

2�
log	� log	 logð1�ð�~qþ�kÞ2Þ

� 1

2
log2	~q� 1

2
log2	kþ 
2þ 2Li2ð�	Þ

� 2Li2ð1�	Þ� 1

2
Li2ð1�	2

~qÞ

� 1

2
Li2ð1�	2

kÞ;

Icollg~q;k ¼
2

�
� 1

��2�
~q

� 2

�2�
~q

þ 6� 2 logðð1��kÞ2

��2
~qÞþ

4�kð�k� 1Þ
1��2

~q��2
k

: (A7)

The rescaled masses �n and the variables 	 and 	n asso-
ciated with the splitting ~ij ! ij and the spectator k

AUTOMATED SQUARK AND GLUINO PRODUCTION TO . . . PHYSICAL REVIEW D 87, 014002 (2013)

014002-15



are defined in terms of the final-state momenta pi, pj,

and pk as

�n¼ mnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðpiþpjþpkÞ2

q ;

	¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ~vij;k

1þ ~vij;k

s
; with ~vij;k¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�ð1;�2

ij;�
2
kÞ

q
1��2

ij��2
k

;

	nð�j;�kÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ~vij;kþ2�2

n=ð1��2
j ��2

kÞ
1þ ~vij;kþ2�2

n=ð1��2
j ��2

kÞ

vuut ðn¼ j;kÞ;

(A8)

with � denoting the Källen function

�ðx; y; zÞ ¼ x2 þ y2 þ z2 � 2xy� 2xz� 2yz: (A9)

The splitting kinematics we describe using

~zj ¼ 1� pipk

pipk þ pjpk

and

yij;k ¼
pipj

pipj þ pipk þ pjpk

> yþ

¼ 1� 2�kð1��kÞ
1��2

i ��2
j ��2

k

: (A10)

Just like for massive quarks there is no collinear singular-
ity, so the most divergent term in the Ig~q;kð�Þ is a single 1=�
pole.
To include the phase space parameter � into the massive

squark dipole we limit the dipole function to small values
of yij;k=yþ:

Dg~q;k ! Dg~q;k�

�
yij;k
yþ

<�

�
; ��ð0; 1�: (A11)

For the integrated dipole Ig~q;kð�Þ we start from Eq. (A7)

and subtract the finite term including the same kinematic
condition as Eq. (A11):

Ig~q;kð�; �Þ ¼ Ig~q;kð�Þ þ�Ig~q;kð�Þ
¼ Ig~q;kð�Þ � 2�

�s

Z
½dpgð~pg~q; ~pkÞ�

� hVg~q;ki
2pgp~q

�

�
yg~q;k
yþ

>�

�
: (A12)

The finite part we can evaluate in four dimensions, because
by definition there exists no divergence in the region
yg~q;k=y

þ >�. The eikonal part 2=½1� ~z~qð1� yg~q;kÞ� is

the same for hsjVgQ;kjs0i and hsjVg~q;kjs0i, so in Eq. (A12)

we insert Eq. (A7) from our Appendix and Eq. (A.9) from
Ref. [40],

~vg~q;k�I
eikð�Þ ¼ �Li2
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� logððaþ xÞðb� xþÞÞ logðxþ � xÞ þ logðaðb� xþÞÞ logðxþÞ þ logðdÞ log

� ðaþ xÞxþx�
aðxþ � xÞðx� � xÞ

�
þ log

�
x� � x

x�

�
log

�
cþ x�
aþ x�

�
þ 1

2
log

�
aþ x

a

�
logðaðaþ xÞðaþ xþÞ2Þ; (A13)

where

a ¼ 2�k

1��2
~q ��2

k

; b ¼ 2ð1��kÞ
1��2

~q ��2
k

; (A14)

c ¼ 2�kð1��kÞ
1��2

~q ��2
k

; d ¼ 1

2
ð1��2

~q ��2
kÞ; (A15)

and

x
 ¼
ð1��kÞ2 ��2

~q 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�ð1; �2

~q;�
2
kÞ

q
1��2

~q ��2
k

: (A16)

The collinear part is different for squarks, so we supple-
ment its form in Eq. (A7) by

�Icollg~q;kð�Þ ¼ � CF

2�2

�ð1��kÞ2 ��2
~q

1��2
~q ��2

k

ð1� �Þ þ log�

�
:

(A17)

Following the same logic we tackle the final-initial
dipoles. The final-initial dipole function is given by
Eq. (C.3) of Ref. [26],
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hVa
g~qi ¼ 8��2��sCF

�
2

2� xg~q;a � ~z~q
� 2� m2

~q

pgp~q

�
:

(A18)

The integrated dipole function Iag~q becomes

Iag~qðx; �Þ ¼ CF½ðJag~qðx;�~qÞÞþ þ �ð1� xÞðJa;Sg~q ð�~q; �Þ
þ Ja;NS

g~q ð�~qÞÞ� þOð�Þ; (A19)

with the three contributions Iag~q:

½Jag~qðx;�~qÞ�þ ¼ �2

�1þ logð1� xþ�2
~qÞ

1� x

�
þ

þ
�

2

1� x

�
þ
logð2þ�2

~q � xÞ;

Ja;Sg~q ð��; �Þ ¼ 1

�2
� �2

3
� 1

�2�
~q

�
1

�2
þ 1

�
þ �2

6
þ 2

�

� logð1þ�2
~qÞ

�
þ 2

�
þ 4� �2

6
;

Ja;NS
g~q ð�~qÞ ¼ �2

3
� 2Li2

�
1

1þ�2
~q

�
� 2Li2ð��2

~qÞ

� 1

2
log2ð1þ�2

~qÞ: (A20)

In analogy to the final-final case of Eqs. (A11) and (A12)
we introduce a phase space cutoff

Da
g~q ! Da

g~q�ð�� 1þ xg~q;aÞ;

�Iag~qð�Þ ¼ �CF

�ð1� �� xÞ
1� x

�
�
�2þ 2 log

�
1þ 1

1þ�2
~q � x

��
; (A21)

where the kinematic variable xij;a is given by

xij;a ¼
papi þ papj � pipj þ m2

ij�m2
i�m2

j

2

papi þ papj

: (A22)

As an example for numerous numerical tests of our
dipole implementation, we discuss soft gluon emission
off the hard process eþe� ! ~uR~u

�
R. In the left panel of

Fig. 17 we show how the dipole subtraction cancels the IR
divergence locally, i.e., point-by-point. The numerical
agreement of the real emission matrix element with the
dipole subtraction term improves for softer gluons. In
the soft limit both terms grow as 1=E2

g. Even though we

find jM2
real �

P
dipolesDg~q;kj � 1=Eg the phase space factor

EgdEg cancels this dependence.

In the right panel of Fig. 17 we show the � dependence
for the final-final squark dipole. Both, the real emission and
the integrated dipole, depend separately on �. Their sum is
numerically stable over many orders of magnitude and
down to � ¼ 10�9.

APPENDIX B: ON-SHELL SUBTRACTION

From single top production it is well known that when
including NLO corrections we have to avoid double count-
ing of diagrams which are attributed to different physics
processes. As an example we consider real emission cor-
rections to squark pair production pp ! ~q ~q : the partonic
subchannels with an additional quark in the final state
qg ! ~q ~q �q display a peculiar behavior which we illustrate
in Fig. 18. The diagrams (a) and (b) are part of the genuine
NLO corrections to squark pair production. In contrast, the
diagrams (c) and (d) can be interpreted in two ways:

qg ! ~q~gð�Þ ! ~q ~q �q squark pair production;

qg ! ~q ~g�BRð~g ! ~q �qÞ squark-gluino production:

(B1)

The first interpretation simply assumes NLO corrections to
the hard process ppðqgÞ ! ~q ~q and is generally valid for
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soft limit yg~q;k ! 0. Right: � dependence for final-final squark dipoles.
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on-shell and off-shell gluinos. The second interpretation
points to the LO process for qg ! ~q ~g followed by the
branching BRð~g ! ~q �qÞ and implicitly assumes an on-shell
gluino. For a mass hierarchy m~g > m~q we can therefore

separate the two assignments into off-shell and on-shell
gluinos. This distinction avoids double counting and is the
basis of our on-shell subtraction scheme. Approaches to
tackle this problem include

(i) A slicing procedure which separates the phase space
related to the on-shell emissions and removes the on-
shell divergence by requiring j ffiffiffiffiffiffiffi

s~q �q
p �m~gj> � [41].

Phase space methods of this kind do not offer a
cancellation of the � dependence and do not act
locally in phase space. Moreover, as a pure phase
space approach it does not allow for a proper sepa-
ration into finite, on-shell, and interference contri-
butions which is crucial for a reliable rate prediction.

(ii) Diagram removal where the resonant diagrams are
removed by hand. In lucky cases this method might
work in the limit �=m � 1 [42], but it ignores
any kind of interference contributions which do
not actually have to vanish in narrow-width limit.
This scheme is theoretically poorly motivated in
many ways.

(iii) Local on-shell subtraction in the so-called
PROSPINO scheme [11,27] which under the name

‘‘diagram subtraction’’ is also used in the single top
computation of MC@NLO. This method is used in
MADGOLEM.

To define the on-shell subtraction we split the contributions
of the matrix element in two parts: the first piece concerns
the resonant diagrams (c) and (d) and is denoted as Mres,
while the second piece represents the nonresonant (remnant)
diagrams (a) and (b) as Mrem. Note that this separation is
defined at the amplitude level and not based on the amplitude
squared. The full matrix element squared becomes

jMj2 ¼ jMresj2 þ 2ReðM�
resMremÞ þ jMremj2: (B2)

The divergent propagator in Mres we regularize as a Breit-
Wigner propagator

1

p2
ij �m2

ij

! 1

p2
ij �m2

ij þ imij�ij

; (B3)

where mij is the mass of the mother particle in the splittingeij ! ij, as shown in Fig. 19, and �ij is a regulator.

As explained above, a possible double counting is lim-
ited to the on-shell configuration in jMresj2. To remove it
we define a local subtraction term d�OS and include it in
complete analogy to the Catani-Seymour dipole subtrac-
tion Eq. (A3), such that the total cross section is given by

��NLO ¼
Z
nþ1

ðd�real
�¼0 � d�A

�;�¼0 � d�OS
�¼0Þ

þ
Z
n

�
d�virtual þ d�collinear þ

Z
1
d�A

�

�
�¼0

:

(B4)

The extra subtraction term d�OS is jMresj2 with its
momenta remapped to the on-shell kinematics,

d�OS ¼ �ðŜ� ðmij þmkÞ2Þ�ðmij �mi �mjÞ

�
1

ðp2
ij�m2

ijÞ2þm2
ij�

2
ij

1
m2

ij�
2
ij

jMresj2
�����������remapped

: (B5)

The kinematic configuration is depicted in Fig. 19. The two
step functions in Eq. (B5) ensure that the partonic center-
of-mass energy is sufficient to produce the intermediate on-
shell particle and that it can decay on-shell into the two
final-state particles. The ratio of the Breit-Wigner func-
tions ensures that the subtraction has the same profile as the
original jMresj2 over the entire phase space. In the small
width limit this ratio reproduces the delta distribution
which factorizes the 2 ! 3 diagrams into �� BR.
Note that this method works with a mathematical regu-

lator �ij which can be related to the physical width as in the

MC@NLO implementation; alternatively we can go into the

FIG. 18. Sample diagrams for the real emission corrections to squark pair production with an additional quark in the final state.

FIG. 19. Kinematic variables for the on-shell subtraction.
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well-defined limit �ij � mij used in the original PROSPINO

implementation.
In summary, this on-shell subtraction implemented in

MADGOLEM exhibits several attractive features when it

comes to prediction of total and differential cross sections.
First, it subtracts all on-shell divergences point-by-point
over the entire phase space. This means that all distribu-
tions are automatically safe. Second, it preserves gauge
invariance at least in the narrow-width limit. Third,
it takes into account spin correlations, because it includes
the full 2 ! 3 matrix element. Fourth, it keeps track
of the interference of the resonant and nonresonant terms,
2ReðM�

resMremÞ, which can be numerically sizable.
Finally, Fig. 20 shows that it smoothly interpolates
between a finite width �ij=mij � 0:1 and the narrow-width

limit �ij=mij ! 0.

APPENDIX C: ONE-LOOP AMPLITUDES

The virtual corrections module of MADGOLEM is based
on the Feynman-diagrammatic approach defined in
Ref. [24]. It calculates the virtual corrections to any
2 ! 2 process such that it can be applied to the standard
model, MSSM, or any other renormalizable theory.

The module uses QGRAF [23], FORM [43], MAPLE, and
the GOLEM95 integral library [25] to produce FORTRAN90

code that calculates the virtual cross section for a 2 ! 2
process, given a set of phase space points. It also produces
analytical MAPLE output in the form of partial amplitudes.
Each virtual diagram is broken down according to its color
structure, helicity, and scalar integrals. This allows for a
careful test before the numerical calculation is even started.
The approach can be divided into four main steps:

(1) Generate the tree-level diagrams, counterterms, and
one-loop diagrams with QGRAF and translate the

output into FORM code suitable for symbolic
manipulation. The analytic structures keep track of
external wave functions, vertex couplings and inter-
nal propagators, color factors, Lorentz structure, and
the overall sign from external fermions.

(2) Map the analytic structures onto partial amplitudes
using a basis in color, helicity, and tensor structures
using the spinor-helicity formalism.

(3) Apply an analytical reduction of tensor integrals to
scalar loop integrals based on the GOLEM reduction
scheme [24,25].

(4) Collect all results and insert the renormalization
constants into the counterterms. The final output is
available as analytical partial amplitudes in MAPLE

and as numerical FORTRAN90 output. The latter is
implemented into the MADGRAPH structure.

These four blocks are coordinated and run by the PERL

script run_golem.pl. We will describe them in detail below.
In the first step QGRAF generates all Born diagrams,

counterterms, and QCD one-loop corrections for a hard
process specified in a MADGRAPH-like file proc_card.dat.
QGRAF obtains the topological rules from modified

MADGRAPH model files. In addition to the familiar

MADGRAPH options, we include novel functionalities spe-

cific to a NLO calculation; for instance, the flag nlotype in
the process card generates either pure QCD (gluon medi-
ated) or full SUSY-QCD virtual corrections. This division
relies on a constrained set of propagators within QGRAF.
Note that SUSY-QCD corrections also include loop
diagrams which do not involve either gluons or gluinos,
e.g., mediated by the four-squark vertex. Therefore, QGRAF
first includes all loop diagrams with gluons, gluinos, and
squarks as well as Faddeev-Popov ghosts. The number of
loop diagrams is reduced later by checking the order of �s.
Counterterms are generated automatically by QGRAF

via tree-level diagrams containing placeholders for all
renormalization constants. These renormalization constants
depend on Oð�sÞ corrections to a set of two-point functions
involving the different colored particles present within a
given model. We provide them as a set of separated
(model-dependent) libraries, implemented as MAPLE list files.
Additional topological constraints, e.g., requiring only

gluonic t-channel contributions, or only self-energy cor-
rections, can be included via run_golem.pl. At this stage
the code groups topologically equivalent structures and
applies loop filtering techniques, e.g., removing diagrams
which are trivially zero. The PERL script also assigns the
overall sign to each diagram, because standard QGRAF is
not valid for Majorana fermions.
Once the QGRAF output is filtered by run_golem.pl, the

remaining set of diagrams is processed in FORM to apply
Feynman rules. Assigning the correct fermion flow is
crucial for diagrams with Majorana particles [44].
The second step of MADGOLEM treats the color and

helicity structure of the QGRAF and FORM output. For the
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QCD structure of each Feynman diagram FORM uses a
color-flow decomposition [45]. Each external gluon is
matched with an adjoint generator Ta

ij, which means we

can rewrite the gauge structure using delta functions in
color space, and factorize it from the remaining amplitude.
This way the color flow within the amplitude becomes
more apparent.

The spin structure of each diagram is also manipulated
in FORM. Using the spinor-helicity formalism [46,47] the
amplitude is projected onto a set of helicity amplitudes.
Each fermion pair and vector boson is rewritten as massless
spinor products, of which we take the traces. This way each
diagram is expressed in the Mandelstam variables s, t and u,
with a spinor product prefactor. Massive spinors require a
helicity projection in the direction of an auxiliary reference
vector which we choose to be the lightlike momentum of
one of the other external particles ki. Whenever this is not
allowed we instead use k5 ¼ ðE1 þ E2Þð1; 1; 0; 0Þ=2. In this
case the kinematic structure is no longer defined by the usual
Mandelstam variables, so we also include s15, s25, s35, s45,
and i���	�k

�
1 k

�
2k

	
3k

�
5 . This additional reference vector seri-

ously impacts the tensor reduction described below and
slows down the amplitude generation and evaluation.

In step three of MADGOLEM we simplify the loop
diagrams using the GOLEM approach [24,25]. For a fully
analytical reduction of tensor integrals to a linear combi-
nation of scalar integrals we rely on a combination of
FORM and MAPLE. All one-loop integrals are regularized

dimensionally; internal momenta and gamma matrices are
split into four-dimensional and (� 2�)-dimensional com-
ponents, with the latter only contributing at Oð�Þ [48].
Tensor loop integrals we simplified using a Passarino-
Veltman reduction [49]. This reduces an N-point tensor
integral of rank r to a scalar N-point integral plus a series
of integrals with fewer external legs and reduced rank. The
final result we can express in terms of known scalar inte-
grals ðD0; C0; B0; A0Þ in 4� 2� dimensions. Their diver-
gence structure is simple: IR poles arise purely from D0

and C0, and UV poles arise purely from B0 and A0. The
only exception to this rule is the scalar two-point function

B0ð0; 0; 0Þ ¼
Z dDq

ð2�ÞD
1

q2ðqþ pÞ2

¼ i

16�2

ð4�Þ�
�ð1� �Þ

�
1

�UV
� 1

�IR

�
; (C1)

which in this schematic notation is IR and UV divergent.
Its finite part vanishes, but in our calculation we need to
keep track of its IR and UV poles separately. As mentioned
above, four-point tensor integrals with k5 � l in the numera-
tor (l standing for the internal loop momentum) cannot be
simplified using the Passarino-Veltman approach and are
kept as unreduced form factors to be numerically pro-
cessed by GOLEM95.

In the final step we collect all partial amplitudes for a
given process using MAPLE. Two analytical output files

contain all information about the Born amplitude and the
renormalized virtual amplitude:
(i) AMP_TREE.mapout lists the total nonzero Born

amplitudes, sorted by diagram, helicity, and color
representation. If the flag nlosymsimp is enabled in
the MADGRAPH process card, the helicity amplitudes

are tested for the possible symmetry Mf�g ¼
Mf�0g�, where f�0g is a different helicity from f�g.
Only the minimal set of helicity amplitudes is kept,
along with a note of which helicities are conjugates
of which. This greatly reduces the size of the output
for pure QCD or QED processes.

(ii) AMP_LOOP.mapout lists all finite loop amplitudes
as kinematic coefficients sorted by diagram, helic-
ity, color representation, and type (scalar integral,
form factor, or number). In the same format it also
lists the counterterms after the renormalization con-
stants have been inserted. The simplification flag
nlosymsimp is also applied to the loop amplitudes.

For a numerical evaluation we do not rely on this ana-
lytic output. Instead, MADGOLEM writes several FORTRAN90
routines for the computation of the virtual corrections:
(i) libcoeffs_all.so and libcoeffs_all_tree.so contain the

amplitude coefficients for the virtual corrections and
Born amplitudes. For size reasons we generate a
separate library for each partial amplitude. Each
library we pre-compile before linking them dynami-
cally and launching them at runtime.

(ii) golem(k,mu,amplitude_array) takes the external
four-momenta k1;2;3;4 and the renormalization scale

� and returns

amplitude array ¼
�
a0;

a�1

�
;
a�2

�2
; jMj2Born; aUV

�
:

(C2)

The different aj are defined through the interference

term between Born and virtual amplitude,

jMj21-loop ¼ 2ReðM�
bornMvirtÞ

¼ a0 þ a�1

�
þ a�2

�2
; (C3)

and correspond to the finite contribution (a0), and
the coefficients of the single (a�1) and double (a�2)
IR poles. The Born term is included for comparison
with MADGRAPH, and aUV returns the numerical
value of the UV pole which is zero after proper
renormalization. All results are averaged over
initial-state colors and helicities.

(iii) virtual_corrections.f90 contains the subroutine
golem(k,mu,amplitude_array), which calls the
integral library GOLEM95 and the coefficient libra-
ries libcoeffs*.so. It calculates the fully renormal-
ized matrix element at one-loop level. The three
values a0, a�1, a�2 are combined with the
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integrated dipoles from the real emission correc-
tions for the complete NLO corrections to a 2 ! 2
process. The cancellation of the single and double
poles is automatically checked in our numerical
implementation.

As is appropriate for an automized NLO tool we have
undertaken an exhaustive program of checks to ensure the
robustness and reliability of our MADGOLEM. We have
calculated the (SUSY)-QCD one-loop corrections for a
large set of 2 ! 2 processes both in the standard model
and the MSSM, covering all representative possibilities of
spins, color charges, interaction patterns, and topologies.
The cancellation of the UV, IR, and OS divergences, as
well as the gauge invariance of the overall result, can be
confirmed numerically, for some specific cases also ana-
lytically. The finite renormalized one-loop amplitudes we
have systematically compared with FEYNARTS, FORMCALC,
and LOOPTOOLS [50].

APPENDIX D: RENORMALIZATION

As discussed in the previous Appendix, we automati-
cally generate the ultraviolet counterterms using the tree-
level amplitude from QGRAF. As an input we express all

renormalization constants in terms of two-point functions
as a separate library. The current MADGOLEM implemen-
tation fully supports renormalized QCD effects for the
standard model, the MSSM, sgluons [17], and other new
physics models. To document our notation we give all
relevant expressions for the renormalization of supersym-
metric QCD here.
The renormalization constants we define through the

relation between the bare and the renormalized fields,
masses, and the coupling constant:

�ð0Þ ! Z1=2
� �;

mð0Þ
� ! m� þ �m�;

gð0Þs ! gs þ �gs:

(D1)

The field � ¼ q, ~q, g, ~g denotes all strongly interacting
MSSM fields. We express the SUSY-QCD counterterms to
vertices and propagators in Table IV.
The actual counterterms, presented below, we include

in a separate library. The strong coupling constant we

renormalize in the MS scheme and explicitly decouple
all particles heavier than the bottom quark. This zero-
momentum subtraction scheme [11,51,52] leaves us with

TABLE IV. Strong interaction counterterms for the MSSM. The finite supersymmetry-
restoring counterterm �SUSY is given in Eq. (D4).

�igsT
A
ij

�
�gs þ

�Z~qL=R;i
þ�Z~qL=R;j

þ�ZG

2

�
~qL=R;iðpi þ pjÞ�GA

�~qL=R;j

�igs
ffiffiffi
2

p
TA
ij

�
�gs þ

�Z~qL=R;i
þ�Zqj

þ�Z~g

2 þ �SUSY

�
~gAPL=Rqj~qL=R;i


igs
ffiffiffi
2

p
TA
ij

�
�gs þ

�Z~qR=L;j
þ�Z�

qi
þ�Z~g

2 þ �SUSY

�
�qiPL=R~g

A~qR=L;j

�gsf
ABC

�
�gs þ �Z~g þ �ZG

2

�
~gA
�~gBGC

�

igsfTATBgij
�
�gs þ �ZG þ �Z~qL=R;i

þ�Z~qL=R;j

2

�
~qL=R;i~qL=R;jG

A
�G

B�

p2�Z~qL=R �m2
~qL=R

�Z~qL=R � �m2
~qL=R

6p�Z~g �m~g�Z~g � �m~g
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the renormalization group running of �s to light colored
particles only. It corresponds to the measured value of the
strong coupling, for example in a combined fit with the
parton densities. Its renormalization constant reads

�gs ¼ � �s

4�

�L
0 þ �H

0

2

1

~�
� �s

4�

�
1

3
log

m2
t

�2
R

þ log
m2

~g

�2
R

þ 1

12

X
squarks

log
m2

~qj

�2
R

�
: (D2)

The UV divergence appears as 1=~� � ð4�Þ�=�ð1� �Þ ¼
1=�� 
E þ logð4�Þ þOð�Þ. Both light (L) and heavy
(H) colored particles contribute to the beta function

�0 ¼ �L
0 þ �H

0

¼
�
11

3
CA � 2

3
nf

�
þ

�
� 2

3
� 2

3
CA � 1

3
ðnf þ 1Þ

�
:

(D3)

MADGOLEM sets the number of active flavors to nf ¼ 5.

The SUCð3Þ color factors are CF ¼ 4=3 and CA ¼ 3.
The analytic form of all renormalization constants we

reduce down to one-point and two-point scalar one-loop
functions, which we handle by means of the standard
’t Hooft-Veltman dimensional regularization scheme in
4� 2� dimensions. The field and mass renormalization
constants we compute from the one-loop self-energies
which involve virtual gluons and gluinos. All fields are
renormalized on-shell. In addition, for the gluon field
we subtract the heavy modes consistently with our gs
renormalization scheme. The underlying Slavnov-Taylor
identities link the corresponding finite counterterms as
�ZG ¼ �2�gs.

In addition, we need to pay attention to dimensional
regularization breaking supersymmetry through a mis-
match of two gaugino and the 2� 2� gauge vector degrees
of freedom [30]. As a result, the Yukawa coupling ĝs
appearing in the q~q ~g vertex departs from gs. We restore

supersymmetry by hand, forcing ĝs ¼ gs. The correspond-
ing finite counterterm can be computed using dimensional
reduction,

ĝs
gs

¼ �s

4�

�
2

3
nf � 3

2
CF

�
) �SUSY ¼ 4

3

�s

4�
: (D4)

Finally, we quote the analytical expressions for the field
and mass renormalization. For the scalar one-point and
two-point functions we adopt the notation of Ref. [53].
The corrections to the massless quarks including the non-
chiral SUSY contributions are

�ZqL=R ¼ � �s

4�
CF½B0ð0; 0; 0Þ þ B0ð0; m2

~g; m
2
~qL=R

Þ
þ ðm2

~g �m2
~qL=R

ÞB0
0ð0; m2

~g; m
2
~qL=R

Þ
þ ðm2

~g �m2
~qR=L

ÞB0
0ð0; m2

~g; m
2
~qR=L

Þ�: (D5)

The corresponding squark fields (~qs¼L=R) and mass are

renormalized as

�Z~qs~qs ¼
�s

2�
CF½B0ðm2

~qs
; 0; m2

~qs
Þ þm2

~qs
B0
0ðm2

~qs
; 0; m2

~qs
Þ

� B0ðm2
~qs
; m2

~g; 0Þ þ ðm2
~g �m2

~qs
ÞB0

0ðm2
~qs
; m2

~g; 0Þ�;
�m~qs ¼ � �s

4�
CF½4m2

~qs
þ 3A0ðm2

~qs
Þ þ 2A0ðm2

~gÞ
þ 2ðm2

~g �m2
~qs
ÞB0ðm2

~qs
; m2

~g; 0Þ�: (D6)

The gluon wave function renormalization, linked to the
counterterm for the strong coupling, is

�ZG ¼ �s

4�
ð�L

0 þ �H
0 Þ

1

~�
þ �s

2�

�
1

3
log

m2
t

�2
þ log

m2
~g

�2

þ 1

12

X
squarks

log
m2

~q

�2

�
: (D7)

Finally, the gluino field and mass renormalization
constants are

�Z~g ¼ �s

4�
CA

�
1þ 4m2

~gB
0
0ðm2

~g; 0; m
2
~gÞ �

A0ðm2
~gÞ

m2
~g

�
þ �s

8�m2
~g

X
light ðsÞ quarks

½A0ðm2
~qÞ � ðm2

~g þm2
~qÞB0ðm2

~g; 0; m
2
~qÞ

� 2m2
~gðm2

~g �m2
~qÞB0

0ðm2
~g; 0; m

2
~qÞ� þ

�s

8�m2
~g

X
heavy ðsÞ quarks

½2m2
~gðm2

~q �m2
q �m2

~gÞB0
0ðm2

~g;m
2
q; m

2
~qs
Þ

þ ðm2
q �m2

~q �m2
~gÞB0ðm2

~g; m
2
q; m

2
~qÞ þ A0ðm2

~qÞ � A0ðm2
qÞ� þ �s

�

X
heavy ðsÞ quarks

m~gmqR
q
s1R

q
s2B

0
0ðm2

~g;m
2
q;m

2
~qs
Þ;

�m~g ¼ � �s

4�
CAm~g

�
1þ 3

A0ðm2
~gÞ

m2
~g

�
þ �s

8�m~g

X
light ðsÞ quarks

½A0ðm2
~qÞ þ ðm2

~g �m2
~qÞB0ðm2

~g; 0; m
2
~qÞ�

þ �s

8�m~g

X
heavy ðsÞ quarks

½A0ðm2
~qÞ � A0ðm2

qÞ � ðm2
~q �m2

q �m2
~gÞB0ðm2

~g; m
2
q; m

2
~qÞ�

� �s

2�

X
heavy ðsÞ quarks

mqR
q
s1R

q
s2B0ðm2

~g; m
2
q; m

2
~qs
Þ:

(D8)
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The sum over heavy squarks covers all squark flavors
corresponding to heavy quarks. We usually consider the
bottom quark massless, which means that only the two stop
eigenstates feel top mass effects. However, the bottom/

sbottom loops can be trivially moved from the light to
the heavy category. The stop mass eigenstates ~t1;2 are
related to the electroweak interaction bases through a
rotation with R ¼ 
1.
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