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In the context of noncommutative geometries, we develop a group Fourier transform for the Lie group

SU(2). Our method is based on the Schwinger representation of the Lie algebra suð2Þ in terms of spinors.

It allows us to prove that the noncommutative R3 space dual to the SU(2) group is in fact of the Moyal

type and endowed with the Voros star product when expressed in the spinor variables. Finally, from the

perspective of quantum gravity, we discuss the application of these new tools to group field theories for

spinfoam models and their interpretation as noncommutative field theories with quantum-deformed

symmetries.
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I. INTRODUCTION

Spinfoam models provide us with a framework for regu-
larized path integral for quantizing gravity (for a review, see
e.g., Ref. [1]). They define transition amplitudes for quan-
tum states of geometry and can be considered as the cova-
riant definition of loop quantum gravity. The first spinfoam
model can be seen retrospectively as the Ponzano-Regge
model for 3d Euclidian gravity (with no cosmological
constant). The path integral is defined on a discretized
three-dimensional manifold and the resulting quantum
gravity partition function is essentially defined in terms of
the 6j symbols of the recoupling theory of SU(2) represen-
tations. Since then the spinfoam framework has been much
developed and generalized to the four-dimensional case and
refined in order to account for a Lorentzian signature and a
cosmological constant and to incorporate matter fields [2].

In the early 1990s, Boulatov showed [3] that the spin-
foam amplitudes of the Ponzano-Regge model could be
obtained as Feynman diagram amplitudes of a nonlocal
(quantum) field theory defined over a Lie group manifold,
in this case SUð2Þ�3. It was later shown that all spinfoam
models can be reformulated in such terms and generated
from a group field theory (GFT) [4]. The introduction of
GFTs to generate spinfoam amplitudes was an important
technical development since it allows one to sum in a
controlled way over topologies and now the GFTs are
considered as the proper nonperturbative definition of
spinfoam models. Moreover the GFT framework allows
one to discuss the issue of a spinfoam continuum limit
and a semiclassical limit in terms of renormalization [5].
A field theory formulation is then a perfect framework to
address the typical divergencies one meets in the spinfoam
approach, for instance in the infrared regime [6].

Until recently, the usual point of view on group field
theories was to consider the Lie group manifold as the
configuration space and perform a Fourier transform
using the Peter-Weyl theorem in order to obtain the
spinfoam amplitudes in terms of representations and nj
symbols for the relevant group. In recent years, noncom-
mutative techniques entered the game thanks to a new
type of Fourier transform [7–11]. The general mathemati-
cal formalism behind this generalized Fourier transform
was mostly developed by Majid [12] and it was rediscov-
ered later on in the context of three-dimensional spinfoam
while coupling particles to the Ponzano-Regge model
[13,14]. From this perspective, the Lie group manifold
is now interpreted as the momentum space and a group
Fourier allows us to go from the group to the dual
configuration space, which is then a noncommutative
space of the Lie algebra type.
In the context of Boulatov’s GFT, this generalized

Fourier transform formalism has been used to construct
the relevant noncommutative R3 configuration space dual
to the group manifold. As a consequence, the GFT can be
understood as a noncommutative field theory. However
this construction was only done for the group SOð3Þ ¼
SUð2Þ=Z2, which is not satisfying. Indeed, to deal with a
spinfoam model based on SO(3) instead of SU(2) means
that we are missing all the half integer representations. By
analogy, this would be similar to working with a field
theory based only on the positive energy modes, missing
all the negative ones. In some sense we are missing half
of the degrees of freedom. More concretely, to consider
only the integer representations would prevent introducing
fermions in the game. For instance introducing supersym-
metry in the game requires one to be able to consider half
integer representations in order to define the spinfoam path
integral for supergravity [15]. It is also known that a scalar
field theory on SO(3) is nonunitary [16]. Dealing instead
with SU(2), preliminary results indicate that the scalar field
theory is unitary [17]. All these arguments indicate that it is
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important to have a spinfoam model based on SU(2)
instead of SO(3).

The Fourier transform for a momentum space given by
SU(2) turns out to be more difficult to construct in order to
have a one-to-one map from momentum space to configu-
ration space. In an earlier work [18], the authors analyzed
very carefully the details of the group Fourier transform
pinpointing that the typical choice of plane waves on SU(2)
leads to a two-to-one map. In Ref. [19], the authors never-
theless constructed a one-to-one Fourier transform for
SU(2) from a four-dimensional point of view. The first
result we will present here is the construction of a well-
defined one-to-one Fourier transform for SU(20), using a
three-dimensional realization. With respect to the previous
proposals, this seems to us the most natural choice of
Fourier transform to consider. This choice does not directly
impact current spinfoam models that are built usually in
momentum space, in terms of group variables. However
it affects the understanding we have of the geometric
variables. For example, the usual closure relation is now
implemented in a fuzzy way as we shall discuss in
Secs. III D and VB1.

This noncommutative perspective for spinfoams allows
one to connect the diffeomorphism symmetry (in three
dimensions) of spinfoam amplitudes to quantum group
symmetries of the field theory [11]. One can expect that
these symmetries will be useful in order to discuss the
question of renormalization of the field theory by putting
constraints on the renormalization scheme and allowed
counterterms. Another interesting strength for the spin-
foam noncommutative perspective is that it allows one to
connect spinfoams to deformed special relativity that is a
candidate phenomenological model to encode effective
quantum gravity corrections to matter kinematics and
dynamics in the semiclassical regime [8]. Unfortunately,
quantum field theories based on noncommutative spaces of
the Lie algebra type1 are very poorly understood at this
time. For example, there is no integral form for the SO(3)
and SU(2) star products; there are no fermionic or Yang-
Mills theories defined yet; and the divergence structure of
such quantum field theories is barely known, in general.

In fact, the noncommutative field theory that has
attracted the most attention is the Moyal-Voros noncom-
mutative field theory, i.e., a noncommutative space of the
type ½x�; x�� ¼ ���. In this context, Yang-Mills theories

have been introduced and very detailed analysis of quan-
tum field theories have been performed [21]. Our second
result consists in showing that a GFT based on SU(2) can
also be seen as some sort of Moyal field theory, more
exactly a noncommutative field using a star product of
the Voros type (see Refs. [22,23] for different perspectives
on the Voros quantum field theory). We expect that this will

open new doors to address the issue of renormalization in
quantum gravity. The key idea in deriving this result and
obtaining the Voros noncommutative product is to consider
the Jordan-Schwinger representation for suð2Þ. This rep-
resentation consists in introducing a pair of harmonic
oscillators, or a spinor jzi 2 C2, to describe the Lie algebra
suð2Þ. This spinor formalism for spin networks and spin-
foam models is inspired by the UðNÞ formalism for inter-
twiners [24–27] and twisted geometries for loop quantum
gravity [28,29]. It has been further developed in Ref. [30].
In Sec. II, we recall the construction of the SO(3) Fourier

transform and the issue with generalizing to SU(2). In
Sec. III, we recall the spinor construction and introduce
the plane waves and star product defined in terms of the
spinor variables. We show that the Fourier transform based
on this spinor plane wave is well defined for SU(2). In
Sec. IV, we discuss the implications of the spinor repre-
sentation. In particular, we show how we can recover the
four-dimensional bicovariant differential calculus natu-
rally. We also show that the star product constructed using
the spinor plane waves actually coincides with the Voros
star product. In Sec. V, we apply the results of the previous
sections to the GFT context, focusing in particular on the
Boulatov model. Explicitly we present the new shape of the
closure constraint using the spinor variables, and make
explicit Boulatov action in terms of the spinor variables.
We conclude by discussing the quantum group symmetries
of the model. We have added two appendices. In the first
one, we recall the notion of coherent intertwiners that is
relevant to defining the noncommutative delta function in
configuration space. In the second one, we discuss the
different choices of plane waves one can make using the
spinor variables.
In the following we will always work in units ℏ ¼ c ¼ 1

and � is a mass scale, usually taken to be the Planck mass
in the context of quantum gravity (phenomenology).

II. STAR PRODUCT FOR SO(3) AND FOURIER
TRANSFORM: AN OVERVIEW

In the context of the matter coupling to the Ponzano-
Regge spinfoam model for three-dimensional Euclidean
quantum gravity, it has been understood that particles
and fields behave as in a noncommutative flat geometry
[13,14]. Indeed with the particle momenta now living on
the Lie group manifold SU(2), which is curved, the natural
space-time coordinates defined as dual to the momentum
coordinates are naturally noncommutative. This is the
same mechanism as happening in deformed or doubly
special relativity in four space-time dimensions when
deforming the Poincaré symmetry in order to accommo-
date a universal Planck length (e.g., Ref. [31]).
To make this relation between momentum living in

SU(2) and noncommutative three-dimensional coordinate
space, a group Fourier transform between SU(2) and R3

�

was first introduced in Refs. [13,14] and further developed

1We have in mind the ones that are not constructed by a simple
twist [20], such as suð2Þ or � Minkowski.
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in Refs. [18,19]. This allowed one to describe the propa-
gation of matter coupled to the three-dimensional quantum
geometry in terms of actual space-time coordinates. To be
more precise, the original group Fourier transform intro-
duced in the context of spinfoam models in Refs. [13,14]
maps functions on SOð3Þ � SUð2Þ=Z2 to functions on R3.
Later on in Ref. [19], this group Fourier transform was
refined to truly go between SU(2) and R3, but we will here
first focus on the original map between SO(3) and R3,
which is currently used to provide spinfoam models and
group field theories with a space-time interpretation.

In the framework of the Ponzano-Regge spinfoam
model, the natural candidate for a Fourier transform
between functions on SU(2) and functions on R3 is

f̂ð ~XÞ ¼
Z
SUð2Þ

dgfðgÞe�
2 TrgX with

X ¼ ~X � ~� 2 suð2Þ;
(1)

where �i are the Pauli matrices (normalized such that
�2

i ¼ I for i ¼ 1, 2, 3, and �i�j ¼ �ijIþ i�ijk�k).

Using the standard parametrization of SU(2) group ele-
ments as 2� 2 matrices,

g¼ cos�Iþ i sin�û � ~� with �2 ½��;��; û2 S2;

(2)

we easily evaluate the exponent:

�

2
TrgX ¼ i ~p � ~X; with ~p ¼ �

1

2i
Trg ~�;

g ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

�2

s
þ i

~p

�
� ~�;

(3)

where the momentum is bounded in norm, jpj � �, and
� ¼ � registers the sign of cos�. In this context, it is
natural to introduce a ? product between the plane waves
egðXÞ � e

�
2 TrgX that keeps track of the group multiplication

on SU(2):

ðeg1 ? eg2ÞðXÞ ¼ eg1g2ðXÞ: (4)

The problem with this proposal is that the group Fourier
transform defined by (1) has a nontrivial kernel:

fð�g�1Þ ¼ �fðgÞ ) f̂ð ~XÞ ¼ 0:

This comes because the momentum conjugated to the

coordinates ~X is the 3-vector ~p defined as the projection
of the group element g onto the Pauli matrices, but that the
map g ! ~p is not a bijection but is two to one. This can be
seen directly when trying to recover the � distribution on
SU(2) by the inverse Fourier transform:Z

d3 ~Xe
�
2 TrgX / �ðgÞ þ �ð�gÞ / �SOð3ÞðgÞ; (5)

as first pointed out in Ref. [32]. Thus it seems more natural
to define a group Fourier transform from SO(3) to R3 if

using these plane waves egðXÞ ¼ e
�
2 TrgX. Thus, following

[13,14], we modify our definition of the group Fourier
transform (1) and define instead

f̂ð ~XÞ ¼
Z
SUð2Þ

dgfðgÞe�
2 TrjgjX; (6)

where we define the absolute value of a group element as
jgj ¼ g if cos� 	 0 else jgj ¼ �g if cos� � 0. The plane
wave exponent is now

�

2
TrjgjX ¼ i� ~p � ~X:

This absolute value satisfies the obvious identities:

jgj ¼ j�gj; jg1g2j ¼ jjg1jjg2jj:
And in terms of p momentum, it reads as

gð ~p; �Þ ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

�2

s
þ i

~p

�
� ~�;

jgj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

�2

s
þ i�

~p

�
� ~� ¼ gð� ~p;þÞ:

(7)

It is then natural to restrict ourselves to functions on SO(3),
i.e., even functions on SU(2) satisfying fðgÞ ¼ fð�gÞ.
Thus, defining fð ~pÞ ¼ fð ~p;þÞ ¼ fð� ~p;�Þ, the SO(3)
group Fourier transform reads

f̂ð ~XÞ ¼
Z
jpj<�

d3 ~p

�2�3
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

�2

q fð ~pÞei ~p� ~X; (8)

where the nontrivial measure in ~p reflects the normalized
Haar measure on SOð3Þ ¼ SUð2Þ=Z2. It is then natural
to introduce a ?s product inherited from the group multi-
plication on SO(3):

e
�
2 Trjg1jX ?s e

�
2 Trjg2jX¼e

�
2 Trjjg1jjg2jjX¼e

�
2 Trjg1g2jX: (9)

This ?s product can be translated into a modified addition
on momenta in the ~p variables

ei ~p1� ~X ?s e
i ~p2� ~X ¼ eið ~p1
 ~p2Þ� ~X;

with the following deformed addition law:

~p1 
 ~p2 ¼ �12

0@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

2

�2

s
~p1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

1

�2

s
~p2 � 1

�
~p1 ^ ~p2

1A;
(10)

where �12 is the sign of

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

1

�2

q ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

2

�2

q
� 1

�2 ~p1 � ~p2. This

sign flip is a necessary subtlety of this group Fourier trans-
form for SO(3). Expanding this formula for small momen-
tum, we can compute the commutator between coordinates

½Xi; Xj�?s
¼ 2

�
i�ijkXk; (11)
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which shows explicitly the noncommutativity structure of
space-time.

Furthermore, using the inverse Fourier transform of the
� distribution,

1

ð2�Þ3
Z

d3 ~Xe
�
2 TrgX ¼ 1

ð2�Þ3
Z

d3 ~Xe
�
2 TrjgjX

¼ �ðgÞ þ �ð�gÞ ¼ 2�SOð3ÞðgÞ;
(12)

we can use the ?s product to write the inverse Fourier
transform for general even functions on SO(3):

fðgÞ ¼ 1

2ð2�Þ3
Z

d3 ~X f̂ð ~XÞ ?s e
�
2 Trjg�1jX

¼ 1

2ð2�Þ3
Z

d3 ~X f̂ð ~XÞ ?s e
��

2 TrjgjX: (13)

We can also use the explicit parametrization in terms of ~p
to give an explicit formula for the inverse:

fð ~pÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

�2

s Z �3

ð2�Þ3 d
3 ~X f̂ð ~XÞe�i ~p� ~X; (14)

for functions f̂ð ~XÞ with a standard Fourier transform with
support on momentum bounded by � in norm.

The Fourier transform of the matrix elements and char-
acters of SO(30) group elements can also be computed.
They are expressed in terms of Bessel functions. We refer
the interested reader to Refs. [7,14,18,19].

Finally, we would like to remind the reader that there is
an ambiguity in the choice of the momentum variable on
which is based the whole construction. Instead of choosing

plane waves expði ~p � ~XÞ in terms of the momentum

~p / Trg ~�, one could choose plane waves expði ~P � ~XÞ
based on different choices of parametrization of the group
elements g 2 SOð3Þ. These lead to different Fourier trans-
forms and star products e.g., Refs. [18,33]. For instance,

choosing ~P ¼ � tan�û ¼ �Trg ~�=Trg avoids the issue of
having a bounded momentum and it is still possible to
define the star product and deformed addition of momenta.
Nevertheless, ~p seems to be the nicest choice with respect
to the differential calculus [18,19].

III. SPINOR PLANE WAVES
AND ? PRODUCT FOR SU(2)

In this section, we will show how to use the recently
developed spinorial tools for SU(2) to define new plane
waves and a group Fourier transform on the whole SU(2)
group.

A. Spinors and 3-vectors

The spinor formalism for spin networks and spinfoam
models [24–27] is based on the simple remark that
3-vectors can be constructed as the projection of spinors

on Pauli matrices and that we have the natural action of
SU(2) on spinors as 2� 2 matrices.
More explicitly, let us start with a spinor z 2 C2. This

is a two-dimensional complex vector living in the funda-
mental representation of SU(2). We will use the ket-bra
notations:

jzi ¼ z0

z1

 !
; hzj ¼ ð �z0 �z1 Þ:

Then we consider the Hermitian matrix jzihzj, from which

we define the dimensionful vector ~X 2 R3:

~X ¼ 1

�
Trjzihzj ~� ¼ 1

�
hzj ~�jzi ¼ 1

�
�za ~�abz

b;

jzihzj ¼ �

2
ðj ~XjIþ ~X � ~�Þ; with j ~Xj ¼ hzjzi

�
:

(15)

The vector ~X entirely determines the original spinor z up to
a global phase z ! ei	z. Then all U(1)-invariant functions

of the spinor z are functions of ~X and vice versa. The
change of integration variable from d4z to a measure

d4�ð ~X;
Þ can be easily computed. In particular, for a
U(1)-invariant function f, we can show that

1

�2

Z
d4ze�hzjzifð ~XðzÞÞ ¼ 1

4�

Z d3 ~X

j ~Xj e
�j ~Xjfð ~XÞ: (16)

It is natural to endow the space of spinors C2 with the
canonical Poisson bracket fza; �zbg ¼ �i�ab. This induces
the following brackets on the Xi coordinates:

fXi; Xjg ¼ 2

�
�ijkXk; (17)

fXi; j ~Xjg ¼ 0: (18)

Thus the Xi’s form a suð2Þ algebra and actually generate

the fundamental SU(2) action on spinors. j ~Xj gives the
(square root of the) suð2Þ Casimir. At the quantum level,
this simply becomes the Schwinger representation for
suð2Þ in terms of a couple of harmonic oscillators.
The present proposal exploits this expression of a

3-vector ~X in terms of a spinor z and uses the fact that
the action of SU(2) group elements on z 2 C2 simply
induces the corresponding three-dimensional rotation on

the vector ~X. Using the fundamental two-dimensional rep-
resentation of SU(2) instead of the three-dimensional
action of SU(2) on 3-vectors will avoid the problem of
only representing SO(3) and will allow us to define a
Fourier transform for all functions on SU(2).

B. Spinor plane waves on SU(2)

Following the previous work on the spinorial formu-
lation of SU(2) and its representation theory [30,34], a
natural candidate for the new SU(2) plane wave is
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EgðzÞ � ehzjgjzi ¼ eTrgjzihzj : (19)

This functional of the spinor z is clearly invariant under the
multiplication of the spinor by a global phase, so it can be

expressed solely in terms of the 3-vector ~X:

Egð ~XÞ ¼ e
�
2j ~Xj Trge�

2 TrgX: (20)

Comparing to the SO(3) plane waves discussed earlier,
there are two differences:

(1) There is a new phase factor depending on the norm

j ~Xj and on the trace of the group element. This trace
Trg allows one to distinguish g from �g and thus
allows us to probe the whole SU(2) group.

(2) We do not need to take the absolute value of the
group element and the main factor of the plane wave

is e
�
2 TrgX and not e

�
2hTrjgjX as earlier.

In terms of the ð ~p; �Þ parametrization, these new spinorial
plane waves read

Egð ~p;�Þð ~XÞ ¼ e
��j ~Xj

ffiffiffiffiffiffiffiffi
1�p2

�2

q
ei ~p� ~X; (21)

with the special prefactor depending on the norms of ~X
and ~p.

As an element of CðSUð2ÞÞ, the plane wave ehzjgjzi is a
square integrable for the Haar measure dg of SU(2). To

prove this, we notice that hzjgjzi ¼ hzjg�1jzi and use the
SU(2) coherent states technology as well as the Peter-Weyl
theorem (cf. Appendix A)

Z
dgjehzjgjzij2¼

Z
dgehzjgjziehzjg�1jzi

¼X
j;k

1

ð2jÞ!ð2kÞ!
Z
dghj;zjgjj;zihk;zjg�1jk;zi

¼ X
j2N=2

ðhzjzi2Þ2j
ð2jÞ!2ð2jþ1Þ¼

I1ð2hzjziÞ
hzjzi ; (22)

where In is the nth modified Bessel function of the first
kind. Note that when � ! 1, this becomes divergent, that
is we recover in the classical limit plane waves that are not
square integrable.

The plane wave ehzjgjzi can also be seen as a function of
~X. We note C?ðR3Þ the set of functions generated by the ~X.
? denotes the star product between the elements in C?ðR3Þ,
which generalizes the notion of a point-wise product. We
can give a precise definition of the ? product by defining it
on the spinorial plane waves; it reflects the group multi-
plication on SU(2)

ðEg1 ? Eg2Þð ~XÞ � Eg1g2ð ~XÞ()ehzjg1jzi ? ehzjg2jzi

¼ ehzjg1g2jzi: (23)

The identity for this ? product is 1? � E1ð ~XÞ ¼ ehzjzi ¼
e�j ~Xj. This is not the usual identity, given by the constant
function equal to 1. Indeed, we check that

ðE1 ? EgÞð ~XÞ ¼ ðEg ? E1Þð ~XÞ � Egð ~XÞ()ehzjzi ? ehzjgjzi

¼ ehzjgjzi ? ehzjzi ¼ ehzjgjzi: (24)

Note that the feature of having a nontrivial identity in
configuration space was already present in Ref. [19], where
another Fourier transform on SU(2) [as opposed to SO(3)]
was introduced. In Ref. [19], the authors deal with a four-
dimensional Fourier transform with a four-dimensional
momentum space defined as Rþ � SUð2Þ. In our scheme,
we have not introduced an extra momentum dimension. As
a consequence, we shall see in Sec. III E, that this feature of
having a nontrivial identity can be easily avoided.
Nevertheless, we can also see our construction from a
four-dimensional perspective. Indeed the algebra C?ðR3Þ
can be seen as the subalgebra of C?ðC2Þ ¼ C?ðR4Þ that is
generated by functions of the spinor z invariant under
global phase transformations z ! ei	z (or equivalently

the functions that ? commute with j ~Xj as we shall see in
Secs. III F and IVB).

C. Fourier transform on SU(2) and its inverse

We use the plane wave EgðzÞ ¼ ehzjgjzi based on the

spinor variable z to define a new Fourier transform F
between CðSUð2ÞÞ and C?ðR3Þ
F : CðSUð2ÞÞ ! C?ðR3Þ;

f � f̂ðzÞ ¼
Z
SUð2Þ

dgfðgÞEgðzÞ or equivalently

f̂ð ~XÞ ¼
Z

dgfðgÞe�
2j ~Xj Trge�

2 TrgX: (25)

Since the plane waves EgðzÞ are square integrable with

respect to the Haar measure dg on SU(2), this Fourier

transform is a well-defined map2 in the sense that f̂ðzÞ is
finite for all z 2 C2 provided that f is in L2ðSUð2ÞÞ.
The ? product between 
̂, ĉ 2 C?ðR3Þ is as usual the

Fourier transform of the convolution product between the
functions 
 c 2 C?ðSUð2ÞÞ:

2This can be checked directly using the Cauchy-Schwarz
inequality in order to derive an explicit bound on the norm

of f̂ðzÞ:

jf̂ðzÞj2 ¼
��������ZSUð2Þ

dgfðgÞehzjgjzi
��������2

�
�Z

dgjfðgÞj2
��Z

dgjehzjgjzij2
�

� I1ð2hzjziÞ
hzjzi

Z
jfj2 <þ1:
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dð
 � c ÞðzÞ ¼
Z
½dg�2dh
ðg1Þc ðg2Þ�ðg1g2h�1ÞEhðzÞ

¼
Z
½dg�2
ðg1Þc ðg2ÞEg1g2ðzÞ

¼
Z
½dg�2
ðg1Þc ðg2ÞðEg1 ? Eg2ÞðzÞ

¼ ð
̂ ? ĉ ÞðzÞ: (26)

To prove that we are really dealing with SU(2) and not
SO(3), we can compute the Fourier transform of the matrix
elements of the SU(2) group elements, which form a basis
of L2 functions over SU(2) by the Peter-Weyl theorem.
Following the approach of [27,30,34,35], we use the over-
complete basis of SU(2) coherent states labeled by a spin
j 2 N=2, indicating the SU(2) irreducible representation,
and by a spinor z 2 C2 defining the state. The reader can
find more details on these coherent states and the corre-
sponding decomposition of the identity in Appendix A.
Here, we will simply use the fact that the matrix elements3

of g�1 2 SUð2Þ on these coherent states have a simple
expression:

hj; wjg�1jj; ~wi ¼ hwjg�1j ~wi2j: (27)

Their Fourier transform is straightforward to compute:

f̂
ðjÞ
w; ~wðzÞ ¼

Z
dgehzjgjzihj; wjg�1jj; ~wi

¼ X
k

1

ð2kÞ!
Z

dghk; zjgjk; zihj; wjg�1jj; ~wi

¼ 1

ð2jþ 1Þ! hwjzi
2jhzj ~wi2j

¼ 1

ð2jþ 1Þ! hwjzi
2jhzj ~wi2je�hzjzi1?: (28)

Note that we have made apparent the nontrivial identity,

which brings the extra factor e�hzjzi. The matrix elements
are therefore maps to linear combinations of polynomials
of the type hwjzi2jhzj ~wi2jhzjzi2k that are homogenous of
identical degree in jzi and hzj. They can be expressed in
terms of the 3-vector, 8j, k 2 N=2

hwjzi2jhzj ~wi2jhzjzi2k

¼
�
�

2

�
2jðj ~Xjhwj ~wi þ ~X � hwj ~�j ~wiÞ2jð�j ~XjÞ2k: (29)

Polynomials with terms of identical degree in jzi and hzj
are clearly a basis of all U(1)-invariant polynomials of z
that generate C?ðR3Þ. This direct calculation of the Fourier
transform of the matrix element functionals on SU(2)
ensures that our Fourier transform does not have any non-
trivial kernel as the SO(3) group Fourier transform re-
viewed in Sec. II. Moreover, it shows that every function
in L2ðSUð2ÞÞ has a finite well-defined Fourier transform
since they can be decomposed onto the matrix elements.
We can now recover the � distribution on SU(2) as a

superposition of our new spinorial plane waves. The fastest
way to proceed is to use the SU(2) coherent state technol-
ogy as reviewed in Appendix A. Then, as was previously
shown in Refs. [30,34], we obtain

�ðgÞ ¼ 1

�2

Z
d4zðhzjzi � 1Þe�hzjziehzjgjzi

¼ 1

�2

Z
d4zðhzjzi � 1Þe�hzjziEgðzÞ: (30)

The Haar measure dg on CðSUð2ÞÞ allows one to deter-
mine the standard scalar product h;iSUð2Þ. The Fourier

transform should define by construction an isometry
between ðCðSUð2ÞÞ, h;iSUð2ÞÞ and C?ðR3Þ equipped with a

scalar product h
̂; ĉ i ¼ R
d�ðzÞ½ð �̂
 ? ĉ ÞðzÞ� built from a

measure d�ðzÞ, which we determine asZ
dg �
ðgÞc ðgÞ ¼

Z
dg1dg2 �
ðg1Þc ðg2Þ�ðg�1

1 g2Þ

¼ 1

�2

Z
dg1dg2 �
ðg1Þc ðg2Þ

�
Z

d4zðhzjzi � 1Þe�hzjziEg�1
1

g2
ðzÞ

¼ 1

�2

Z
d�ðzÞ½ð �̂
 ? ĉ ÞðzÞ�: (31)

The measure is therefore4

d�ðzÞ � 1

�2
d4zðhzjzi � 1Þe�hzjzi , ½dX�

¼ 1

�2
d3X

�j ~Xj � 1

�j ~Xj e��j ~Xj: (32)

With all this in hand, we infer that the Fourier transform is
well defined in the sense that it takes a function in
L2ðSUð2Þ; dgÞ to a function in L2

?ðR3; d�ðzÞÞ.
Since the Fourier transform is an isometry, we can define

the inverse Fourier transform:
3A similar calculation can be done for hj; wjgjj; ~wi by using

the fact that g is unitary and taking it complex conjugate:

hj; wjgjj; ewi ¼ hj; ~wjg�1jj; wi ¼ hj; �~wj �g�1jj; �wi
¼ hj; �~wj��1g�1�jj; �wi ¼ hj; � �~wjg�1jj; � �wi;

with � ¼ 0 �1

1 0

 !
:

4The curious feature of this scalar product is that the measure
factor ðhzjzi � 1Þe�hzjzi on the space of spinors is not positive.
However, this deviation from the Gaussian measure does not
mean that the norm of functions of z will be possibly negative.
Indeed, since the scalar product defined with this measure factor
and the ? product is strictly equal to the standard scalar product
between functions on SU(2), the norm will always be strictly
positive unless the function vanishes.
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F�1:C?ðR3Þ ! CðSUð2ÞÞ
f̂ðzÞ � fðgÞ ¼

Z
d�ðzÞ½ehzjg�1jzi ? f̂ðzÞ�

¼ �3

4�

Z
½dX�e��j ~Xj½ðEg�1 ? f̂Þð ~XÞ�:

(33)

A last remark on the definition of this SU(2) group
Fourier transform is on taking its complex conjugate:

f̂ðzÞ ¼
Z

dgfðgÞehzjg�1jzi ¼
Z

dgfðg�1Þehzjgjzi; (34)

so that a real Fourier transform f̂ðzÞ 2 R is equivalent to
�fðgÞ ¼ fðg�1Þ.

D. Defining the � distribution on the
noncommutative space

An important missing ingredient is the noncommutative

delta function �?ð ~XÞ over R3. As usual we can determine it
as a superposition of the plane wave.

�?ð ~XÞ ¼
Z

dgEgð ~XÞ ¼ e�hzjzi1? ¼ e��j ~Xj1?: (35)

This shows that with this choice of parametrization the �
distribution is actually regularized as a Gaussian in the
spinor variables. This definition extends to the case where

the delta function projects over an arbitrary point ~X2:

�?
~X2
ð ~X1Þ �

Z
dgEgð ~X1ÞEg�1ð ~X2Þ ¼

Z
dgehz1jgjz1iehz2jg�1jz2i

¼ I1ð2jhz2jz1ijÞ
jhz2jz1ij ¼ I1ð2jhz2jz1ijÞ

jhz2jz1ij e�hz1jz1i1?; (36)

where z1 is the spinor for ~X1 and z2 the spinor for ~X2. Also

we have made apparent the identity 1? in the ~X variable in
the last equality. We can actually relate the scalar product
hz2jz1i between the spinors to the one between the vectors:

jhz2jz1ij2 ¼ Trjz2ihz2jjz1ihz1j ¼ �2

2
ðj ~X1jj ~X2j þ ~X1 � ~X2Þ;

(37)

which simply vanishes if ~X2 ¼ 0. In particular, when
~X2 ¼ ~0, i.e., z2 ¼ 0, the previous definition of �?

~X2

gives

back (35) as expected. However, it is important to notice

that �?
~X2
ð ~X1Þ is different from the more naı̈ve definition

�?ð ~X1 � ~X2Þ ¼
R
dgEgð ~X1 � ~X2Þ, since the plane wave is

not linear in X1 and X2. Nevertheless, this delta function

�?
~X2

ð ~X1Þ satisfies the usual properties of the delta function
since 8f̂ 2 C?ðR3Þ,

Z
½dX��?ð ~XÞ ¼ 1

�2

Z
d4zdgðhzjzi � 1Þe�hzjziehzjgjzi

¼
Z

dg�ðgÞ ¼ 1; (38)

Z
½dX1�ð�?

~X2
? f̂Þð ~X1Þ ¼

Z
½dX1�ðf̂ ? �?

~X2
Þð ~X1Þ ¼ f̂ð ~X2Þ:

(39)

It is furthermore very interesting that the expression of

the delta function �?
~X2
ð ~X1Þ defined in terms of the zi vari-

ables can be related to the notion of coherent intertwiners
as introduced in Ref. [26]. Indeed, as we recall in
Appendix A, an n-valent coherent intertwiner jfzigi is
given by

jfzigi �
X
fjig

1Q
i

ffiffiffiffiffiffiffiffiffiffiffiffið2jiÞ!
p Z

dg
O
i

gjj; zii; i ¼ 1; . . . ; n;

(40)

where the jj; zii are the SU(2) coherent states following the
conventions of [26,34,35]. From this definition, we see that
the norm of this coherent intertwiner gives the integral over
SU(2) of products of n plane waves EgðziÞ:

hfzigjfzigi ¼
Z

dg
Yn
i

EgðziÞ: (41)

This norm was fortunately already computed explicitly in
Refs. [34,35]:

hfzigjfzigi¼
X
J2N

ðdet�ÞJ
J!ðJþ1Þ!¼

I1ð2
ffiffiffiffiffiffiffiffiffiffiffi
det�

p Þffiffiffiffiffiffiffiffiffiffiffi
det�

p ; with

�¼X
i

jziihzij;

det�¼�2

22

��X
i

j ~Xij
�
2�

��������X
i

~Xi

��������2
�
	0; i¼1; . . . ;n:

(42)

We notice that the norm is maximal when
P

i
~Xi ¼ ~0,

i.e., the closure constraint is satisfied or equivalentlyP
i¼1;...;njziihzij / I2. Moreover, the norm becomes more

and more peaked around this maximal value in the classical
limit as � grows to 1. In that sense, the integralR
dg

Q
n
i EgðziÞ can be interpreted as defining a smooth

delta function �� peaked around the closure
P

i
~Xi ¼ 0

(Fig. 1):

��ð ~X1; . . . ; ~XnÞ �
Z

dg
Yn
i

EgðziÞ ¼ hfzigjfzigi: (43)

In particular, in the case of the bivalent intertwiner, when
n ¼ 2, this reduces to our previous definition of �?

~X
.

Indeed, we have
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�?
~X2

ð ~X1Þ ¼
Z

dgEgð ~X1ÞEg�1ð ~X2Þ ¼
Z

dgEgð ~X1ÞEgð� ~X2Þ

¼ ��ð ~X1;� ~X2Þ:

We find it very interesting that the noncommutative delta
function we constructed can be defined in terms of loop
quantum gravity tools. This is an another example of the
interplay between structures of noncommutative geometry
and of loop quantum gravity [36].

Notice nevertheless that the delta function

��ð ~X1; . . . ; ~XnÞ is not in general a straightforward function

of
P

i
~Xi due to the nonlinearity of the plane wave. We can

see from the explicit expression that it also depends on the

total norm
P

ij ~Xij, which cannot be simply factored out of
the formula.

Using this delta function �?
~X2
ð ~X1Þ as well as the delta

function on the group �ðgÞ, it is then straightforward to
check explicitly that F �F�1 ¼ 1C?ðR3Þ and F�1 �F ¼
1CðSUð2ÞÞ, where F is the Fourier transform.

E. On the choice of plane wave:
Using normalized plane waves

The ? product representation of a noncommutative
algebra is a highly nonunique representation. There exists
actually many different star products that can be introduced
through different choices of momentum variables or
more generally different choices of plane waves. We can

thus change our plane waves EgðzÞ ¼ ehzjgjzi for other

[U(1)-invariant] functions of the spinor z. The general
construction is described in Appendix B. Here we would
like to focus on a particular choice of normalized plane
waves so that the identity for the star product remains the
trivial constant function on R3. To this purpose, we rescale
the plane waves EgðzÞ by an appropriate factor:

~E gðzÞ ¼ e�hzjziehzjgjzi ¼ ehzjg�1jzi , ~Egð ~XÞ
¼ e

�
2j ~Xjð�1þTrgÞþ�

2 TrgX: (44)

We note in fact that the normalizing Gaussian factor is
already present in the integral so that the delta function
over the group is

�ðgÞ ¼ 1

�2

Z
d4zðhzjzi � 1Þe�hzjziehzjgjzi

¼ 1

�2

Z
d4zðhzjzi � 1Þ ~EgðzÞ: (45)

In this normalized case, the ? product becomes

ð ~Eg1 ?
~Eg2ÞðzÞ � ~Eg1g2ðzÞ , ðehzjg1�1jziÞ ? ehzjg2�1jziÞ

� ehzjg1g2�1jzi , ð ~Eg1 ?
~Eg2Þð ~XÞ

� ~Eg1g2ð ~XÞ: (46)

The previous construction of the Fourier transform goes
along the same way as in the previous section, but the
identity is now trivial, 1? ¼ 1. The delta function over
configuration space is given by the Gaussian in the spinor

variables, or in the ~X variables as

~�ð ~XÞ ¼ e��j ~Xj: (47)

The generalized delta functions ~�?ð ~XÞ, and more generally

the distributions ~��ð ~X1; . . . ; ~XnÞ, are now given as a func-
tion of zi as

~� �ð ~X1; . . . ; ~XnÞ ¼ hfzigjfzigiQ
i e

hzijzii : (48)

Their expressions in terms of Xi can be easily read
from (42). In Fig. 2 ‘e’ illustrates the shape of
~��ð ~X1;� ~X2Þ.

F. Computing the ? product

It is now natural to ask what is the structure of the ?
product we have introduced. Although we study here the
star products induced by the choices of plane waves Eg

and ~Eg, the discussion below applies to all plane waves of

the type K�
g and their induced ? products as introduced

in Appendix B. We first analyze the ? product between
coordinates to check that we recover the suð2Þ noncom-
mutative structure.
Calling now pi and qi the coordinates for, respectively,

the group elements g1 and g2 such that

g1g2V ~p 
 ~q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ~q2

�2

s
~pþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ~p2

�2

s
~q� 1

�
~p ^ ~q;

(49)

FIG. 1 (color online). The (two-dimensional realization of the)
delta function ~��ð ~X1;� ~X2Þ peaked on ~X2 ¼ ð1; 1Þ.
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the ? product between coordinates for the plane waves Eg

is then5

Xi1? ? Xj1? ¼ �
Z

dg1dg2�ðg1Þ�ðg2Þ@pi@qjEg1g2ðzÞ

¼
�
XiXj þ 1

�
ð�ijj ~Xj þ i�kijXkÞ

�
1?; (50)

where 1? ¼ e�j ~Xj. It is interesting to notice that the pre-
vious formula (50) is actually very similar to the one
derived by the authors of Ref. [19] and obtained when
considering the four-dimensional Fourier transform for

SU(2), with T ¼ j ~Xj in their notations.
In the case of the plane waves ~EgðzÞ, the nontrivial

identity 1? drops out and we have more simply

Xi ? Xj ¼ XiXj þ 1

�
ð�ijj ~Xj þ i�kijXkÞ: (51)

In both cases, it is direct to see that the ? product we
introduced is in fact a realization of the suð2Þ noncommu-
tative structure since

½Xi1?; Xj1?�? ¼ Xi1? ? Xj1? � Xj1? ? Xi1?

¼ 2

�
i�kijXk1?: (52)

Earlier we defined C?ðR3Þ to be the functions that are
generated by the XiðzÞ and as such invariant under the
phase rescaling z ! ei	z. This algebra can also be char-
acterized as the algebra generated by the functions that ?

commute with j ~Xj. Indeed, we have

j ~Xj1? ? Xi1? ¼
�
j ~XjXi þ 1

�
Xi

�
1? ¼ Xi1? ? j ~Xj1 ?;

½j ~Xj1?; Xi1?�? ¼ 0: (53)

From this we deduce that any function built out from the Xi

will ? commute with j ~Xj.
We shall show in Sec. IVB that these two character-

izations of C?ðR3Þ are indeed equivalent.

IV. suð2ÞNONCOMMUTATIVITY FROM THE
QUANTUM OSCILLATOR PERSPECTIVE

In the previous section we showed that the spinorial
approach allows one to introduce a well-defined Fourier
transform for SU(2). In this section, we want to show that
this approach allows one to shed a new light on the suð2Þ
noncommutative structure. First, we show that the four-
dimensional (bicovariant) differential calculus on suð2Þ
can be naturally recovered from this approach. Second,

we prove that the Voros star product between the spinor
variables gives exactly the SU(2) ? product of the previous
section based on the normalized plane waves ~EgðzÞ. This
provides a simple representation of our ? product as a
differential operator.

A. suð2Þ bicovariant differential calculus
As we recalled in Sec. III A, the spinorial approach

developed in Refs. [24–27] relies on the Schwinger repre-
sentation of suð2Þ. More explicitly the spinor variables

z 2 C2 are quantized, i.e., za ! aa, �za ! aya

fza; �zbg ¼ �i�ab ! ½aa; ayb � ¼ �ab; (54)

and the dimensionful suð2Þ generators are simply

~X ¼ 1

�
aya ~�abab; �j ~Xj ¼ X

a

ayaaa ¼
X
a

Na; (55)

where Na is the number operator. Using the commutation
relations of the creation/annihilation operators, we recover

½Xi;Xj� ¼ 2

�
i�kijXk;

�X
a

Na; Xj

�
¼ 0: (56)

The noncommutative space R̂4 � R̂2 � R̂2 generated by

the operators 	� ¼ ða0; ay0 ; a1; ay1 Þ is equipped with a

differential structure that satisfies the Leibniz law,

dð	�	�Þ ¼ ðd	�Þ	� þ 	�ðd	�Þ; 8�; �; (57)

and such that the oneforms commute with 	�

½d	�; 	�� ¼ 0: (58)

This last property can be also understood as the fact that the
translation symmetry is not deformed in this case.6

Using this, we can now calculate in a direct manner, the

commutators of Xi and dXj ¼ dayb�
j
bcac þ ayb�

j
bcdac,

½Xi; dXj� ¼ 1

�2

�
�i�iljðdaya�l

abab þ aya�l
abdabÞ

þ �j
i

X
c

ðayc dac � acda
y
c Þ
�

¼ 1

�
ði�kijdXk þ �ij�Þ: (59)

We see therefore that there is an extra contribution

� ¼ 1
�

P
cðayc dac � acda

y
c Þ that appears. This is the

nontrivial fourth component of the suð2Þ bicovariant

5To prove this we have used the following identities:

@qj hzjg1g2jzij ~q¼ ~p¼~0
¼ @pj hzjg1g2jzij ~q¼ ~p¼~0

¼ iXj

@2
piqj

hzjg1g2jzij ~q¼ ~p¼~0
¼ � 1

�
ð�ijj ~Xj þ i�kijXkÞ:

6It is only when a Poincaré transformation is performed—that
is in the relevant 2d Euclidian case, both a rotation and a
translation—that the differential structure is nontrivial. In fact
there is no pure rotation transformation. For further details see
Ref. [37].
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differential calculus [38]. Using again the quantum har-
monic oscillator expressions, we get

½�;Xi� ¼ � 1

�
dXi; (60)

which is consistent with Ref. [38].

B. Voros ? product versus SU(2) ? product

The quantum harmonic oscillators can naturally be
defined in the Moyal representation of quantum mechanics
[39]. More precisely, we start with c numbers, here the
spinorial variables z, and we introduce a ? product encod-
ing the quantum structure and realizing an exact quantiza-
tion through the Weyl map:

½ai; ayi � ¼ �ij ! ½zi; �zj�� ¼ zi � �zj � �zj � zi ¼ �ij: (61)

There exist many realizations of such � product, the most
well known being the Moyal product and the Voros product
defined, respectively, as

ðf1 ?m f2ÞðzÞ ¼ f1ðzÞe1
2ð@Q z@

~

z�@Q z@
~

zÞf2ðzÞ; (62)

ðf1 ?v f2ÞðzÞ ¼ f1ðzÞe@Q z@
~

zf2ðzÞ: (63)

Both of these � products allow us to recover the commu-
tation relation in (61). Let us point out that these two �
products define unitary-equivalent quantization maps—the
Moyal product corresponding to the Weyl symmetric
ordering while the Voros product corresponds to the nor-
mal ordering.

Following this logic, we would like to reexpress the
Schwinger representation as Xi ! Xi ¼ 1

� �za ~�zb using a

Weyl map and define the relevant � product between the
spinors z to calculate the commutators of the Xi, seen as a
function of the spinor variables z, such that we get

½Xi; Xj�� ¼ 2

�
�kijXk; ½j ~Xj; Xi�? ¼ 0: (64)

A natural question is now to wonder if one such � product
between the spinorial variables is actually equivalent to
the SU(2) ? product that we have defined in the pre-
vious Sec. III F. The Moyal and Voros products give,
respectively,

Xi �m Xj ¼ XiXj þ 1

�
�kijXk; (65)

Xi �v Xj ¼ XiXj þ 1

�
ð�ijj ~Xj þ i�kijXkÞ: (66)

We see therefore that the Voros � product gives the same
star product between coordinates as our one normalized ?
product considered in (51):

Xi ? Xj ¼ Xi �v Xj: (67)

Let us extend this analysis to the plane waves ~EgðzÞ and
calculate the Voros � product between them in order
to fully check that we recover the ? product. Writing

the normalized plane waves as ~EgðzÞ ¼ e�hzjziehzjgjzi ¼
ehzjg�1jzi in terms of the spinors z proves efficient and we
compute

ð ~Eg1 �v ~Eg2ÞðzÞ¼ ðehzjg1�1jziÞe@Qz ~@�zðehzjg2�1jziÞ
¼ ðehzjg1�1jzieðhzjðg1�1ÞÞ� ~@�zÞðehzjg2�1jziÞ
¼ehzjg1�1jziehzjg2�1jziehzjðg1�1Þðg2�1Þjzi

¼ ðehzjg1g2�1jziÞ¼ ~Eg1g2ðzÞ¼ð ~Eg1 ?
~Eg2ÞðzÞ:

(68)

This shows explicitly that the Voros � product reproduces
exactly our SU(2) ? product defined in (46) and provides
a proper representation of the suð2Þ noncommutative
structure:

ð
̂ ? ĉ ÞðzÞ ¼ ð
̂ �v ĉ ÞðzÞ; 8ĉ ; 
̂ 2 C?ðR3Þ: (69)

Furthermore, using the definition for the Voros � product
and

@za ¼
1

�
�zm�

i
ma

@

@Xi

; @�za ¼
1

�
�i

anzn
@

@Xi

;

we can use this equality to give a nice and simple expres-
sion for the SU(2) ? product [40],

ð
̂ ? ĉ Þð ~XÞ ¼ 
̂ð ~YÞe1
�ðj ~Xj�ijþi�kijXkÞ@Qyi ~@zj ĉ ð ~ZÞjY¼Z¼X

;

8
̂; ĉ 2 C?ðR3Þ: (70)

This provides us with an expression as a differential
operator for the SU(2) ? product based on the normalized
plane waves ~Eg. By reinserting the Gaussian normaliza-

tion, we can easily deduce from it a differential operator
representation for the SU(2) ? product based on the origi-
nal spinorial plane waves Eg, which will be nevertheless

less elegant.
Thanks to the Voros realization of the SU(2) ? product,

we can reexamine the equivalent definitions of the C?ðR3Þ.
We have seen it is given by the subalgebra of functions of

CðC2Þ that ? commute with j ~Xj. Using the Voros represen-
tation, this becomes then

½j ~Xj; fðz; �zÞ�?v
¼ 0 , ð�z@�z � z@zÞfðz; �zÞ ¼ 0: (71)

On the other hand, C?ðR3Þ is generated by the functions
that are invariant under the rescaling z ! ei	z, that is

fðz; �zÞ ¼ fðei	z; e�i	 �zÞ; 8f 2 C?ðR3Þ: (72)

Considering a small 	 and expanding (72), we get

� i	ð�z@�z � z@zÞfðz; �zÞ ¼ 0; (73)

which is equivalent to (71).
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We can recap the present situation: there are different
ways to construct a star product representation of a non-
commutative structure. One consists in identifying the
momentum addition structure and from this we infer the
star product between coordinates using a Fourier trans-
form. This is the approach we followed in Sec. III C.
Another one consists in defining a Weyl map by brute
force. In this section we have constructed such a Weyl
map, starting from the Voros representation of the quantum
oscillators. We have shown that the two representations are
the same.

As a final comment, we note that considering the mo-
mentum structure, and, in particular, the delta function
over momentum space, allows us to recover the right
measure in the configuration space. We have seen that
in the case of ~EgðzÞ, the relevant measure is given by

d�ðzÞ ¼ d4zðhzjzi � 1Þ. In Ref. [40], the authors did not
consider the momentum structure and therefore only took
the standard measure d4z, which is not the correct measure,
as we have shown.

V. NCQFT REPRESENTATION OF
GROUP FIELD THEORY

Spinfoam models (for quantum gravity and topological
field theories) can be defined at the nonperturbative level
through group field theories, which are nonlocal field
theories defined on Lie group manifolds (for a review,
see e.g., Ref. [5]). For instance, the most studied case is
the Boulatov group field theory for three-dimensional
Euclidean quantum gravity [3]. It is indeed the standard
model to discuss the issue of renormalization in the context
of GFT before addressing the more complicated GFT’s
describing spinfoam models for four-dimensional gravity.
The model is formulated on the manifold SUð2Þ3, satisfies
a SU(2) gauge invariance, and has a nonlocal interaction
term.

In the previous section, we defined a SU(2) ? product
and showed its equivalence to the Voros � product in the
spinor variables. This opens new possibilities. Indeed, we
can use our new SU(2) Fourier transform and write the
GFT in terms of the spinor variables. As we have seen, the
noncommutativity is then a standard one, of the Moyal
type, and we hope to be able to use standard renormaliza-
tion techniques already developed for noncommutative
quantum field theories based on the Moyal and Voros �
products.

In this section we will describe explicitly Boulatov’s
model in terms of the spinor variables and discuss the
realization of the quantum symmetries given by the quan-
tum double DSUð2Þ. As a warmup, we first consider the
two-dimensional GFT on SU(2) [7,41].

A. Two-dimensional GFT on SU(2)

We consider a (real) scalar field theory on SU(2) with a
field 
 2 CðSUð2ÞÞ and the action is given by

S2d½
� ¼ 1

2

Z
dg
ðg1Þ
ðg2Þ�ðg1g2Þ

þ X
n	3

	n

n!

Z
½dg�n
ðg1Þ . . .
ðgnÞ�ðg1 . . . gnÞ:

(74)

From the perspective of noncommutative field theories,
SU(2) is the momentum space and the term �ðg1 . . .gnÞ
corresponds to the conservation law of momenta. We can
now use the normalized plane wave ~EgðzÞ, to implement

our Fourier transform and express the action S2d½
� in

configuration space. We consider, therefore, 
̂ 2 C?ðR3Þ
with


̂ðzÞ ¼
Z

dg
ðgÞ ~EgðzÞ ~EgðzÞ ¼ ehzjgjzi

ehzjzi
;

~Eg1 ?
~Eg2 ¼ ~Eg1g2 :

A straightforward implementation of the Fourier transform
gives

S½
� ¼ 1

2

Z
d�ðzÞð
̂ ? 
̂ÞðzÞ þ X

n	3

	n

n!

Z
d�ðzÞ
̂?nðzÞ;

(75)

with the measure d�ðzÞ ¼ ðhzjzi � 1Þd4z. As we have
shown the equivalence of the ? product and the Voros �
product, this action can also be written as

S½
� ¼ 1

2

Z
d�ðzÞð
̂ �v 
̂ÞðzÞ þ X

n	3

	n

n!

Z
d�ðzÞ
̂�vnðzÞ:

(76)

We recall that unlike the Moyal star product, we haveZ
dzð
̂ ?v ĉ ÞðzÞ �

Z
dz
̂ðzÞĉ ðzÞ: (77)

The field theory defined by S2d½
� can also be written as a
(sum over) matrix model [7]. We have shown here that we
can write this GFTas a Voros noncommutative field theory,

with a scalar field 
̂ðzÞ 2 CðR3Þ invariant under z ! ei	z.
It would be interesting to explore further the properties
of this new formulation, especially with respect of the
renormalization of the theory. In any case, the immediate
advantage of our formalism over the previous works
[7,9–11] is that we are truly dealing with a field living in
SU(2), and we do not restrict ourselves to even fields living
only in SO(3). At the spinfoam level, this means that we
will get all SU(2) representations of arbitrary spin j 2 N=2
and not only even representations with integer spins.
As soon as we have a law of conservation of momenta,

one expects some translational symmetry to be involved.
Indeed there exists an action on our field 
 2 CðSUð2ÞÞ of
the quantum doubleDSUð2Þ, which is a deformation of the
Euclidian group ISOð3Þ [18]. We emphasize again that our
spinor formalism allows for the full action of DSUð2Þ and
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not only DSOð3Þ. The quantum double is given as an
algebra in terms of the cross product between the algebra
of the functions of CðSUð2ÞÞ and the group algebraCSUð2Þ,
as DSUð2Þ ¼ CðSUð2ÞÞ 2CSUð2Þ [12]. The action of
DSUð2Þ on 
 2 CðSUð2ÞÞ is given by the action of trans-
lations parametrized by an arbitrary spinor a 2 C2 and
the action of rotations parametrized by a group element
u 2 SUð2Þ that are, respectively,


ðgÞ ! ~EgðaÞ
ðgÞ;

ðg1Þ 
ðg2Þ ! ð ~Eg1ðaÞ ? ~Eg2ðaÞÞ
ðg1Þ 
ðg2Þ

¼ ~Eg1g2ðaÞ
ðg1Þ 
ðg2Þ; a 2 C2;

(78)


ðgÞ ! 
ðugu�1Þ;

ðg1Þ 
ðg2Þ ! 
ðug1u�1Þ 
ðug2u�1Þ u 2 SUð2Þ:

(79)

It is not difficult to check that due to the conservation of
momenta, the action S2dð
Þ is invariant under such trans-
lations, and that thanks to the Haar measure and the invari-
ance of � under rotations, S2dð
Þ is also invariant under the
rotations.

Now that we have defined the realization of the DSUð2Þ
symmetries in momentum space, we can determine their
realization in configuration space. We are looking for the

analogue of (78) and (79) for functions in the variables ~X or
z. To this purpose, we perform the Fourier transform of
(79) and (78). The rotations simply read

F ð
ðugu�1ÞÞðzÞ ¼ 
̂ðu ~Xu�1Þ; with

~X ¼¼ 1

�
hzj ~�jzi ¼ 1

�
�za ~�abz

b;
(80)

and we recover the standard adjoint action of SU(2) on the

coordinates ~X, as expected. On the other hand, the realiza-
tion of the translations in the X space or z space is trickier.
In that case, the Fourier transform reads

F ð ~EgðaÞ
ðgÞÞðz1Þ
¼
Z

dg
ðgÞ ~Egðz1Þ ~EgðaÞ

¼
Z

dgd�ðz2Þ
̂ðz2Þ ? ~Eg�1ðz2Þ ~Egðz1Þ ~EgðaÞ

¼
Z

d�ðz2Þ
̂ðz2Þ ? ~��ð ~X1;� ~X2; ~AÞ

¼
Z
½dX2�
̂ð ~X2Þ ? ~��ð ~X1;� ~X2; ~AÞ: (81)

We have an explicit realization of the translation symmetry
in configuration space given by (81). However, unlike the

commutative or SO(3) cases, this formula does not sim-
plify to something like

F ð ~EgðaÞ
ðgÞÞðzÞ ¼ 
̂ðzþ aÞ or

F ð ~EgðaÞ
ðgÞÞðXÞ ¼ 
̂ðXþ aÞ; (82)

due to the nonlinearity of the delta function ��. Hence the
translations cannot be realized exactly as

z ! zþ a or X ! X þ a: (83)

We have therefore a fuzzy implementation of the trans-
lations in configuration space. A priori, there could exist a

different choice of configuration variables ~Y for which the
translations would be realized in a linear way. We have not
been able to identify such variables.

B. Boulatov model

We can easily adapt the procedure described above to
the three-dimensional case. Indeed, let us consider the
colored Boulatov GFT [9–11,42] with complex fields

c¼1...4 2 CðSUð2Þ3Þ that are right translational invariant


cðg1;g2;g3Þ�
Z
dh
aðg1h;g2h;g3hÞ; 8c¼1...4:

(84)

The colored Boulatov action is given by

Sb½
c� ¼ 1

2

Z
½dg�3X4

c


cðg1; g2; g3Þ �
cðg1; g2; g3Þ

þ 	

4!

Z
½dg�6
1ðg1; g2; g3Þ
2ðg3; g4; g5Þ

�
3ðg5; g2; g6Þ
4ðg6; g4; g1Þ þ c:c: (85)

This GFT generates the Ponzano-Regge amplitudes for
Euclidian gravity, as it is easy to see by looking at the
Feynman amplitudes and using the Peter-Weyl theorem.
This same field theory defined over SOð3Þ3 has been
recently studied using noncommutative techniques based

on the plane waves eTrjgjX discussed in Sec. II. This
approach allowed us, on one hand, to connect GFT with
simplicial geometry, since the noncommutative variable X
can be interpreted as a discretized B field [10] (also see
Ref. [33] for a discussion on the extent of the validity of the
identification of X as the discretization of the B field) and
on the other hand to connect the quantum group symme-
tries of the GFT to the diffeomorphism symmetry of the
BF action [11]. Since the spinfoam Ponzano-Regge model
is defined for SU(2), we intend now to discuss Boulatov’s
model on SU(2) in the light of the new spinorial Fourier
transform.
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1. Noncommutative variables and
discretization of the BF action

We first perform the Fourier transform on the fields 
c

and consider7 
̂cðz1; z2; z3Þ 2 C?ðR3�3Þ, 8c ¼ 1; . . . ; 4,


̂cðz1; z2; z3Þ �
Z
½dg�3dh
cðg1h; g2h; g3hÞ

� ~Eg1ðz1Þ ~Eg2ðz2Þ ~Eg3ðz3Þ
¼ 
̂cðz1; z2; z3Þ?1;2;3

�
Z

dh ~Ehðz1Þ ~Ehðz2Þ ~Ehðz3Þ (86)

¼ 
̂cðz1; z2; z3Þ ?1;2;3 Ĉðz1; z2; z3Þ; (87)

where Ĉðz1; z2; z3Þ ¼ hfzigjfzigiQ
3
i¼1

ehzi jzii
¼ ~��ð ~X1; ~X2; ~X3Þ. As we

discussed earlier, ~��ð ~X1; ~X2; ~X3Þ is the norm of the trivalent
coherent intertwiner and it defines a smooth delta func-

tion peaked around the closure
P

i
~Xi ¼ 0. Geometrically,

as in the SO(3) case, we still interpret 
̂cðz1; z2; z3Þ ¼

̂cðX1; X2; X3Þ as representing a quantized triangle where

the vectors ~Xi are considered as the normals to the edges

and the closure of the triangle
P

i
~Xi ¼ 0 is implemented in

a fuzzy way.
The Fourier transform can be performed on the Boulatov

action Sb½
c�. Since the ? product is the dual of the con-
volution product, the combinatorial structure of the action
is preserved. Using the equivalence between the SU(2) ?
product and Voros � product, we write it as a Voros non-
commutative field theory. To keep the notations simple, we

define 
̂1ðX1; X2; X3Þ � 
̂ð123Þ, 
̂2ðX3;X4;X5Þ�
̂ð345Þ and
so on and so forth. The action becomes then

Sb½
c�¼1

2

Z
½dX�3X4

c


̂ð123Þ � �̂


þ	

4!

Z
½dX�6
̂ð123Þ �
̂ð345Þ �
̂ð526Þ �
̂ð641Þþc:c:;

(88)

where 
̂ðiÞ ? 
̂ðiÞ � ð
̂ ? ĉ ÞðXiÞ, with ĉ ðXiÞ ¼ 
̂ð�XiÞ
and where ½dX� is the nontrivial measure ½dX� ¼
d3X j ~Xj�1

j ~Xj . It would be interesting to understand if this

new formulation can provide new angles of attack for the
renormalization analysis.

In the SO(3) case, the interpretation of the X variables
came when looking at the Feynman amplitudes of the GFT
written in terms of the configuration variables X. Indeed
these Feynman amplitudes give the spinfoam amplitudes
for BF theory that are understood as discretization of the

path integral for three-dimensional quantum gravity. This
provides the Feynman amplitudes and the variables X with
a clear geometrical interpretation. In the present case in the
colored GFT defined on SU(2), the kinetic and interaction

terms provide the following propagator P ð ~X; ~YÞ and vertex
contribution V ð ~X; ~YÞ:

P ð ~X; ~YÞ ¼
Z

dht
Y3
i¼1

ð~��Xi
? ~Ehtt0 ÞðYiÞ;

V ð ~X; ~YÞ ¼
Z Y

t

dh�t
Y6
i¼1

ð��Xi
? ~Eht�h�t0 ÞðYiÞ:

(89)

Following [10], t denotes the relevant triangle and � the
tetrahedron. The group variables htt0 and ht� come from the
right invariance of the fields and are interpreted as parallel
transport, respectively, through the triangle t identified
with t0 and from the tetrahedron � to the triangle t,
cf. Fig. 2. This is exactly the same combinatorial and
algebraic structure as the one derived for the SO(3) case,
expect for the fact that the plane waves are different in the
two cases. As a result, we can follow the steps of Baratin
and Oriti [10] and we obtain the Feynman amplitude for a
graph �:

Zð�Þ ¼
Z Y

t

dht
Y
e

½dXe� ~EHe
ðXeÞ

¼
Z Y

t

dht
Y
e

½dXe�e�
2jXejð�1þTrHeÞþ�

2 TrXeHe

¼
Z Y

t

dht
Y
e

d�ðzeÞehzejHe�1jzei; (90)

where He ¼ Q
ih

�i
tit

0
i
ht0itiþ1

is the holonomy around the face

dual to the edge e, with h�i
tit

0
i
¼ hti�ih�it0i and �i, i 2

f1; � � � ; Ng the ith tetrahedron of the link around the edge
e (cf. Fig. 2). We identify tnþ1 ¼ t1. This expression (90)
provides an expression in terms of the spinor variables ze of
the path integral for the BF theory over the triangulation
dual to the Feynman diagram �. It was already derived

FIG. 2 (color online). Holonomy He around the face dual to
the edge e. The face t01 is identified with the face t2.

7The algebra C?ðR3�3Þ is seen as a subalgebra of CðC2�3Þ. The
fields 
c are therefore invariant under the rescaling by indepen-
dent phases of the spinors: zi ! ei	izi; �zi ! e�i	i �zi.

SPINORS GROUP FIELD THEORYAND VOROS STAR . . . PHYSICAL REVIEW D 86, 105034 (2012)

105034-13



using coherent intertwiner techniques in Ref. [34]. We
compare it to the expression for the discretized path inte-
gral for BF theory in the SO(3) case [13,32]:

ZSOð3Þð�Þ ¼
Z Y

t

dht
Y
e

dXeeHe
ðXeÞ

¼
Z Y

t

dht
Y
e

dXee
�
2 TrXejHej: (91)

The key differences between (91) and (90) lie in the
choices of measure dXe [which is trivial for the SO(3)
case] and the plane waves. The term �

2 TrXeHe in (91)

corresponds to the natural discretization of the BF action.
However rigorously, from the noncommutative point of
view, this discretization loses track of the full SU(2) struc-
ture and keeps only SO(3) as explained in Sec. II. Our
spinorial approach suggests here that a good discretization,
which would keep track of the full SU(2), should involve a
nontrivial discretization of the BF action as follows:

TrB ^ F ! 1

2
jXejð�1þ TrHeÞ þ 1

2
TrXeHe; (92)

and the associated nontrivial measure ½dXe� ¼ d3Xe
j ~Xej�1

j ~Xej .

As we have shown, this choice allows us to recover rig-
ourously the discretized path integral for BF theory with
gauge group SU(2):

Zð�Þ ¼
Z Y

t

dht
Y
e

½dXe� ~EHe
ðXeÞ ¼

Z Y
t

dht
Y
e

�ðHeÞ;

with He 2 SUð2Þ: (93)

2. Boulatov symmetries

The invariance of the colored Boulatov action defined
over SOð3Þ�3 under the action of four copies of DSOð3Þ
has been explained explicitly in Ref. [11]. We are now
considering the Boulatov model defined over SUð2Þ�3, and
we can perform a similar analysis by generalizing (78) and
(79) to DSUð2Þ�3. The symmetry analysis of Boulatov
action can be performed in a momentum space given by
either SOð3Þ�3 or SUð2Þ�3 in an analogous manner. As was
shown in Ref. [11], the quantum group symmetry of the
interaction term corresponds to the invariance of the spin-
foam amplitudes under moving the four summits of a
tetrahedron.

The key difference between the SU(2) and the SO(3)
cases comes when implementing the symmetries at
the configuration space level. Indeed the translational
symmetry of the Boulatov model is related to the transla-
tional symmetry of the BF action thanks to the Bianchi
identity [32,43],

B ! Bþ dA
; (94)

where dA is the covariant derivative with respect to the
connection A, whose curvature is F. When discretizing the

BF action into 1
2 TrXeHe for SOð3Þ, the discretized Bianchi

identity still implies invariance under the transformation
Xe ! Xe þ Ae, which is the noncommutative realization
of the translation. In the spinorial approach for SU(2), the
discretized BF action is 1

2 jXejð�1þ TrHeÞ þ 1
2 TrXeHe

and is therefore nonlinear in X. From this perspective it
is clear that the translational symmetry should be realized
in a nonstandard way. This is precisely what we have
obtained in (81), where we have argued that the trans-
lations are implemented in a fuzzy way.
To summarize, even though the BF action is discretized

in a nonstandard way with a nonlinear term in Xe

[necessary to account for the full SU(2) structure], a trans-
lational symmetry still exists and is implemented in a
nontrivial way.

VI. CONCLUSION AND OUTLOOK

Let us summarize what we have done before presenting
the new directions to which our approach leads. Essentially
we have applied the spinor representation to the GFT
context. This has a number of nice implications. First,
this means that we can use the noncommutative tools for
a GFT defined on SU(2) and not only on SO(3). Thanks to
the link between GFT and simplicial geometry, the spinor
representation points towards a different discretization of
the BF action (as was already shown in Ref. [34]), such
that the full SU(2) structure is taken into account. Second,
we have pinpointed that the use of the spinor representation
allows for a natural derivation of the four-dimensional
structure of the bicovariant calculus on suð2Þ. Third, we
have shown that our ? product for SU(2) is given by the
Voros � product between the spinors, unlike the SO(3) star
product that still remains rather mysterious despite several
studies. Finally, we have discussed the implementation of
the quantum group symmetries given by DSUð2Þ. If in the
momentum representation, there is not much difference
between the action of DSUð2Þ and DSOð3Þ, in configura-
tion space the difference is important since in the SU(2)
case, the translation symmetry is implemented in a non-
linear manner in configuration space.
These different results points toward new interesting

ideas to develop.

(i) GFT model for a four-dimensional Euclidean quan-
tum gravity: In Ref. [34], a new spinfoam model for
Euclidean quantum gravity was introduced using the
spinor representation. It has the nice feature that the
simplicity constraints are implemented through a
Gupta-Bleuer procedure at the level of the spinors
in a strong way [35]. The construction we have
presented here extends in a natural way to Ooguri’s
GFT on Spinð4Þ � SUð2Þ � SUð2Þ that describes BF
theory in four dimensions. The next step would be
to derive the GFT for the spinfoam model presented
in Ref. [34] and understand how these spinfoam
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amplitudes can be written as the Feynman diagrams
of a noncommutative field theory in the spinor var-
iables. This is currently under development.

(ii) Loop quantum gravity as Voros noncommutative
geometry: Recently, noncommutative techniques
were applied to loop quantum gravity to provide a
noncommutative representation of the flux algebra
[44]. The key idea was to consider the plane wave
used for SO(3). We can now reproduce this analysis
using the spinor representation together with the ?
product we have defined. As a consequence, the flux
algebra would be written as a Voros noncommuta-
tive algebra. The implications of this new represen-
tation should be explored.

(iii) Renormalization of GFT: The renormalization of
the GFT’s is a necessary step towards understand-
ing the semiclassical regime and continuum limit of
spinfoam models. The usual formulation of spin-
foam models in terms of representations or group
variables makes it difficult to renormalize the
infinities that arise. We have a new formulation of
the spinfoam models based on a new set of varia-
bles. This new formulation falls now in a well-
known framework (Moyal-Voros noncommutative
field theory) where many rigorous results on renor-
malization have been obtained. A fundamental
ingredient for this success is, for example, the
notion Moyality [45] that replaces the usual notion
of locality, and which allowed us to tame infinities.
In the Voros formulation, the spinfoam GFT action
is different than the well-understood standard Voros
noncommutative field action, but the noncommu-
tative features are well under control, unlike other
noncommutative spinfoam formulations based on a
Lie algebra noncommutativity.8 Since we are using
different variables than the momentum variables
(group variables or representations), we can iden-
tify the source of the divergences in a different way
than the usual spinfoam formalism. Hopefully,
they will be easier to cope with. Hence another
outcome of our approach is that we have potentially
a new tool to identify and control infinities.
Exploring how the renormalization techniques of
the standard Voros scalar field action can be
extended to the GFT action is left for future
investigations.

(iv) Four-dimensional bicovariant differential calculus:
It is striking that the four-dimensional bicovariant
differential calculus naturally emerges from the
spinor representation of SU(2). It would be inter-
esting to see if there exists (already?) a deeper
mathematical structure that would explain this.

(v) Generalization of the ? product to arbitrary Lie
groups: In the present paper, we have presented a
group Fourier transform for the Lie group SU(2) on
its Schwinger representation in terms of spinors
(at the classical level). Introducing the spinorial
plane waves allowed us to define a ? product dual
to the convolution on SU(2), which actually matches
the Voros product on the spinor variables. This
procedure seems to be easily generalizable to more
complicated semisimple Lie groups that admit such
a spinorial representation. We would then be able to
define the ? products dual to the convolution on
these groups and relate them to the much simpler
Voros product defined from the spinorial phase
space structure.

APPENDIX A: SU(2) COHERENT STATES
IN TERMS OF SPINORS

Starting with a spinor z 2 C2, for which we use a
bra-ket notation,

jzi ¼ z0

z1

 !
; hzj ¼ ð �z0 �z1 Þ;

with the canonical Poisson bracket fza; �zbg ¼ �i�ab, we
quantize the components of jzi and hzj, respectively, as
annihilation and creation operators a0;1,a

y
0;1 acting on the

Hilbert space H HO H HO where H HO is the standard
Hilbert space for a harmonic oscillator with basis jni:

a0jn0; n1iHO ¼ ffiffiffiffiffi
n0

p jn0 � 1; n1iHO;

ay0 jn0; n1iHO ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n0 þ 1

p jn0 þ 1; n1iHO:

Then quantizing the components of the 3-vectors
~X ¼ hzj ~�jzi, we get the generators of the suð2Þ Lie algebra
and its Casimir:

J3¼1

2
ðay0a0�ay1a1Þ; Jþ¼ay0a1; J�¼a0a

y
1 ¼Jyþ;

ĵ¼1

2
ðay0a0þay1a1Þ; ½J3;J��¼�J�; ½Jþ;J��¼2J3;

½ĵ; ~J�¼0: (A1)

Diagonalizing the operators ĵ and J3, we recover the
standard basis jj; mi of suð2Þ irreducible representations
and show that H HO H HO ¼ L

j2N=2V
j:

jj; mi ¼ jn0; n1iHO; with

��������n0 ¼ jþm

n1 ¼ j�m
: (A2)

Next, we introduce the coherent states for the harmonic
oscillators:

jz0; z1iHO � X
n0;n1

zn00 zn11ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðn0Þ!ðn1Þ!
p jn0; n1i;8For example, there is no closed realization of the star product

for soð3Þ in terms of differential operators.
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from which we define the SU(2) coherent states by pro-
jecting them onto fixed values of the spin j 2 N=2:

jj; zi � ðz0ay0 þ z1a
y
1 Þ2jffiffiffiffiffiffiffiffiffiffið2jÞ!p j0i

¼ Xþj

m¼�j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2jÞ!

ðjþmÞ!ðj�mÞ!

s
zjþm
0 zj�m

1 jj; mi;

jz0; z1iHO ¼ X
j

1ffiffiffiffiffiffiffiffiffiffið2jÞ!p jj; zi: (A3)

These coherent states transform covariantly under the

SU(2) action generated by the operators ~J (for more
details, see e.g., Refs. [26,35]):

ei ~u� ~Jjj; zi ¼ jj; ei
2 ~u� ~�zi; (A4)

where e
i
2 ~u� ~� is the representation for the group element ei ~u� ~J

in the fundamental two-dimensional representation of
SU(2). From this fundamental property of the SU(2) co-
herent states, it is straightforward to deduce that they are all
obtained through the action of SU(2) group elements on the
highest weight vector jj; ji and that they are simply the
tensorial powers of the coherent states in the fundamental
j ¼ 1

2 representation:

jj;zi¼ ð
ffiffiffiffiffiffiffiffiffiffi
hzjzi

q
Þ2jgðzÞjj;ji; gðzÞ¼ 1ffiffiffiffiffiffiffiffiffiffihzjzip z0 ��z1

z1 �z0

 !

gðzÞ 1

0

 !
¼ 1ffiffiffiffiffiffiffiffiffiffihzjzip z0

z1

 !
; jj;ji¼ j1

2
;
1

2
i2j;

jj;zi¼ j1
2
;zi2j¼jzi2j:

In particular, this allows us to compute the matrix elements
of SU(2) group elements on the coherent states:

hj; wjgjj; zi ¼ hwjgjzi2j; hj; wjj; zi ¼ hwjzi2j: (A5)

Moreover, we can write a decomposition of the identity on
the Hilbert space Vj of the irreducible representation of
spin j (for more details, see e.g., Refs. [26,34,35]):

I j ¼ 1

ð2jÞ!
Z
C2

d4z

�2
e�hzjzijj; zihj; zj: (A6)

In particular, this allows us to write the decomposition of
the � distribution on SU(2) onto characters as a Gaussian
integral over the spinor variables:

�ðgÞ ¼ X
j2N=2

ð2jþ 1Þ�jðgÞ

¼ 1

�2

Z
d4ze�hzjziX

j

ð2jþ 1Þ
ð2jÞ! hj; zjgjj; zi

¼ 1

�2

Z
d4ze�hzjziðhzjgjzi þ 1Þehzjgjzi: (A7)

Working from there, we get by integration by parts

�ðgÞ ¼ 1

�2

Z
d4ze�hzjziðz@z þ 1Þehzjgjzi

¼ 1

�2

Z
d4zð�@zzþ 1Þe�hzjziehzjgjzi

¼ 1

�2

Z
d4zðhzjzi � 1Þe�hzjziehzjgjzi:

Following [26], we can then define by group averaging
the Livine-Speziale coherent intertwiners, which are
SU(2)-invariant states in the tensor product of N irreduc-
ible representations:

kfji;zigi�
Z
SUð2Þ

dgN
i gjji;zii 2 Inv½ON

i

Vji�: (A8)

Finally, by summing over the spin labels, we define the
coherent intertwiner states, which diagonalize the inter-
twiner annihilation operators and which are labeled only
by spinor variables as introduced in Refs. [34,35]:

jfzigi �
X
fjig

Y
i

1ffiffiffiffiffiffiffiffiffiffiffiffið2jiÞ!
p jjfji; zigi ¼

Z
SUð2Þ

dg N
i gjziiOH:

(A9)

These coherent intertwiners are covariant under the action
of UðNÞ as shown in Refs. [26,34,35]. We can compute
their norms and scalar products either by using the UðNÞ
structure or by computing directly the integrals over SU(2).

APPENDIX B: ON THE CHOICE
OF PLANE WAVE

An interesting choice for the plane wave, motivated
from Ref. [34], is to consider the plane wave and measure

E gðzÞ ¼ e�hzjzi ðhzjgjzi þ 1Þ
hzjzi þ 1

ehzjgjzi;

d�ðzÞ ¼ d4zðhzjzi þ 1Þ;
(B1)

with the ? product, as usual reflecting the SU(2) group
structure and relevant measure

ðEg1 ? Eg21ÞðzÞ ¼ Eg1g2ðzÞ

� e�hzjzi ðhzjg1g2jzi þ 1Þ
hzjzi þ 1

ehzjg1g2jzi:

It is normalized since E1ðzÞ ¼ 1. This plane wave and ?
product were suggested in Ref. [34] to construct the parti-
tion function for the BF theory. In this case, the delta
function in the configuration space is given by

�?bf
ð ~XÞ ¼ 2

e��j ~Xj

1þ �j ~Xj : (B2)

Different plane waves lead therefore to different realiza-
tions of the delta function on configuration space.
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In a general manner, we can construct a plane wave
KgðzÞ and introduce a measure d�ðzÞ such that

KgðzÞ¼
P
j

	j

ð2jÞ!hzjgjzi2j

d�ðzÞ¼P
j

j

ð2jÞ!hzjzi2j

9>>=>>; ) �ðgÞ¼
Z
d�ðzÞKgðzÞ;

(B3)

which puts constraints9 on the coefficients 	i and i. The
? product is defined as usual to reflect the group product.

K g1 ?Kg2ðzÞ ¼ Kg1g2ðzÞ: (B4)

The plane wave KgðzÞ is in general not normalized, in the

sense that K1ðzÞ � 1. We can demand to normalize it, in
which case we consider the renormalized plane wave,
new ? product, and new measure

~KgðzÞ ¼ K�1
1 ðzÞKgðzÞ;

ð ~Kg1 ?
~Kg2ÞðzÞ ¼ ~Kg1g2ðzÞ;

d�ðzÞ ! d�ðzÞK1ðzÞ ¼ d ~�ðzÞ:
(B5)

Finally, we can demand as well that the coordinates Xi1?

are given in terms of the derivative of the plane wave
evaluated at the identity,

� i
Z

dg�ðgÞ @

@pi KgðzÞ

¼ Xi1? , Xi

X
k2N?=2

	k

ð2k� 1Þ! ð�j
~XjÞ2k�1 ¼ XiK1ð ~XÞ:

(B6)

This leads to a plane waveK�
gðzÞ, ? product, and measure

K�
gðzÞ ¼ Xðg; zÞehzjgjzi;

ðK�
g1 ?K�

g2ÞðzÞ ¼ K�
g1g2ðzÞ;

d�ðzÞ ¼ hzjzi � 1

XðzÞ e�hzjzi;

(B7)

where Xðg; zÞ is function invariant under z ! ei	z [that is

in C?ðR3Þ] that is zero nowhere and that satisfies @Xðg;z
@p Þ ¼

jp¼0 ¼ 0. As we mentioned before, we can then normalize

K?
g ðzÞ so that 1? ¼ 1, in which case, K?

g ðzÞ ¼
e�hzjziehzjgjzi ¼ ~EgðzÞ if Xðg; zÞ ¼ 1 and K�

gðzÞ ¼ ei
~X� ~p if

Xðg; zÞ ¼ e�j ~XjTrg. Note, however, that the latter case does
not describe the full structure of SU(2) as recalled in
Sec. II.
As a conclusion of this discussion, we see that the nicest

plane waves relevant for SUð2Þ are with no surprise the

exponential type K�
gðzÞ ¼ ehzjgjzi ¼ EgðzÞ or K�

gðzÞ ¼
~EgðzÞ ¼ e�hzjziehzjgjzi that we have considered earlier.
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