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According to cosmological inflation, the inhomogeneities in our Universe are of quantum-mechanical

origin. This scenario is phenomenologically very appealing as it solves the puzzles of the standard hot big

bang model and naturally explains why the spectrum of cosmological perturbations is almost scale

invariant. It is also an ideal playground to discuss deep questions among which is the quantum

measurement problem in a cosmological context. Although the large squeezing of the quantum state of

the perturbations and the phenomenon of decoherence explain many aspects of the quantum-to-classical

transition, it remains to understand how a specific outcome can be produced in the early Universe, in the

absence of any observer. The continuous spontaneous localization (CSL) approach to quantum mechanics

attempts to solve the quantum measurement question in a general context. In this framework, the wave

function collapse is caused by adding new nonlinear and stochastic terms to the Schrödinger equation. In

this paper, we apply this theory to inflation, which amounts to solving the CSL parametric oscillator case.

We choose the wave function collapse to occur on an eigenstate of the Mukhanov-Sasaki variable and

discuss the corresponding modified Schrödinger equation. Then, we compute the power spectrum of the

perturbations and show that it acquires a universal shape with two branches, one which remains scale

invariant and one with nS ¼ 4, a spectral index in obvious contradiction with the cosmic microwave

background anisotropy observations. The requirement that the non-scale-invariant part be outside the

observational window puts stringent constraints on the parameter controlling the deviations from ordinary

quantum mechanics. Due to the absence of a CSL amplification mechanism in field theory, this also has

the consequence that the collapse mechanism of the inflationary fluctuations is not efficient. Then, we

determine the collapse time. On small scales the collapse is almost instantaneous, and we recover exactly

the behavior of the CSL harmonic oscillator (a case for which we present new results), whereas, on large

scales, we find that the collapse is delayed and can take several e-folds to happen. We conclude that

recovering the observational successes of inflation and, at the same time, reaching a satisfactory resolution

of the inflationary ‘‘macro-objectification’’ issue seems problematic in the framework considered here.

This work also provides a complete solution to the CSL parametric oscillator system, a topic we suggest

could play a very important role to further constrain the CSL parameters. Our results illustrate the

remarkable power of inflation and cosmology to constrain new physics.
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I. INTRODUCTION

Inflation is currently the leading paradigm for explaining
the physical conditions that prevailed in the very early
Universe [1–5]. It solves the puzzles of the standard hot
big bang phase and it explains the origin of the inhomo-
geneities in our Universe [6–11] (for reviews, see
Refs. [12–18]). According to the inflationary scenario,
these inhomogeneities result from the amplification of
the unavoidable vacuum quantum fluctuations of the gravi-
tational and inflaton fields during a phase of accelerated
expansion. In particular, inflation predicts an almost scale
invariant power spectrum for the cosmological fluctuations
[19], a prediction which fits very well the high accuracy
astrophysical data now at our disposal [20–26].

Often less emphasized is the fact that inflation is also

particularly remarkable from the theoretical point of view.

Indeed, the inflationary mechanism for the production of

cosmological perturbations makes use of general relativity

and quantum mechanics, two theories that are notoriously

difficult to combine. Moreover, this mechanism leads to

theoretical predictions that are possible to study observa-

tionally with great accuracy. In fact, inflation is probably

the only case in physics where an effect based on general

relativity and quantum mechanics leads to predictions that,

given our present day technological capabilities, can be

tested experimentally.
The situation described above can be used to investigate

deep questions. Among these deep questions is how the
quantum measurement problem looks in a cosmological
context. According to inflation, the cosmic microwave
background (CMB) radiation anisotropy [27] is an observ-
able and is therefore described by a quantum operator. As a
consequence, when one looks at a CMBmap, one observes
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the result of a measurement of that observable. According
to the postulates of quantum mechanics in the Copenhagen
interpretation, this means that the wave function of the
inflationary perturbations has collapsed to an eigenvector
of this operator and that the CMB map corresponds to one
of its eigenvalues. The problem with this approach is that
the collapse is supposed to occur only when an observer
performs a measurement on the system. Clearly, there was
no observer before or when the CMB was emitted. This
seems to contradict the phenomenological fact that large-
scale structure formation started early in the history of the
Universe since these structures are seeded by the same
early physics which led to CMB fluctuations. As a matter
of fact, CMB fluctuations can also be understood as the
earliest hint that primordial inhomogeneities had already
started to grow at that time. Furthermore, in some sense,
the observers are actually the end product of the structure
formation process. Of course, this measurement problem is
already present in conventional laboratory situations but it
seems to be exacerbated (to use the words of Ref. [28]) in a
cosmological context.

Important steps towards a better understanding of these
issues have already been accomplished. In particular, it was
shown that the inflationary accelerated expansion trans-
forms a coherent vacuum state into a strongly squeezed
state [29], the corresponding squeezing being much more
important than whatever can be realized in the laboratory
[30]. In this limit, the predictions of the quantum formalism
are indistinguishable from that of a theory where the fluc-
tuations are just assumed to be realizations of a classical
stochastic process [31–33]. The classical limit is a subtle
concept in quantummechanics but, in this sense (and in this
sense only), the system can be characterized as being clas-
sical [34]. Moreover, the large-scale cosmological pertur-
bations are not isolated and, as a consequence, the
phenomenon of decoherence [35–37] is relevant for them.
This has the consequence that their density matrix becomes
diagonal before recombination, a criterion which is also
considered as necessary in order to understand the
quantum-to-classical transition [31,32,38–43]. However,
it is known that decoherence per se does not solve the
measurement problem [44,45]. Indeed, it remains to under-
stand how a single outcome can be produced. This point is
particularly important given that we only have one CMB
map, that is to say only onemeasurement of the correspond-
ing observable. In other words, even if the cosmological
fluctuations can be viewed as a classical stochastic problem,
this does not explain how a given realization of this process
becomes an actual perception. This ‘‘macro-objectivation’’
problem is already present in a conventional situation but, as
already mentioned before, it becomes particularly embar-
rassing in the context of inflation where the collapse of the
wave function cannot be due to the presence of a conscious
observer. Facing this situation, the common attitude is to
postulate that decoherence should be combined with a new

interpretational scheme, different from the Copenhagen
interpretation [46,47]. Typically, in cosmology, the many
world approach is often implicitly assumed [34,46–50].
Another frequently mentioned possibility, which seems to
be particularly well suited to the cosmological context, is to
consider that the wave function only represents the infor-
mation that we have on the system [51]. In this case, the
issue of thewave function collapse becomes irrelevant since
it just corresponds to a situation where the observer updates
their knowledge (in the Bayesian sense) about the physical
properties of the system. Other attempts, such as the non-
local hidden variable theories, have also been tried [52–57].
In all of these cases, the cosmological situation does not
differ much from a conventional laboratory situation and,
moreover, does not lead to new, falsifiable, predictions.1

Then, it becomes a question of tastewhich approach best fits
one’s own prejudices.
However, there exists an exception to the conclusion of

the previous discussion, namely the case of the collapse
models [61–66] (for reviews, see Refs. [67,68]). In this
approach, the Schrödinger equation is modified by adding
nonlinear and stochastic terms which render dynamical the
collapse of the wave function. The model has nice features:
first, the approach seems to follow a conservative strategy
since, in physics, it is standard to first consider a linear
theory and then, in order to have a more accurate descrip-
tion, to consider nonlinear corrections; in some sense, the
collapse theories follow this line of argument. Second,
there is now a single law of evolution for the state vector
and, third, the Born laws can be derived instead of postu-
lated. There are also disadvantages such as the property
that energy is not conserved or the fact that the relativistic
formulation of the theory appears to be technically and
conceptually difficult to develop (however, see Ref. [69]).
But, clearly, the main advantage in comparison to the
possibilities discussed above is that this approach is falsifi-
able since it leads to predictions different from that of
conventional quantum mechanics. This fact has been
widely used in order to constrain collapse theories in the
laboratory [68,70–73] but, clearly, it is also important to
see whether this could be done in a cosmological context
[74–76]. It is therefore interesting to investigate what the
collapse theories have to say about the inflationary mecha-
nism. Notice that, regardless of one’s opinion about col-
lapse theories, the subject is worth studying: a supporter
would argue that the cosmological measurement problem
can possibly find a natural solution within this theory and
an opponent would hope that the constraints obtained in a
cosmological context can rule out the theory. In fact, this
last question turns out to be very important. Indeed, as

1In the case of the Bohm-de Broglie approach, there could be a
transitory regime, before ‘‘quantum equilibrium’’ is reached,
where the predictions differ from conventional quantum me-
chanics [58]. Cosmology is also precisely considered as a
situation where this regime could be relevant [59,60].
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already mentioned, the constraints that exist on collapse
theories are usually obtained from physical phenomena
that can be observed in the laboratory. Therefore, by study-
ing collapse theories in the context of cosmology and
inflation, one can hope to derive very relevant new con-
straints since one now deals with characteristic scales
(energy, length, etc.) which typically differ by many orders
of magnitude from those used in a down-to-earth context.
This illustrates again the conceptual relevance of inflation
when it comes to very fundamental questions and its power
to constrain alternatives to gravity but also to quantum
mechanics. In some sense, inflation represents an ideal
playground to test new theories. Notice in passing that
the very same strategy was used in the case of the so-called
trans-Planckian problem of inflation [77–79] where it
was shown that the inflationary observables could pos-
sibly contain an imprint (although probably small) of
string theory.

We are using a (modified) Schrödinger-type of equation
to describe the behavior of cosmological perturbations.
This is justified because each Fourier mode of those effec-
tively evolves in an independent way and cosmological
expansion permits one to define a privileged time. This
allows for a sensible treatment of cosmological perturba-
tions even though a fully relativistic continuous spontane-
ous localization (CSL) model, which could be naively
expected to be required, is still lacking. At this moment,
surprisingly, it is easier to treat inflationary perturbations
than ordinary particle physics.

It should also be emphasized that the idea of applying
collapse theories to inflationary perturbations of quantum-
mechanical origin was first considered in Refs. [80–82]. In
these articles, a phenomenological model for the collapse
process was assumed and the corresponding physical prop-
erties were derived. In particular, the power spectrum of
the perturbations was calculated and was shown to deviate
from the standard predictions. Therefore, Refs. [80–82]
have demonstrated that, in principle, it is possible to ob-
servationally test collapse theories in a cosmological con-
text. Our approach differs from that of Refs. [80–82] in the
fact that we use the CSL model to implement the collapse
dynamics. This has the advantage that our calculations can
be directly confronted and compared to other results ob-
tained in other branches of physics.

This paper is organized as follows. In the next section,
Sec. II, we present a brief review of the theory of infla-
tionary cosmological perturbations of quantum-
mechanical origin. We especially focus on the calculation
of the power spectrum since this quantity is the tool that
allows us to relate the inflationary theory with the CMB
observations. Then, in Sec. III, we discuss the cosmologi-
cal measurement problem and we explain how high accu-
racy CMB measurements can constrain inflation. In
Sec. IV, we consider collapse theories, in particular, its
CSL version, which is, as already mentioned, the case we

use in this article. These sections aim at rendering the
present work self-contained for readers with different ex-
pertise. Then, we show how the harmonic oscillator can be
treated in this context. This case is particularly relevant for
cosmological fluctuations since it corresponds to the small-
scale limit (in comparison to the Hubble radius) of the
theory of cosmological perturbations. In Sec. V, we apply
the CSL theory to inflation and to the calculation of the
power spectrum. We use this result to constrain the pa-
rameter that controls the deviations from ordinary quantum
mechanics. In Sec. VI, we study in more details the col-
lapse phenomenon and explicitly compute the collapse
time on small and large scales. In Sec. VII, we summarize
our results and present our conclusions. We end the paper
with an Appendix where it is shown that changing the
‘‘temporal gauge’’ in which the modified Schrödinger
equation is written does not affect the shape of the power
spectrum. This calculation reinforces the generic character
of the results obtained in this work.

II. INFLATIONARY COSMOLOGICAL
PERTURBATIONS

A. Basic formalism

By definition, inflation is a phase of accelerated expan-
sion that took place in the very early Universe, prior to the
standard hot big bang phase [1–5] (for reviews, see
Refs. [13–15]). As is well known, postulating such a phase
of evolution allows us to solve the standard problems of the
hot big bang model. Given that at very high energies, field
theory is the relevant framework to describe matter, a
natural way to realize inflation is to consider that a real
scalar field (the ‘‘inflaton’’ field) dominated the energy
density budget of matter in the early Universe. Moreover,
this assumption is compatible with the observed homoge-
neity, isotropy and flatness of the early Universe.
Technically, the above-mentioned situation can be de-
scribed by the metric tensor ds2¼�dt2þa2ðtÞ�ijdx

idxj,

where aðtÞ is the Friedman-Lemaı̂tre-Robertson-Walker
(FLRW) scale factor and t the cosmic time.2 The
Einstein equations imply that €a=a ¼ �ð�þ 3pÞ=ð6M2

PlÞ,
� and p being the energy density and pressure of the matter
sourcing the gravitational field and MPl the Planck mass
(a dot denotes a derivative with respect to the cosmic
time t). For a scalar field, this reduces to €a=a ¼ Vð’Þ�
ð1� _’2=VÞ=ð3M2

PlÞ, where Vð’Þ is the scalar field poten-

tial. This means that inflation (i.e., €a > 0) can be obtained
provided the inflaton slowly rolls down its potential so that
its potential energy dominates over its kinetic energy. This
also shows that the inflaton potential must be sufficiently
flat, a requirement which is not always easy to obtain in

2Unless explicit mention of the contrary, we shall in what
follows assume natural units in which ℏ ¼ c ¼ 1 so that the
Newton constant GN is related with the Planck massMPl through
8�GN ¼ M�2

Pl .
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realistic situations and makes the inflationary model build-
ing problem a difficult issue [83]. The physical nature of
the inflaton field has not been identified (there are many
candidates) and, as a consequence, the shape of Vð’Þ is not
known. Of course, different Vð’Þ lead to different infla-
tionary expansions but, since these different potentials
must all be sufficiently flat, the corresponding scale factors
are all approximately given by the de Sitter solution. This
solution is described by the scale factor aðtÞ ’ eHt, where
H � _a=a is the Hubble parameter, a slowly-varying quan-
tity directly related to the energy scale of inflation.
Observationally, this last quantity is not known but is con-
strained [22] to be between the grand unified theory (GUT)
scale, that is to say �1015 GeV, and �1 TeV. The pre-
vious considerations show that inflation can also be viewed
as a phase of quasiexponential expansion.

A concrete illustration of the above discussion consists
in considering power-law inflation [84]. Although it is

based on a specific model with potential Vð’Þ ¼
M4e��’=MPl (with � constant), it captures, in a simple
way, all the essential properties of inflation and, moreover,
is the only scenario which permits an exact integration of
the equations of motion (at the background level but also at
the perturbative level, see below). The corresponding scale
factor is given by

að�Þ ¼ ‘0ð��Þ1þ�; (1)

where ‘0 is a length the value of which is fixed once the
energy scale of inflation is known and � in the conformal
time defined by dt ¼ ad�, see Eq. (2). The quantity � is a
free parameter such that � � �2 and is related to �
through �2=2 ¼ ð�þ 2Þ=ð�þ 1Þ. The case � ¼ �2 rep-
resents the de Sitter solution since it implies � ¼ 0, i.e., a
flat potential (and, of course, in cosmic time, the solution
a / 1=� is given by an exponential). Therefore, different�
represents different inflationary solutions and � must
always be close to �2 in order for the potential to be
sufficiently flat. As announced, power-law inflation illus-
trates well the discussion of the previous paragraph.

The above arguments can be considered as strong hints
in favor of inflation. However, soon after its advent, it was
realized that inflation, combined with quantum mechanics,
leads to an even more impressive result, namely it naturally
explains the origin of the CMB anisotropies and of the
large-scale structures. According to the inflationary para-
digm, these deviations from homogeneity and isotropy
originate from the unavoidable zero-point quantum fluctu-
ations of the coupled inflaton and gravitational fields.
Statistically, the fluctuations are characterized by their
two-point correlation function or power spectrum. The
observations [20–26] indicate that the corresponding
power spectrum is close to the Harrison-Zel’dovich, scale
invariant, power spectrum with equal power on all scales.
That this power spectrum represents a good fit to the
astrophysical data was in fact realized before the advent

of inflation but no convincing fundamental theory was
known to explain this result.
The main success of inflation is that it precisely predicts

an almost scale invariant power spectrum, the small devia-
tions from scale invariance being connected with the mi-
crophysics of inflation [6–11]. The fact that different types
of inflationary scenarios lead to a power spectrum which is,
at leading order, always close to scale invariance is con-
nected with the fact that the inflationary scale factor is
always close to the de Sitter solution (see above) or,
equivalently, with the fact that the inflaton potential is
always almost flat. The deviations from scale invariance
are related to the deviations from a flat potential and,
therefore, depend on the detailed shape of the potential.
As a consequence, measuring them allows us to say some-
thing about Vð’Þ and there is currently an important effort
in this direction using the high accuracy CMB data that
have been released in the past years.
Let us now see how the results reviewed before can be

derived. Clearly, in order to model the cosmological fluc-
tuations, one needs to go beyond homogeneity and iso-
tropy. The most general metric describing small
fluctuations of the scalar type on top of a FLRW
Universe can be written as [12]

ds2¼a2ð�Þf�ð1�2�Þd�2þ2ð@iBÞdxid�
þ½ð1�2c Þ�ijþ2@i@jE�dxidxjg: (2)

A similar approach could be used to take into account
tensor perturbations (i.e., gravity waves). Here, we do not
include them since they are subdominant in the CMB,
representing less than �20% at 2� confidence level [22]
and, in addition, doing it would not bring any new aspects
to the question we want to investigate in this article. In
Eq. (2), the four functions �, B, c and E are of course
functions of time and space since we consider an inhomo-
geneous and anisotropic situation. As is well known, the
above approach is redundant because of gauge freedom
[12,85,86]. A careful study of this question shows that the
gravitational sector can in fact be described by a single,
gauge-invariant, quantity, the Bardeen potential �B de-
fined by [85]

�Bð�; xÞ ¼ �þ 1

a
½aðB� E0Þ�0; (3)

where a prime denotes a derivative with respect to the
conformal time �. In the same manner, the matter sector
can be modeled by the gauge invariant fluctuation of the
scalar field

�’ðgiÞð�; xÞ ¼ �’þ ’0ðB� E0Þ: (4)

The two quantities�B and �’ðgiÞ are related by a perturbed
Einstein constraint. This implies that the scalar sector can
in fact be described by a single quantity. For this reason, we
now introduce the so-called Mukhanov-Sasaki variable
[6,87] which is a combination of the Bardeen potential
and of the gauge invariant field
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vð�; xÞ ¼ a

�
�’ðgiÞ þ ’0 �B

H

�
; (5)

where H � a0=a. All the other relevant quantities can be
expressed in terms of vð�; xÞ which, therefore, fully char-
acterizes the scalar sector.

The next step consists in deriving an equation of motion
for vð�; xÞ. This can be done directly from the perturbed
Einstein equations but, here, we first establish the action for
the quantity vð�; xÞ. Expanding the action of the system
(i.e., Einstein-Hilbert action plus the action of a scalar field)
up to second order in the perturbations, one obtains [12]

ð2Þ�S ¼ 1

2

Z
d4x

�
ðv0Þ2 � �ij@iv@jvþ ða ffiffiffiffiffi

	1
p Þ00
a

ffiffiffiffiffi
	1

p v2

�
; (6)

where 	1 ¼ 1�H 0=H 2 is the first slow-roll parameter
[88,89]. As the formula €a=a ¼ H2ð1� 	1Þ shows, the con-
dition 	1<1 is in fact sufficient to have inflation.Moreover,
we have slow-roll inflation [19,88–91] if 	1�1. In this
case, it is easy to show that 	1 ’ ðM2

Pl=2V
2ÞðdV=d’Þ2,

i.e., 	1 is in fact a measure of how much the inflaton
potential deviates from a flat potential. Equivalently, ac-
cording to the previous considerations, this is also a mea-
sure of howmuch the inflationary expansion deviates from a
pure de Sitter solution. In the case of power-law inflation,
one has 	1 ¼ ð2þ �Þ=ð1þ �Þ and, of course, 	1 ¼ 0when
� ¼ �2 (de Sitter solution). The scale factor can also be
rewritten as að�Þ ’ ‘0ð��Þ�1�	1 and this formula is in fact
valid for any slow-roll model of inflation, i.e., for arbitrary
shaped potentials, not necessarily of the exponential type.
In this sense, power-law inflation with � & �2 is a simple
representative of all the slow-roll scenarios. Therefore, the
fact that, in this paper, we focus on this particular model for
technical reasons (again, because this model allows an easy
integration of the equations of motion at the background
and perturbative level) does not restrict in any way the
generality of our considerations.

Our next move consists in Fourier transforming the
quantity vð�; xÞ. This is of course justified by the fact
that we work with a linear theory and, hence, all the modes
evolve independently. We have

vð�; xÞ ¼ 1

ð2�Þ3=2
Z
R3

d3kvkð�Þeik�x; (7)

with v�k ¼ v	
k because vð�; xÞ is real. Then inserting this

expansion into Eq. (6), one arrives at [12]

ð2Þ�S ¼
Z

d�
Z

d3k

�
v0
kv

	0
k þ vkv

	
k

�ða ffiffiffiffiffi
	1

p Þ00
a

ffiffiffiffiffi
	1

p � k2
��
; (8)

where the integral over k is taken over half the Fourier
space only. Next, we define pk, the variable canonically
conjugate to vk

pk ¼ �L
�v	0

k

¼ v0
k; (9)

whereL is the Lagrangian density in Fourier space that can
be derived from Eq. (8). This allows us to calculate the
Hamiltonian which reads

H ¼
Z

d3k

�
pkp

	
k þ vkv

	
k

�
k2 � ða ffiffiffiffiffi

	1
p Þ00
a

ffiffiffiffiffi
	1

p
��
: (10)

This Hamiltonian represents a collection of parametric
oscillators (i.e., one oscillator per mode), the time-
dependent frequency of which can be expressed as

!2ð�; kÞ ¼ k2 � ða ffiffiffiffiffi
	1

p Þ00
a

ffiffiffiffiffi
	1

p : (11)

We see that the frequency depends on the scale factors and
its derivatives (up to the fourth). This means that different
inflationary backgrounds (i.e., different inflaton potentials)
lead to different !ð�;kÞ and, therefore, to different behav-
iors for vkð�Þ. From Eq. (10) or Eq. (8), it is easy to derive
the equation of motion for the Mukhanov-Sasaki variable.
One obtains

v00
k þ!2ð�; kÞvk ¼ 0; (12)

which confirms that each mode behaves as a parametric
oscillator. Once a model of inflation has been chosen, the
potential Vð’Þ is known and, hence, the corresponding
scale factor can be calculated. This, in turn, allows us to
determine!2ð�; kÞ and, then, one can solve the equation of
motion (12). However, in order to find the solution for the
Fourier component of the Mukhanov-Sasaki variable, one
also needs to specify the initial conditions. Classically,
there does not seem to exist a natural criterion to choose
them. However, when quantization has been performed,
the requirement that it be initially in the vacuum state of the
theory leads to well-defined initial conditions. We now turn
to these questions.

B. Quantization in the Schrödinger picture

In this section, we review how the cosmological pertur-
bations are quantized. Very often in the literature, this is
done in the Heisenberg picture. Here, we carry out the
quantization in the Schrödinger picture [15] because this is
more convenient for the problem we want to investigate in
this article. In order to quantize the system, it is also more
convenient to work with real variables. Therefore, we
introduce the following definitions:

vk � 1ffiffiffi
2

p ðvR
k þ ivI

kÞ; pk � 1ffiffiffi
2

p ðpR
k þ ipI

kÞ: (13)

In the Schrödinger approach, the quantum state of the
system is described by a wave functional, �½vð�; xÞ�.
Since we work in Fourier space (and since the theory is
still free in the sense that it does not contain terms with
power higher than 2 in the Lagrangian), the wave func-
tional can also be factorized into mode components as
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�½vð�; xÞ� ¼ Y
k

�kðvR
k ; v

I
kÞ ¼

Y
k

�R
k ðvR

k Þ�I
kðvI

kÞ: (14)

Quantization is achieved by promoting vk and pk to quan-
tum operators, v̂k and p̂k, and by requiring the canonical
commutation relations

½v̂R
k ; p̂

R
q � ¼ i�ðk� qÞ; ½v̂I

k; p̂
I
q� ¼ i�ðk� qÞ: (15)

These relations admit the following representation:

v̂ R;I
k � ¼ vR;I

k �; p̂R;I
k � ¼ �i

@�

@vR;I
k

: (16)

The wave functional �½vð�; xÞ� obeys the Schrödinger
equation which, in this context, is a functional differential
equation. However, since each mode evolves indepen-
dently, this functional differential equation can be reduced
to an infinite number of differential equations for each�k.
Concretely, we have

i
�R;I

k

@�
¼ Ĥ

R;I
k �R;I

k ; (17)

where the Hamiltonian densities Ĥ
R;I
k are related to the

Hamiltonian by Ĥ ¼ R
d3kðĤ R

k þ Ĥ
I
kÞ. They can be ex-

pressed as

Ĥ R;I
k ¼ � 1

2

@2

@ðvR;I
k Þ2 þ

1

2
!2ð�;kÞðv̂R;I

k Þ2; (18)

where we have made use of the representations (16).
We are now in a position where we can solve the

Schrödinger equation. Let us consider the following
Gaussian state

�R;I
k ð�; vR;I

k Þ ¼ Nkð�Þe��kð�ÞðvR;I
k
Þ2 : (19)

The functions Nkð�Þ and�kð�Þ are time dependent and do
not carry the subscripts ‘‘R’’ and/or ‘‘I’’ because they are the
same for the wave functions of the real and imaginary parts
of the Mukhanov-Sasaki variable (see below). Then, insert-
ing�k given by Eq. (19) into the Schrödinger equation (17)
implies that Nk and�k obey the differential equations

i
N0

k

Nk

¼ �k; �0
k ¼ �2i�2

k þ
i

2
!2ð�; kÞ: (20)

The solutions can be easily found and read

jNkj ¼
�
2<e�k

�

�
1=4

; �k ¼ � i

2

f0k
fk

; (21)

where fk is a function obeying the equation f00kþ!2fk¼0,
that is to say exactly Eq. (12). The first equation (21) guar-
antees that the wave function is properly normalized, i.e.,

Z
�R;I

k �R;I	
k dvR;I

k ¼ 1: (22)

Let us now discuss the initial conditions. The fundamen-
tal assumption of inflation is that the perturbations are
initially in their ground state. At the beginning of inflation,
all the modes of astrophysical interest today have a physi-
cal wavelength smaller than the Hubble radius, i.e.,
k=ðaHÞ ! 1. In this regime, one has !2ð�; kÞ ! k2 and
each mode now behaves as an harmonic oscillator (as
opposed to a parametric oscillator in the generic case)
with frequency ! ¼ k. As a consequence, the differential
equation for fkð�Þ can easily be solved and the solution
reads fk ¼ Ake

ik� þ Bke
�ik�, Ak and Bk being integration

constants. Upon using the second equation (21), one has

�k ! k

2

Ake
ik� � Bke

�ik�

Ake
ik� þ Bke

�ik�
: (23)

The wave function (19) represents the ground state wave
function of an harmonic oscillator if�k ¼ k=2. Therefore,
one must choose the initial conditions such that Bk ¼ 0.
Moreover, it is easy to check that the Wronskian W �
f0kf

	
k � f0	k fk is a conserved quantity, dW=d� ¼ 0, thanks

to the equation of motion of fk. Straightforward calcula-
tion leads to W ¼ 2ikjAkj2. In the Heisenberg picture the
canonical commutation relations require that W ¼ i. Even
if in the Schrödinger picture presently used, the specific
value of W is irrelevant since it cancels out on all calcu-
lable physical quantities, this value is conventionally

adopted, which amounts to setting Ak ¼ 1=
ffiffiffiffiffi
2k

p
. As an-

nounced, requiring the initial state to be the ground state
has completely fixed the initial conditions. We see that
Eq. (12) (or, equivalently, the equation for fk) should thus
be solved with the boundary condition

lim
k=ðaHÞ!þ1

fk ¼ 1ffiffiffiffiffi
2k

p eik�: (24)

This choice of initial conditions is referred to as the Bunch-
Davies vacuum.

C. The power spectrum

Let us now turn to the calculation of the power spectrum
and first introduce the two-point correlation function, de-
fined by

h�jv̂ð�;xÞv̂ð�;xþrÞj�i
¼
Z Y

k

dvR
kdv

I
k�

	
kðvR

k ;v
I
kÞvð�;xÞvð�;xþrÞ�kðvR

k ;v
I
kÞ:

(25)

The next step consists in using the Fourier transform of the
Mukhanov-Sasaki variable, see Eq. (7) and the explicit
form of the wave function of Eq. (19). One arrives at
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h�jv̂ð�; xÞv̂ð�; xþ rÞj�i

¼ 1

ð2�Þ3
Z

dpdq eip�x eiq�ðxþrÞY
k

�
2<e�k

�

�

�
Z Y

k

dvR
kdv

I
k e

�2
P
k

<e�k½ðvR
k
Þ2þðvI

k
Þ2�
vpvq: (26)

If p � 
q, the result of the integration is zero since the
integrand (up to the Gaussian weight) becomes linear in

vR;I
p or vR;I

q . If p ¼ q, then the only nonlinear term in the
integrand is given by ½ðvR

pÞ2 � ðvI
pÞ2�=2. Each term con-

tributes the same amount, so the difference vanishes. The
only possibility left is therefore p ¼ �q, such that vpvq ¼
½ðvR

pÞ2 þ ðvI
pÞ2�=2, the factor 1=2 coming from the defini-

tion of vR;I
k , see Eqs. (13). This leads to

h�jv̂ð�; xÞv̂ð�; xþ rÞj�i

¼ 2

ð2�Þ3
1

2

Z
dp e�ip�rYN

k

�
2<e�k

�

�

�
Z YN

k

dvR
kdv

I
k e

�2
P
k

<e�k½ðvR
k
Þ2þðvI

k
Þ2�
ðvR

pÞ2; (27)

the factor of 2 originating from the fact that we have two
contributions, one given by the term ðvR

pÞ2 and the other by
ðvI

pÞ2. The Gaussian integrals can easily be carried out.

They are all of the form ‘‘
R
dxe��x2 ,’’ except of course the

one over vR
p which is of the form ‘‘

R
dxx2e��x2 .’’ As a

consequence, one obtains

h�jv̂ð�; xÞv̂ð�; xþ rÞj�i

¼ 1

ð2�Þ3
Z

dp e�ip�rYN
k

�
2<e�k

�

�
1

2

264 ffiffiffiffi
�

p� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2<e�p

q 	
3

375
�YN

k

0@ ffiffiffiffi
�

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2<e�k

p
1A YN�1

k

0@ ffiffiffiffi
�

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2<e�k

p
1A: (28)

The infinite product ‘‘
QN�1

k ’’ means a product over all the

wave vectors but p. One can always write this product as

‘‘
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2<e�p=�

q QN
k ,’’ then the two last infinite products in

the above expression exactly cancel the first one.
Therefore, we are left with

h�jv̂ð�; xÞv̂ð�; xþ rÞj�i ¼ 1

ð2�Þ3
Z

dp e�ip�r 1

4<e�p

:

(29)

We now need to express<e�p in terms of the function fp.

From the second Eq. (21), one easily shows that

<e�p ¼ � i

4

W

jfpj2
; (30)

and we obtain our final expression for the two-point corre-
lation function

h�jv̂ð�; xÞv̂ð�; xþ rÞj�i ¼ 1

ð2�Þ3
Z

dp e�ip�r i

W
jfpj2

¼ 1

2�2

Z þ1

0

dp

p

sinpr

pr
p3jfpj2;

(31)

where, in the last expression, we have used our choice
W ¼ i. The power spectrum is just defined as the square
of the Fourier amplitude per logarithmic interval at a given
scale, i.e.,

P vðkÞ ¼ k3

2�2
jfkj2: (32)

The same manipulations allow us to express the two-
point correlation of two Fourier amplitudes. It can be
written as

h�jv̂kv̂
	
pj�i ¼

Z Y
q

dvR
q dv

I
q�

	
qv̂kv̂

	
p�q: (33)

This integral is nonvanishing only if k ¼ p (otherwise one
has to integrate an odd function) and receives two contri-
butions, one from ðvR

k Þ2 and the other from ðvI
kÞ2. Repeating

calculations already performed before, one finally arrives at

h�jv̂kv̂
	
pj�i ¼ 2�2

k3
P vðkÞ�ðk� pÞ: (34)

We now need to explain how the cosmological pertur-
bations of quantum-mechanical origin studied above are
related to observables in cosmology. This is the goal of the
next section.

D. From quantum fluctuations to CMB anisotropies

The presence of quantum fluctuations in the inflaton and
gravitational fields has many observational implications.
Here, we focus on one of them, namely the existence of
CMB temperature anisotropies. The importance of this
observable is that we now have at our disposal very high
accuracy measurements of those anisotropies [20,21].
Moreover, even more accurate data will be released soon
[92]. The relation between the temperature fluctuations
along a given direction e and the cosmological perturba-
tions is expressed by the so-called Sachs-Wolfe effect
[93,94]. A simplified version of this result, valid on large
angular scales only, can be written as [94]

�T

T
ðeÞ ¼ 1

5

½�‘ss;�eð�‘ss � �0Þ þ x0�; (35)

where T represents the averaged background temperature,
i.e., T ’ 2:7 K, �‘ss is the conformal time at emission (that
is to say at the surface of last scattering) and �0 is the
present conformal time. The vector x0 landmarks the place
of reception, in the present case Earth (or a satellite orbit-
ing the Earth). The quantity 
 denotes the curvature per-
turbation. It is related to the Bardeen potential defined in
Eq. (3) through the following expression [12,86,95]:
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 ¼ 2

3

H�1�0
B þ�B

1þ w
þ�B; (36)

wherew � p=� is the equation of state parameter, that is to
say the energy density to pressure ratio of the dominant
fluid. For instance, for the matter dominated era (w ¼ 0),
during which recombination takes place (at a redshift of
z‘ss ’ 1100), on large scales, one simply has 
 ’ 5�B=3
since the Bardeen potential is constant. The importance of 

lies in the fact that it is a conserved quantity on large scales
[86,95]. Therefore, its spectrum, calculated at the end of
inflation, can directly be propagated to the recombination
time as it is not sensitive to the details of the cosmological
evolution, in particular to those of the complicated reheat-
ing era [96–100]. The curvature perturbation can also be
expressed in terms of the Mukhanov-Sasaki variable as


 ¼ 1

a
ffiffiffiffiffiffiffiffi
2	1

p v

MPl

: (37)

Finally, in the framework of the theory of inflationary
cosmological perturbations of quantum-mechanical origin,
we have seen that v is in fact an operator. This implies that

 and �T=T are also quantum operators and, for this reason,
from now on, we will denote them with a hat.

Since the operator c�T=T lives on the celestial sphere, it
can be expanded over the spherical harmonic basis accord-
ing to

c�T
T

ðeÞ ¼ X1
‘¼2

Xm¼‘

m¼�‘

â‘mY‘mð�;�Þ; (38)

where � and � are the angles defining the direction along
which the vector e is pointing. Then, the angular two-point
correlation function can be expressed in terms of the multi-
pole moments C‘ as

h�jâ‘mâ	‘0m0 j�i ¼ C‘�‘‘0�mm0 ; (39)

and, as a consequence, the two-point correlation function
of the temperature fluctuations operator can be written as

�

��������c�TT ðe1Þ
c�T
T

ðe2Þ
���������

�
¼ 1

4�

X1
‘¼2

ð2‘þ 1ÞC‘P‘ðe1 � e2Þ;

(40)

the quantity P‘ denoting Legendre polynomials.
In order to pursue our demonstration that the CMB

anisotropies are entirely determined by the quantum fluc-
tuations, let us now express the multipole moments in
terms of the cosmological perturbation power spectrum.
Upon using Eqs. (35) and (38), one obtains

â ‘m¼ 1

ð2�Þ3=2
Z
d�edk


̂kð�‘ssÞ
5

e�ik�½eð�‘ss��0Þ�x0�Y	
‘mðeÞ
(41)

and, from this expression, it is easy to show that

C‘ ¼ 1

2a2M2
Pl	1

4�

25

Z dk

k
j2‘½kð�0 � �‘ssÞ�P vðkÞ; (42)

where j‘ is a spherical Bessel function and where we used
Eq. (34) to show that

h�j
̂k
̂	pj�i ¼ 1

2a2M2
Pl	1

2�2

k3
P vðkÞ�ðk� pÞ: (43)

We see that C‘ is given by an integral over wave numbers
of the Mukhanov-Sasaki power spectrum times a quantity
that can be viewed as a ‘‘transfer matrix jlk�
j2‘½kð�0��‘ssÞ�’’ which allows us to ‘‘translate’’ a three

dimensional spatial frequency k into a two-dimensional
spatial frequency ‘ on the celestial sphere. We emphasize
again that the above result is valid on large scales only;
otherwise the integral in Eq. (42) contains another transfer
function T
 ðkÞ which takes into account the subsequent

evolution of the modes when they reenter the Hubble
radius after inflation. Since 
 is a conserved quantity, we
have T
 ðk ! 0Þ ¼ 1.
Finally, let us also notice that Eq. (41) implies that

h�jâ‘mj�i ¼ 0 since h�j
̂kj�i ¼ 0. Of course, this also

means that h�jc�T=Tj�i ¼ 0.

E. Inflationary predictions

We have just seen that, in order to calculate the CMB
multipole moments, we need to evaluate the curvature
perturbation power spectrum. In this section, we calculate
this quantity for power-law inflation.
The first step consists in solving the equation of motion

(12). Upon using Eq. (11), one obtains the time dependence
of the frequency of the parametric oscillator, which reads

!2ð�;kÞ ¼ k2 � �ð�þ 1Þ
�2

: (44)

From this expression, one sees that there are two regimes
depending on whether the first term is dominant or sub-
dominant. The Hubble radius is given by ‘H � 1=H ¼
a�=ð1þ �Þ and the Fourier mode wavelength can be ex-
pressed in terms of the comoving wave number as � ¼
2�a=k. The first term dominates if jk�j � 1 or, equiva-
lently, � � ‘H. In this case! ’ k and we expect the mode
function to oscillate as it would in Minkowski spacetime
since, at those scales, spacetime curvature is negligible for
the mode evolution. On the contrary, if jk�j � 1, or � �
‘H, one has !� 1=�, so curvature dominates and one
obtains one growing mode and one decaying mode.
These arguments are confirmed when one studies the exact
solution for the mode function fk. It can be expressed in
terms of Bessel functions J
ðzÞ as [101,102]
fk¼ð�k�Þ1=2½CkJ�þ1=2ð�k�ÞþDkJ�ð�þ1=2Þð�k�Þ�;

(45)

where Ck and Dk are two integration constants. In order to
match the initial vacuum behavior (24), one must choose
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Ck ¼ �Dke
i�ð�þ1=2Þ; Dk ¼ i

2

ffiffiffiffi
�

k

r
e�i�=4�i�ð�þ1=2Þ=2

sin½�ð�þ 1=2Þ� :
(46)

In particular, one notices that both coefficients Ck and Dk

scale as 1=
ffiffiffi
k

p
.

Since we want to evaluate the power spectrum on large
scales, it is sufficient to take the limit k� ! 0 in Eq. (45).
Then, one is led to

P 
 jstand¼ 1

2a2M2
Pl	1

P vðkÞ

¼ 1

�	1m
2
Pl‘

2
0

fð�Þk2�þ4�ASk
nS�1; (47)

whereMPl ¼ mPl=
ffiffiffiffiffiffiffi
8�

p
and the function fð�Þ is defined by

[90]

fð�Þ � 1

�

�
�ð��� 1=2Þ

21þ�

�
2
; (48)

where �ðzÞ is the Euler integral of the first kind [101,102].
This function is such that, for the de Sitter case � ¼ �2,
one has fð� ¼ �2Þ ¼ 1. The scalar spectral index nS ¼
2�þ 5 and, for solutions close to the de Sitter solutions,
one has nS ’ 1, i.e., we have an almost scale invariant
power spectrum. As discussed before, the deviations
from scale invariance are related to the deviation from
the de Sitter case � ¼ �2. This conclusion is in fact valid
for any slow-roll models. The amplitude AS determines the
level of the temperature fluctuations observed in the sky,
namely �T=T � 10�5.

Finally, let us evaluate the multipole moments explicitly.
Upon using Eq. (42) and the expression of the power
spectrum established above, one arrives at

C‘ ¼ �3=2�½ð3� nSÞ=2��½‘þ ðnS � 1Þ=2�
�½ð4� nSÞ=2��½‘þ 2� ðnS � 1Þ=2� ðr‘ssÞ

1�nS
AS

25
;

(49)

where we have defined r‘ss � �0 � �‘ss. Since this equa-
tion has been derived for large scales, roughly speaking one
can estimate it to be valid in the regime ‘ � 20. For nS ’ 1,
the above expression implies that C‘/1=½‘ð‘þ1Þ�.

Of course, in the real world, the argument goes the other
way around. From measurements of the CMB anisotropies,
we observe that, on large scales, C‘ / 1=½‘ð‘þ 1Þ� and,
therefore, we deduce that the corresponding power spec-
trum is close to scale invariance, i.e., nS ’ 1. Obviously,
this also means that a spectrum that is not very close to scale
invariance is now ruled out (more precisely, the WMAP
data indicate that 1� nS ¼ 0:018þ0:019

�0:02 [20–22]). As al-

ready emphasized, the great success of inflation is that it
precisely leads to such a power spectrum.

It should also be clear that the above discussion, although
perfectly correct at the level of principles, is oversimplified
at the technical level. The multipole moments are in fact
computed at any scale (i.e., for any value of ‘) by means of

numerical calculations (since, in the most general case, they
are solutions of more involved differential equations) [103].
Moreover, their shape is not only determined by the spectral
index but is also affected by the other cosmological pa-
rameters. The constraints on the different inflationary mod-
els are then obtained by a Markov chain exploration of the
parameter space [104]. But these technical considerations
do not affect the considerations presented in this paper.
Once again, as far as physical principles are concerned,
the discussion presented in this section is accurate.

III. THE COSMOLOGICAL
MEASUREMENT PROBLEM

A. Squeezed state

In this section, we study in more detail the properties of
the quantum state in which the cosmological perturbations
are placed [29,31,34,105]. As already mentioned around
Eq. (19), it is described by the wave function

�kð�; vR
k ; v

I
kÞ ¼

�
2<e�k

�

�
1=2

e��k½ðvR
k
Þ2þðvI

k
Þ2� (50)

¼
�
2<e�k

�

�
1=2

e�2�kð�Þvkv
	
k : (51)

We see that this quantum state is completely known once the
time dependence of �kð�Þ has been determined. The dif-
ferential equation controlling the evolution of �kð�Þ is
given by the second part of Eq. (20). This equation is a
Ricatti equation (i.e., a first order, nonlinear, differential
equation). As is well known, it can always be reduced to a
second order but linear differential equation. As already
mentioned, this is achieved through the change of variable
�k¼�if0k=ð2fkÞ. The function fkð�Þ obeys f00kþ!2fk¼0
and has been solved in Eq. (45). In the small-scale limit, one
has�k ! k=2 and thewave function (50) is the ground state
of an harmonic oscillator. In the large-scale limit, a lengthy
but straightforward calculation leads to

�kð�Þ
k

¼ � i

2k�
ð1þ �Þ � i

4ð�þ 3=2Þ ð�k�Þ

� i

�
22� sinð2��Þ�2

�
�þ 3

2

�
ð�k�Þ�2��2

þ �22�þ1

�2ð��� 1=2Þ ð�k�Þ�2��2 þ � � � : (52)

From this expression, one deduces that

<e�kð�Þ¼ k�22�þ1

�2ð���1=2Þð�k�Þ�2��2þ���!0; (53)

and

=m�kð�Þ ¼ � 1

2�
ð1þ �Þ þ � � � ¼ � a0

2a
! 1; (54)

where the limits are taken in the super-Hubble regime in
which k� ! 0.
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We have mentioned above that the Ricatti equation (20)
can always be reduced to a linear second order differential
equation. Of course, it can also be expressed as two linear,
first order, differential equations. Therefore, one can in-

troduce the functions ukð�Þ and vkð�Þ such that fk �
ðuk þ v	

kÞ=
ffiffiffiffiffi
2k

p
, the normalization 1=

ffiffiffiffiffi
2k

p
being introduced

for convenience. Then it is easy to show that these two
functions obey

u0k ¼ ikuk þ
ða ffiffiffiffiffi

	1
p Þ0
a

ffiffiffiffiffi
	1

p v	
k; (55)

v0
k ¼ ikvk þ

ða ffiffiffiffiffi
	1

p Þ0
a

ffiffiffiffiffi
	1

p u	k: (56)

The Wronskian W ¼ f0kf
	
k � f0	k fk can be straightfor-

wardly evaluated as W ¼ iðjukj2 � jvkj2Þ. This means
that, if we want to work with the choice W ¼ i, one must
have jukj2 � jvkj2 ¼ 1. This suggests to introduce the
following parametrization:

ukð�Þ ¼ ei�k coshrk; (57)

vkð�Þ ¼ e�i�kþ2i�k sinhrk: (58)

The three functions rkð�Þ, �kð�Þ and �kð�Þ are called the
squeezing parameter, rotation angle and squeezing angle,
respectively. It is clear that the knowledge of these three
functions is equivalent to that of the function �kð�Þ and,
therefore, of the wave function. Upon using Eqs. (57) and
(58), it is easy to show that

r0k ¼
ða ffiffiffiffiffi

	1
p Þ0
a

ffiffiffiffiffi
	1

p cosð2�kÞ; (59)

�0
k ¼ k� ða ffiffiffiffiffi

	1
p Þ0
a

ffiffiffiffiffi
	1

p cothð2rkÞ sinð2�kÞ; (60)

�0k ¼ k� ða ffiffiffiffiffi
	1

p Þ0
a

ffiffiffiffiffi
	1

p tanhrk sinð2�kÞ: (61)

The explicit relation between �k and the three squeezing
parameters is given by

�k ¼ k

2

coshrk � e�2i�k sinhrk
coshrk þ e�2i�k sinhrk

� i
a0

2a
; (62)

from which one deduces that

<e�k ¼ k

2

1

coshð2rkÞ þ cosð2�kÞ sinhð2rkÞ ; (63)

=m�k ¼ k

2

sinð2�kÞ sinhð2rkÞ
coshð2rkÞ þ cosð2�kÞ sinhð2rkÞ �

a0

2a
: (64)

Equations (59)–(61), are highly nonlinear differential
equations and cannot be solved in general. We notice that
Eqs. (59) and (60) are in fact decoupled from Eq. (61).

Therefore, they can be solved in a first step and then the
solutions can be inserted in Eq. (61) to find the behavior of
�k. In the case of power-law inflation, one can find explicit
solutions for the de Sitter case, � ¼ �2. Although this is
not a solution for an arbitrary value of �, it is sufficient to
understand the main features of the phenomenon of
squeezing. One obtains

rkð�Þ ¼ �argsinh

�
1

2k�

�
; (65)

�kð�Þ ¼ �

4
þ 1

2
arctan

�
1

2k�

�
: (66)

Therefore, we see that, initially in the sub-Hubble limit,
rk ¼ 0 (and �k ¼ �=4) while the super-Hubble limit
corresponds to the limit of strong squeezing rk ! þ1
(and �k ! 0).
Based on the previous considerations, it is clear that the

super-Hubble limit is always associatedwith strong squeez-
ing, even if we do not deal with the exact de Sitter solution.
Indeed, now for an arbitrary �, Eq. (60) can be written as
�0

k ’ �ð�þ 1Þ sinð2�kÞ=� which can be integrated and

leads to �k ’ arctan½Cj�j�2ð�þ1Þ�. For � & �2, this con-
firms the fact that �k ! 0. In the same limit, one has r0k ’
1=� from which one obtains rk / ð1þ �Þ lna. This con-
firms that the super-Hubble limit is the strong squeezing
limit and, given the fact that modes of astrophysical interest
today leave theHubble scale 50–60 e-folds before the end of
inflation, one can deduce that rk ’ 120 for those modes
[29,30]. Compared to what can be achieved in the labora-
tory in quantum optics, this is a very large value [106].
In order to understand better the features of the quan-

tum state (50), it is also interesting to calculate the mean
values and dispersion of various quantities. First of all, it
is clear that

h�jv̂R;I
k j�i ¼ h�jp̂R;I

k j�i ¼ 0: (67)

Second, we also have

h�jðv̂R;I
k Þ2j�i ¼ 1

4<e�k

; (68)

h�jðp̂R;I
k Þ2j�i ¼ <e�k þ ð=m�kÞ2

<e�k

: (69)

Finally, the cross products can be expressed as

h�jv̂R
k p̂

R
k j�i ¼ i�k

2<e�k

; (70)

h�jp̂R
k v̂

R
k j�i ¼ �iþ i�k

2<e�k

; (71)

and, of course, similar expressions for the operators v̂I
k

and p̂I
k. It is also interesting to notice that h�jv̂R

k p̂
I
kj�i ¼

h�jv̂I
kp̂

R
k j�i ¼ 0.
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At this point, it is worth digressing about the definition
of the conjugate momentum. The action (6) is of course
definedup to a total derivative. InRef. [15], itwas shown that
adding the term d½ða0=aÞðvR

k Þ2 þ ða0=aÞðvI
kÞ2�=ð2d�Þ can

also be viewed as a canonical transformation. This generates

an additional term ða0=aÞðpR;I
k vR;I	

k þpR;I	
k vR;I

k Þ in the

Hamiltonian. A complete study was presented in Ref. [15]
and, here, we only quote the main results. It was shown that,
at the quantum level, this canonical transformation leaves

the amplitude v̂R;I
k invariant but induces the following trans-

formations for the momentum: p̂R;I
k ! �̂R;I

k with

�̂ R;I
k ¼ p̂R;I

k � a0

a
v̂R;I
k : (72)

On the other hand, the wave function is also modified,

�k ! ��k, and the function �k changes according to

�k ! ��k, where

�� k ¼ �k þ i
a0

2a
: (73)

In particular, we see that the canonical transformation is
such that the term ia0=ð2aÞ in the expression (62) of the
function �kð�Þ is exactly canceled. The factor Nk of the
wave function is not modified and is still given by the first of

Eq. (21) (but of course should be used either with�k or
��k

according towhich set of variables is used). This also means
that when the averages (67)–(71) are computed in the state

j ��i, one obtains exactly the same expression,�k being just

replacedwith ��k (of course, j�i and j ��i, being related by a
canonical transformation, represent the same physical state).

We now come back to our calculation of the dispersion
of amplitude operator and its conjugate momentum. Upon
using Eqs. (68) and (63), one obtains

h ��jðv̂R;I
k Þ2j ��i¼ 1

2k
½coshð2rkÞþcosð2�kÞsinhð2rkÞ�: (74)

In the same manner, the dispersion of the operator �̂R;I
k is

given by

h ��jð�̂R;I
k Þ2j ��i¼k

2

1þsin2ð2�kÞsinh2ð2rkÞ
coshð2rkÞþcosð2�kÞsinhð2rkÞ : (75)

Let us now consider two new operators ÂR;I
k and B̂R;I

k ,

defined from �̂R;I
k =

ffiffiffi
k

p
and

ffiffiffi
k

p
v̂R;I
k through a rotation by the

squeezing angle �k,

Â R;I
k ¼ �̂R;I

kffiffiffi
k

p cos�k þ
ffiffiffi
k

p
v̂R;I
k sin�k; (76)

B̂ R;I
k ¼ �̂R;I

kffiffiffi
k

p sin�k �
ffiffiffi
k

p
v̂R;I
k cos�k: (77)

It is easy to check that ½Âk; B̂k� ¼ i. Then, a lengthy but
straightforward calculation leads to

h ��jÂR;I
k j ��i ¼ e�2rk

2
; (78)

h ��jB̂R;I
k j ��i ¼ e2rk

2
: (79)

Therefore, we see that there exists a direction in the plane
ð�k; vkÞ where the dispersion is extremely small. This is
why the corresponding state is called a squeezed state. In
order to satisfy the Heisenberg inequality, the dispersion
along the direction perpendicular to the previous one be-
comes very large. As already mentioned, the phenomenon
of squeezing is widely studied in many different branches
of physics, in particular in quantum optics. Squeezing
occurs each time the quantization of a parametric oscillator
is carried out. It is remarkable that the quantization of
small fluctuations on top of an expanding universe also
leads to that concept (squeezing here, i.e., rk � 0, does not
require an accelerated expansion, only a dynamical back-
ground is necessary).

B. The classical limit

We have seen in the last section that the super-Hubble
limit corresponds to a limit where the squeezing parameter
rk is large. In the literature, this regime is very often
described as a regime where the cosmological perturba-
tions have classicalized [31,32,39,39,107]. Since this con-
cept is subtle in quantummechanics (and particularly when
quantum mechanics is applied to cosmology), we need to
come back to this issue and to describe accurately what is
meant by a ‘‘classical limit’’ in this context. In particular, it
may seem strange at first sight that a quantum system
placed in a strongly squeezed state can be described as a
classical state since, in the context of, say, quantum optics,
a similar situation would precisely be described as a non-
classical situation [108,109].
A convenient tool to study this question is the Wigner

function, defined by

WðvR
k ;v

I
k;p

R
k ;p

I
kÞ¼

1

ð2�Þ2
Z
dxdy�	

�
vR
k �

x

2
;vI

k�
y

2

�
�e�ipR

k
x�ipI

k
y�

�
vR
k þ

x

2
;vI

kþ
y

2

�
: (80)

Indeed, it is well known that the Wigner function can be
understood as a classical probability distribution function
whenever it is positive definite. Then, upon using the
quantum state (50), the following explicit form is obtained

WðvR
k ; v

I
k; p

R
k ; p

I
kÞ

¼ ��	 1

2�<e�k

exp

�
� 1

2<e�k

ðpR
k þ 2=m�kv

R
k Þ2

�
� exp

�
� 1

2<e�k

ðpI
k þ 2=m�kv

I
kÞ2
�
: (81)

The following remark is in order at this stage. One could

have calculated the Wigner function with the state ��k.
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Obviously, one would have obtained exactly the same ex-
pression except that all the �k terms would have been

replacedwith ��k andp
R;I
k with�R;I

k . In particular, thismeans

that the term in parenthesis in the argument of the exponen-

tials would have read �R;I
k þ 2=m ��kv

R;I
k . But, thanks to

Eqs. (72) and (73), this is preciselypR;I
k þ 2=m�kv

R;I
k since

the two terms proportional toa0=a exactly cancel out. This is
of course related to the fact that the Wigner function is
invariant under a canonical transformation.

The Wigner function (81) is represented in Fig. 1 at
different times or, equivalently, at different values of rk
(rk ¼ 0:0005, 0.48, 0.88 and 2.31). The effect of the strong
squeezing is clearly visible. Initially, in the sub-Hubble
regime, rk is small and the Wigner function is peaked
over a small region in phase space. As inflation proceeds,
the modes become super Hubble and rk increases. As a
consequence, the Wigner function spreads and acquires a
cigar shape typical of squeezed states. In fact, in the strong

squeezing limit, one has<e ��k!0 and=m ��k ! k sin�k=
ð2 cos�kÞ ! 0, see Eqs. (63) and (64). Let us notice in
passing that this last equation is consistent with Eq. (54).

On the other hand, if one considers=m ��k, then the leading
term a0=ð2aÞ is absent and one has to go to the next order in
Eq. (64). This one is given by k=½4ð�þ3=2Þ�ð�k�Þ and
represents the leading term of =m ��k. It goes to zero in

agreementwith the fact that�k ! 0 in the strong squeezing
limit. In this regime, the Wigner function can be written as

WðvR
k ; v

I
k; p

R
k ; p

I
kÞ ! ��	�

�
pR
k þ k

sin�k

cos�k

vR
k

�
� �

�
pI
k þ k

sin�k

cos�k

vI
k

�
: (82)

This last equation represents the mathematical formulation
of the cigar shape mentioned above.
It is important to notice that the behavior described

above is very different from the behavior of the Wigner
function of a coherent state. The coherent states are usually
considered as the ‘‘most classical’’ states and their Wigner
function is given by

WðvR
k ; p

R
k Þ ¼

1

�
e�k½vR

k
�vR;cl

k
ð�Þ�2 e�½pR

k
�pR;cl

k
ð�Þ�2=k; (83)

where vR;cl
k and pR;cl

k represent the classical solutions. The

typical shape is plotted in Fig. 2. One sees that the Wigner
functions remain peaked over a small region in phase space
and that this packet follows the classical trajectory (an
ellipse in this context). Comparing Figs. 1 and 2, we
understand why a coherent state is usually considered as
classical while a squeezed state is considered as highly
nonclassical. In the case of the coherent state, if one is given,
say, the value of vR

k , then one obtains a value for the

FIG. 1 (color online). Wigner function of a squeezed quantum state at different times during inflation. Only the two-dimensional
function corresponding to the set of variables ðvR

k ; p
R
k Þ has been represented, see Eq. (81). The time evolution of<e�k and =m�k has

been expressed in terms of the two squeezing parameters rk and�k. These ones are given by the solutions (65) and (66). The left upper
panel corresponds to rk ¼ 0:0005 and the corresponding state is almost a coherent one. The right upper panel corresponds to rk ¼
0:48, the left bottom one to rk ¼ 0:88 and, finally, the right bottom one to rk ¼ 2:31. The effect of the squeezing and the cigar shape of
Eq. (82) are clearly visible.
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momentum, pR
k , which is very close to the one we would

have inferred in the classical case. This is of course due to
the fact that the Wigner function follows the classical
trajectory and has minimal spread around it in all phase
space directions.On the contrary, in the case of the squeezed
state, if one is givenpR

k then thevalue ofv
R
k is very uncertain

since the Wigner function is spread over a large region in
phase space. Therefore, we conclude that the cosmological
perturbations do not behave classically in the usual sense.

Given the previous discussion, it may seem relatively
easy to observe genuine quantum effects in the CMB.
Unfortunately this is not so, essentially because, in the
strong squeezed limit, all quantum predictions can be in
fact obtained from averages performed by mean of a
classical stochastic process.

Let us first study how this question is usually treated. For
this purpose, let us consider again the expectation of the
operator ð�̂R

k Þ2 [of course, one could also treat the case of

ð�̂R
k Þn]. The quantum average is given by Eq. (69), namely

h ��jð�̂R
k Þ2j ��i ¼ <e ��k þ ð=m ��kÞ2

<e ��k

: (84)

On the other hand, if one computes the quantityZ
dvR

kd�
R
kWrk!1ðvR

k ; �
R
k Þð�R

k Þ2; (85)

where Wrk!1ðvR
k ; �

R
k Þ refers to the Wigner function in

the strong squeezing limit (82), then one obtains

ð=m ��kÞ2=<e ��k, which coincides with Eq. (84) in the
limit rk ! 1. This result is often taken as a proof that a
strongly squeezed state can be described as a classical
stochastic process. However, this argument is not very
convincing since it is a theorem [31] that the exact
Wigner function [we stress again that, in Eq. (85), we
have not used the general Wigner function but its limit
when rk is large] satisfies the following property:

hÂðv̂R
k ; �̂

R
k Þi ¼

Z
dvR

kd�
R
kWðvR

k ; �
R
k ÞAðvR

k ; �
R
k Þ; (86)

where Â is an arbitrary operator. Therefore, it does not come
as a surprise that an expression like Eq. (85) reproduces the
corresponding quantum average in the limit rk ! 1.
In fact, as was discussed in Refs. [34,39,110], what

makes the situation so peculiar is something different.
The point is that, in the limit rk ! 1, all the quantum
predictions can be reproduced if one assumes that the
system always followed classical laws but had random
initial conditions with a given probably density function.
This can be easily understood on the example of a free
particle [34,39,110]. Let us assume that, initially (at t ¼ 0),
the probability to find the particle at x is given by

j�ðx; 0Þj2 ¼
ffiffiffiffiffiffiffiffiffi
2

�b2

s
e�2x2=b2 ; (87)

where b is a parameter that characterizes the width of the
distribution. At time t, this probability is given by

FIG. 2 (color online). Wigner function of a coherent state (83), represented at different times during inflation. Contrary to the Wigner
function of a squeezed state of Fig. 1, the shape remains unchanged during the cosmological evolution. The Wigner function just
follows the classical trajectory, an ellipse here since we deal with an harmonic oscillator. This justifies the fact that a coherent state can
be viewed as the ‘‘most classical quantum state.’’
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j�ðx; tÞj2 ¼
ffiffiffiffiffiffiffiffiffi
2

�b2

s
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 4t2=ðm2b4Þp
� exp

�
� 2b2ðx� k0t=mÞ2

b4 þ 4t2=m2

�
; (88)

where m is the mass of the particle and k0 the center of the
Gaussian wave packet in Fourier space.

Now let us consider a situation where we repeat many
times an experiment consisting in sending a classical par-
ticle from the origin with a velocity v (equivalently, instead
of repeating the experiments many times, one could also
consider an ensemble of classical particles) and detecting it
at a position x � 0. By definition, the particle follows the
laws of classical physics which means that its motion can
be described by the equation: x ¼ vt (they all start from
x ¼ 0 at t ¼ 0). Then, let us assume that the velocities are
classical random variables with a probability distribution
function given by

PðvÞ ¼ 1ffiffiffiffi
�

p
�v

e�v2=ð�vÞ2 : (89)

This means that according to the particle considered, the
velocity is in fact not always the same. But because differ-
ent particles have different velocities, they will not reach
the position x at the same time. It is important to stress that,
here, only the initial conditions are random and that the
trajectory is purely classical. From the above distribution,
we can easily infer that the probability of finding a particle
at x, at time t, is

Pðx; tÞ ¼ 1ffiffiffiffi
�

p
t�v

e�ðx�vtÞ2=ðt�vÞ2 : (90)

This distribution is in fact exactly j�ðx; tÞj2 in the limit

t!1 provided we identify v¼k0=m and �v ¼ ffiffiffi
2

p
=ðmbÞ.

Let us notice that this last relation is exactly what is
obtained at the quantum level since x and v are conjugate
variables. As a matter of fact, Eqs. (87) and (89) are Fourier
transforms of each other. We conclude that, provided we
detect the particles far from the origin, the quantum pre-
dictions for the particles can be completely mimicked by
means of a classical stochastic process.

As discussed in Ref. [110], the situation is exactly similar
for the inflationary perturbations. The limit rk ! 1 is in
fact equivalent to the limit of large times in the example
above. One can even calculate the Wigner function of the
free particle described by the wave function (88) and show
that it takes the same form as the one of Eq. (81). Therefore,
the inflationary perturbations are said to be classical in the
sense explained before: they can be described by a classical
stochastic process. In practice, for instance, one can con-
sider the â‘m in Eqs. (38) and (39) as classical random
variables with probability density functions given by

PðaR‘0Þ ¼
1ffiffiffiffiffiffiffi

2�
p

C‘

e�ðaR
‘0
Þ2=ð2C‘Þ; (91)

PðaR‘mÞ ¼
1ffiffiffiffi
�

p
C‘

e�ðaR
‘m
Þ2=C‘ ; m � 0; (92)

PðaI‘mÞ ¼
1ffiffiffiffi
�

p
C‘

e�ðaI
‘m
Þ2=C‘ ; m � 0: (93)

Of course one can check that haR;I‘ma
R;I
‘0m0 i ¼ C‘�‘‘0�mm0

where, now, the bracket means a classical average calcu-
lated by means of the above distributions.
Finally, we conclude this section by a few words on the

density matrix �̂R
k . In fact, the density matrix is nothing but

the Fourier transform of theWigner function. Let us denote
by jvR

k i the eigenstates of the operator v̂R
k . Then, we have

hvR0
k j�̂R

k jvR
k i¼

Z 1

�1
dyeiyðvR0

k
�vR

k
ÞW
�
vR0
k þvR

k

2
;y

�
: (94)

Upon using Eq. (81) in the above equation, one arrives at

hvR0
k j�̂R

k jvR
k i ¼

�
2<e�k

�

�
1=2

e�<e�k½ðvR0
k
Þ2þðvR

k
Þ2�

� e�i=m�k½ðvR0
k
Þ2�ðvR

k
Þ2�: (95)

We notice that the off-diagonal terms, vR0
k � vR

k , oscillate

very rapidly in the strong squeezing limit. This means
that decoherence (defined as the disappearance of those
off-diagonal terms) does not occur without taking into
account an environment for the perturbations. Various dis-
cussions on what this environment may be can be found in
Refs. [41–43].

C. Ergodicity

Let us now discuss how, in practice, we can check
the predictions of the theory previously reviewed.
Initially, the system is placed in an eigenstate of the
Hamiltonian (the vacuum state) of Eq. (19), which can
also be expressed as a superposition in the basis of the
states jvR

k i, namely

j�i ¼
Z

dvR
kNkð�Þ e��kð�ÞðvR

k
Þ2 jvR

k i: (96)

The corresponding mean value of the Hamiltonian operator
can be expressed as

h�jH R
k j�i¼1

2
<e�kþ1

2

ð=m�kÞ2
2<e�k

þ!2

2

1

4<e�k

: (97)

Of course, initially�k ¼ k=2 and the energy is nothing but
!=2 as expected for the vacuum state.
In the real world, we measure the temperature anisotro-

pies. As we have seen (and as is appropriate for an observ-
able in the quantum-mechanical framework), this quantity
is represented by an operator. According to Eq. (38), mea-
suring the temperature anisotropies is equivalent to mea-
suring the observables â‘m which, in turn, according to
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Eq. (41), is equivalent tomeasuring the observables 
̂k or v̂k

(that is to say v̂R
k and v̂I

k).

According to the postulates of quantummechanics, mea-
suring the observable v̂R

k gives an eigenvaluev
R
k (no hat, it is

a number) with probability jhvR
k j�ij2 and, immediately

after this measurement, the system is placed in the eigen-
state jvR

k i. More concretely, after the measurement, we

‘‘see’’ a specific CMB map and we say that the measure-
ment has produced a specific ‘‘realization.’’ The result is
given in terms of coefficients a‘m (again, no hat) expressed
in terms of the numbers vR

k through Eq. (41) (except, of

course, that this equation should now be used with no hat on
both sides). Equivalently, we see a specific temperature
pattern �TðeÞ=T (no hat) corresponding to the set of num-
bers a‘m, see also Eq. (38). In conclusion, the CMB map
observed, say, by the WMAP satellite corresponds to one

measurement (or one realization) of the operator c�TðeÞ=T.
Then comes the question of how one can operationally

verify these theoretical predictions. In quantummechanics,
in an ordinary laboratory situation, one would check that
the theory is correct by repeating the experiment many
times. In this way, one would generate many realizations of

v̂R
k (or, equivalently, of â‘m or c�T=T) i.e., one would obtain

Nreal numbers vRi
k ; i ¼ 1; � � � ; Nreal [or ai‘m or ð�T=TÞi]

where Nreal is the number of realizations (that is to say
the number of times the experiments have been per-
formed). With theseNreal CMBmaps, one could then check
that the vRi

k are indeed distributed with a Gaussian proba-

bility density function in agreement with Eq. (50) or, with
the Nreal sets of numbers ai‘m, one could infer whether they
follow Eqs. (91)–(93), determine the corresponding vari-
ance and check that it is given by the C‘ predicted by the
theory. Let us notice that the above discussion is indepen-
dent from the fact that the perturbations can be described
classically or not. If we are in the classical limit (in the
restricted sense defined in the previous section), then we
showed that measuring the observable â‘m can be viewed
as measuring a classical system with random initial con-
ditions but this does not change the fact that we need many
realizations to check that the probability density function
predicted by the theory is the correct one.

Clearly, in cosmology, the program described above
cannot be carried out because one cannot repeat the ex-
periment many times since we are given only one CMB
map [33]. How, then, can we check the predictions of the
theory of cosmological perturbations? To discuss this ques-

tion, let us be more accurate about the operator c�T=TðeÞ. In
the large-squeezing limit, we have seen that it can be
viewed as a classical stochastic process and, therefore, it
is convenient to write it as

�T

T
ð�; eÞ; (98)

where the symbol � labels the realizations. A given realiza-
tion of a stochastic process is a function of e. By contrast, a

given realization of a random variable is not a function but a
number. This is for instance the case of a‘mð�Þ. The idea is
then to replace ensemble averages by spatial averages (i.e.,
averages over different directions e) [33]. If the process is
ergodic, these two types of averages are equal [33]. In that
case, one can check the predictions of the theory even if one
has only one realization at our disposal. Unfortunately, one
can also show that a stochastic process living on a sphere
(here, of course, the celestial sphere) cannot be ergodic [33].
Therefore, we are left with the task of constructing unbiased
estimators with minimal variances. For instance, let us
assume that we have calculated the number C‘ in some
inflationary scenario and that we would like to compare its
value to an actual measurement. How would we proceed?
We would consider the random variable C‘ð�Þ defined by
the following expression [33]:

C ‘ð�Þ ¼ 1

4�

Z
S2
d�1d�2P‘ðcos�12Þ�TT ð�; e1Þ�TT ð�; e2Þ;

(99)

where �12 is the angle between the direction e1 and e2. As
announced, the estimator C‘ð�Þ is expressed as a spatial
average of the stochastic process �T=T. It is easy to show
that it is unbiased, hhC‘ii ¼ C‘ and has the minimum
variance [33] (called the ‘‘cosmic variance’’) given byffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=ð2‘þ 1Þp

C‘. The double brackets hhiimean an ensemble
average, which amounts to a quantum average in the high
squeezing limit as mentioned before. One should be careful
that this ensemble average has nothing to do with the one
introduced below (denoted E) for the CSL modifications of
the Schrödinger equation, since these two stochasticities
have completely different natures, the former being effec-
tive and the later intrinsic.
In practice, wewould proceed as follows. From our CMB

map �Tð�; eÞ=T, we compute the integral in Eq. (99) and
this gives a number representing one realization of the
estimator C‘, the only one we can have access to. It is
unlikely that this number will be C‘ because it is unlikely
that one realization of a random variable will be exactly
equal to the mean value of that variable. However, if the
variance is small (i.e., if the estimator is good), the corre-
sponding probability density functionwill be sharply peaked
around the mean value and any realization will therefore be
close to the mean (and, in our case, it is not possible to
decrease the value of the variance since we work with the
best estimator). Therefore, we can study where the number
we have obtained by following the above described proce-

dure falls, compared to the interval C‘ 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=ð2‘þ 1Þp

C‘,
where C‘ is the theoretically predicted multipole moment.
Then, for instance, one can start a calculation of the �2 to
assess to which confidence we have verified the theory. In
fact, the cosmic variance can simply be seen as another
source of error, besides those coming from the instruments.
Given the previous discussion, there is one issue that one

can raise and which is the subject of the present paper. The
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question is howa specificoutcome (a realization) is produced.
Above, we have just assumed that this happens without
discussing this point. According to the postulates of quantum
mechanics in the Copenhagen interpretation, this macro-
objectification takes placewhenameasurement is performed.
Since the CMB anisotropies were produced at a redshift of
z‘ss ’ 1100, this means that it should have happened prior to
that epoch (possibly during inflation itself). But, clearly, there
was no observer at those early times. We face here the
conventional measurement problem of quantum mechanics
which is, in the context of cosmology, exacerbated.

IV. THE PEARLE-GHIRARDI-RIMINI-WEBER
THEORY

A. A dynamical collapse model

Although one can manage to obtain, based on primordial
vacuum quantum fluctuations, a set of correlation functions
that are formally indistinguishable from a classical sto-
chastic distribution, one still has to face the problem of
reaching a specific realization before cosmological pertur-
bations can start to grow in a classical way. This amounts to
the question of the measurement problem in quantum
mechanics, namely that there are two distinct evolution
processes: the unitary and linear Schrödinger time evolu-
tion on the one hand, and the stochastic and nonlinear wave
packet reduction on the other.

In what follows, we briefly present the collapse theories
and explain how the Schrödinger equation can be modified
in order to allow a dynamical description of the wave
packet reduction. In fact, to be more precise, we shall
restrict attention to the case of CSL [62,63,65,67].

The CSLmodel relies on the idea that an extra stochastic
behavior should be added to the Schrödinger linear evolu-
tion, encoded through a Wiener process Wt, whose differ-
ential acts as a random square root of that of time, namely

EðdWtÞ ¼ 0; and EðdWtdWt0 Þ ¼ �ðt� t0Þdt2; (100)

where E stands for an ensemble average. One then expands
the statevector variation dj�i up to first order in time through

d j�i ¼ ðÂdtþ B̂dWtÞj�i; (101)

where Â and B̂ are operators acting on the Hilbert space of
available states. One then demands that, on average, thewave
function will be normalized, i.e.,

E ðh�j�iÞ ¼ 1 ) E½dðh�j�iÞ� ¼ 0; (102)

which, upon using Itô calculus3 for the differentials and
Eq. (100), yields

Â y þ Â ¼ �B̂yB̂; (103)

since the state j�i is arbitrary. The general solution of

Eq. (103) is Â ¼ �iĤ � 1
2 B̂

yB̂, where Ĥ is Hermitian and

to be identified with the Hamiltonian leading to the usual
Schrödinger dynamics.
In order to assign a probabilistic meaning to the norm of

the wave function, it should be normalized. However,
according to Eq. (101), although this is true on average,
it varies stochastically according to

dk�k2 ¼ h�jðB̂þ B̂yÞj�idWt ¼ 2h�jB̂j�idWt; (104)

where from now on we assume that B̂ is Hermitian.
Equation (104) implies that the state j�i is not normal-

ized, and one can define a normalized one whose proba-
bility distribution will thus be interpretable in terms of
measurements. We then set

jc i � j�i
k�k ; (105)

whose dynamics can be computed using the previously
derived rules. One finds

djc i ¼
��
�iĤ � 1

2
ðB̂� hB̂iÞ2

�
dtþ ðB̂� hB̂iÞdWt

�
jc i;
(106)

where the quantum expectation value is taken on the
normalized state vector and thus defined as

hB̂i � hc jB̂jc i: (107)

The operator B̂ can be decomposed as B̂ ¼ ffiffiffiffi
�

p
Q̂. The

coupling constant � is the product of the localization rate
with the width of the Gaussian wave function inducing the
localizations [62], and sets the strength of the nonlinear
effects and therefore the characteristic time scale over

which these are measurable. The observable Q̂, for in-
stance the position operator, is the basis on which the states
are to spontaneously collapse to (in the following, we also

call the operator Q̂, the ‘‘collapse operator’’).
As it turns out, and this is exemplified later in the case

where the operator Q̂ is identified with a cosmological
perturbation Fourier mode (see Sec. VA), the natural evo-
lution of Eq. (106) is to project an initial state jc 0i on an

eigenstate j�i of the operator Q̂ setting

Q̂ ¼ X
�

q�j�ih�j; (108)

(the sum being replaced by an integral in the case of a

continuous spectrum for Q̂) such that Q̂j�i ¼ q�j�i, one
finds that limt!1j�ðtÞi ¼ j�i for a given value of �, and
this with a probability Pð�Þ ¼ jh�j�ij2. In other words,
the Born rule is naturally implemented as a dynamical
consequence instead of being imposed as an extra
hypothesis.

3This means that for two functions f and g of the stochastic
variable W, one has dðfgÞ ¼ fdgþ ðdfÞgþ E½ðdfÞðdgÞ� and
dfðWÞ ¼ f0ðWÞdW þ 1

2 f
00ðWÞE½ðdWÞ2�, where a prime stands

for ordinary derivative with respect to the argument W. It is
necessary to expand up to second order in the noise because
Eq. (100) means EðdW2

t Þ ¼ dt.
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Finally, defining the density operator as

�̂ � Eðj�ih�jÞ; (109)

one obtains, using Eq. (106) the so-called Lindblad equa-
tion, namely

d�̂

dt
¼ �i½Ĥ; �̂� � �

2
½Q̂; ½Q̂; �̂��; (110)

providing its time development.
Let us now come to another very important aspect of the

CSL theory and describe the so-called ‘‘amplification
mechanism’’ which enables one to understand why the
dynamics of microscopic systems is not much altered by
the extra stochastic and nonlinear terms in Eq. (106). This
is phenomenologically very important since this means
that the laboratory experiments performed on ‘‘small’’
quantum systems are still accurately predicted by the stan-
dard Schrödinger equation while the macroscopic objects
are quickly and efficiently localized. Let us consider an
ensemble of N identical particles, assuming that, for each
of them, the collapse operator is the physical position in
space. Therefore, we can identify the operator and Wiener
processes according to

B̂ ! ffiffiffiffi
�

p XN
i¼1

x̂i and dWt ! dWðiÞ
t (111)

in Eq. (106), with x̂i the position operator for the ith
particle. Note that in this case, one has as many indepen-
dent Wiener processes as there are particles; they satisfy

E ½dWðiÞ
t dWðjÞ

t0 � ¼ �ij�ðt� t0Þdt2: (112)

This naturally generalizes Eq. (106) to a set of operators
and particles on which to project the relevant states.

We now assume that one can decompose the total wave
vector j�i in the form

j�ðfxigÞi ¼ j�CMðRÞi � j�relðfrigÞi; (113)

where the total wave function depends on the set of all of
the position operators fxig, while the ‘‘macroscopic’’ part
of it, j�CMi, depends only on the position R � N�1

P
ixi of

the center of mass, and the rest is a function only of the
relative coordinates ri defined through xi ¼ Rþ ri.

Using Itô calculus to evaluate the differential of the
tensor product in Eq. (113), it is easily checked that

j�ðfxigÞi satisfies Eq. (106) with B̂ and dWt given by
Eq. (111) if the components of the product respectively
satisfy

d j�CMðRÞi ¼
��
�iĤCM � �CM

2
ðR̂� hR̂iÞ2

�
dt

þ ffiffiffiffiffiffiffiffiffi
�CM

p ðR̂� hR̂iÞdWt

�
j�CMðRÞi; (114)

and

d j�relðfrigÞi ¼
��
�iĤrel � �

2

XN�1

i¼1

ðr̂i � hr̂iiÞ2
�
dt

þ ffiffiffiffi
�

p XN�1

i¼1

ðr̂i � hr̂iiÞdWðiÞ
t

�
j�relðfrigÞi;

(115)

where we have assumed the total Hamiltonian could be

split into Ĥ ¼ ĤCMðR̂Þ þ Ĥrelðfr̂igÞ and the new constant
�CM appearing in Eq. (114) is given by �CM ¼ N�. This
illustrates the mechanism thanks to which localization is
amplified for a macroscopic object containing a large
number (in practice N � 1023 � 1 for usual classical sys-
tems) of particles, while the usual quantum spread is
mostly conserved for the internal degrees of freedom. A
recent inventory of all the constraints derived so far in
various physical situations on the CSL parameter � can
be found in Ref. [111].

B. An illustrative example: The harmonic oscillator

In this section, we illustrate how the CSL theory works
on the example of the harmonic oscillator, resetting the
Planck constant ℏ for easier comparison with previous
works. This is an interesting case because it represents
the prototypical example of a quantum system and, to
our knowledge, this case has not been solved explicitly in
the case of the CSL theory. Moreover, in cosmology, as
explained before, we deal with a parametric oscillator, a
case which shares some similarities with an harmonic
oscillator, at least in some regimes. It is therefore important
to understand first this simplest case in the CSL frame-

work. In the following, we assume that the operator B̂
introduced in the previous section is the position operator
x̂. As a consequence, the modified Schrödinger equation
can be written as

d� ¼
�
� i

ℏ
Ĥdtþ ffiffiffiffi

�
p ðx̂� hx̂iÞdWt � �

2
ðx̂� hx̂iÞ2dt

�
�;

(116)

where Ĥ ¼ p̂2=ð2mÞ þm!2x̂2=2 is the Hamiltonian. The
parameter � sets the strength of the collapse mechanism
and, since we have chosen the position as the preferred
basis, it has dimension L�2 � T�1. Following Ref. [73],
the wave function can be taken as a Gaussian state and the
most general form can be expressed as

�ðt; xÞ ¼ jNðtÞj expf�<e�ðtÞ½x� �xðtÞ�2 þ i�ðtÞ
þ i�ðtÞx� i=m�ðtÞx2g; (117)

where, a priori, jNj, <e�, �x, �, � and =m� are real
stochastic variables. Introducing this wave function in
Eq. (118), one obtains the following set of equations:

jNj0
jNj ¼ 1

4

ð<e�Þ0
<e�

¼ ℏ
m
=m�þ �

4<e�
; (118)
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ð<e�Þ0 ¼ �þ 4
ℏ
m
ð<e�Þð=m�Þ; (119)

ð=m�Þ0 ¼ � ℏ
m
½2ð<e�Þ2 � 2ð=m�Þ2� þm

ℏ
!2

2
; (120)

�x0 ¼ ℏ
m
½�� 2ð=m�Þ �x� þ

ffiffiffiffi
�

p
2<e�

dWt

dt
; (121)

�0 ¼ ℏ
m

�
�<e�þ 2ð<e�Þ2 �x2 � 1

2
�2

�
; (122)

�0 ¼ � ℏ
m
½4ð<e�Þ2 �x� 2�=m��; (123)

where a prime means a derivative with respect to time. We

see that the first equation can be integrated to give jNj ¼
ð2<e�=�Þ1=4, which ensures that the wave function is
properly normalized. Then, the two following equations,
Eqs. (119) and (120) ‘‘decouple’’ from the other equations
and can be integrated separately. In particular, if we add
them up, we arrive at

�0 ¼ �2i
ℏ
m
�2 þ �þ im

2ℏ
!2: (124)

This equation should be compared to Eq. (21). As ex-
pected, they are identical provided we take ℏ ¼ m ¼ 1
and � ¼ 0. Of course, in the present case, the frequency
! is constant since we deal with a harmonic oscillator
rather than a parametric oscillator as is the case for cos-
mological perturbations. Equation (124) is a Ricatti equa-
tion and we have already seen that the appropriate change
of variable to transform it into a linear second order
differential equation is � ¼ �imf0=ð2ℏfÞ, where the
function fðtÞ obeys the equation

f00 þ
�
!2 � 2i

ℏ
m
�

�
f ¼ 0: (125)

This equation admits simple solutions that can be ex-
pressed in terms of exponentials, namely fðtÞ /
expð
�tÞ where � is defined by

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2i�ℏ
m

�!2

s
: (126)

As a consequence, the solution for �ðtÞ can be written as

�ðtÞ ¼ � im

2ℏ
� tanhð�tþ�Þ; (127)

where � is an integration constant that can be expressed in
terms of the initial value of the function �ðtÞ

� ¼ argtanh

�
� 2ℏ

im

�ðt ¼ 0Þ
�

�
: (128)

This solution resembles the formula obtained in the case of
the free particle, see Ref. [73].

At this stage, we need to discuss the initial conditions.
Our assumption is that, at t ¼ 0, the quantum state is
simply given by the ground state of the harmonic oscillator

in conventional quantum mechanics. Technically, this
means that we require the wave function to be

�ðt ¼ 0; xÞ ¼
�
m!

�ℏ

�
1=4

e�m!x2=ð2ℏÞ; (129)

which implies that <e� ¼ m!=ð2ℏÞ and =m� ¼ 0 or,
equivalently, � ¼ argtanhði!=�Þ. Notice that this choice
is fully compatible with the normalization established

above, jNj ¼ ð2<e�=�Þ1=4. Of course, our choice also
amounts to imposing �xðt¼0Þ¼�ðt¼0Þ¼�ðt¼0Þ¼0.
Since the evolution of the stochastic wave function is

controlled by the function �ðtÞ, it is interesting to study
how it evolves with time. Writing the number � as � �
�R þ i�I, where it is easy to show that

�R ¼ !ffiffiffi
2

p
0@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 4
ℏ2�2

m2!4

s
� 1

1A1=2

; (130)

�I ¼
ffiffiffi
2

p
!

ℏ�
m

0@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

ℏ2�2

m2!4

s
� 1

1A�1=2

; (131)

and � � �R þ i�I, straightforward algebraic manipula-
tions lead to the following expressions for<e� and=m�:

<e�ðtÞ¼ m

2ℏ
�I sinh½2ð�Rtþ�RÞ�þ�R sin½2ð�Itþ�IÞ�

cos½2ð�Itþ�IÞ�þcosh½2ð�Rtþ�RÞ� ;

(132)

=m�ðtÞ¼ m

2ℏ
�I sin½2ð�Itþ�IÞ���R sinh½2ð�Rtþ�RÞ�
cos½2ð�Itþ�IÞ�þcosh½2ð�Rtþ�RÞ� :

(133)

In particular, the function <e�ðtÞ, with the initial condi-
tion specified above, is always positive. Notice also that
there is a sign ambiguity in the definitions of the quantities
�R and �I in Eqs. (130) and (131), but one can show that
this does not affect the physical predictions of the model. It
is also interesting to calculate the limit for large times of
the two functions in Eqs. (132) and (133). One obtains

lim
t!1<e� ¼ m�I

2ℏ
’ m!

2ℏ

�
1þ 1

2

ℏ2�2

m2!4
þ � � �

�
; (134)

lim
t!þ1=m� ¼ �m�R

2ℏ
’ � �

2!

�
1� 1

2

ℏ2�2

m2!4
þ � � �

�
;

(135)

where the dots indicate an expansion in the small dimen-
sionless parameter ℏ�=ðm!2Þ. We see that, if � ¼ 0, we
obtain the ground state given by Eq. (129). Deviations from
that solution are controlled by the parameter ℏ�=ðm!2Þ.
We are now in a position where one can investigate the

physical properties of the quantum state (117). In particu-
lar, it is easy to show that hx̂i ¼ �x and hp̂i ¼ ��
2ð=m�Þ �x. Initially, �x ¼ 0 and the position operator has a
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vanishing mean value as expected for the ground state of
the harmonic oscillator but, at later times, due to the
stochastic evolution of the wave function, it acquires a
nonzero value. It is also possible to calculate the spread
in position and momentum. One obtains

�x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx̂2i � hx̂i2

q
¼ 1

2

1ffiffiffiffiffiffiffiffiffiffiffi<e�
p ; (136)

�p �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hp̂2i � hp̂i2

q
¼ ℏ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð<e�Þ2 þ ð=m�Þ2

<e�

s
: (137)

We see that these quantities only depend on <e� and
=m�. As a consequence, inserting Eqs. (132) and (133)
in the above expressions of �x and �p, one arrives at

�x ¼
ffiffiffiffiffiffiffi
ℏ
2m

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos½2ð�Itþ�IÞ� þ cosh½2ð�Rtþ�RÞ�

�I sinh½2ð�Rtþ�RÞ� þ �R sin½2ð�Itþ�IÞ�

s
;

�p ¼
ffiffiffiffiffiffiffi
mℏ
2

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�RÞ2 þ ð�IÞ2

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cosh½2ð�Rtþ�RÞ� � cos½2ð�Itþ�IÞ�
�I sinh½2ð�Rtþ�RÞ� þ �R sin½2ð�Itþ�IÞ�

s
:

(138)

The time evolution of these quantities is displayed in
Fig. 3. The black curves correspond to the conventional
Schrödinger evolution, i.e., the case � ¼ 0. They show the
usual oscillatory behavior. On the contrary, when� � 0, we
see that the oscillations are damped (see the smaller ampli-
tude decaying red and blue curves). Then, the spreads con-
verge towards a constant value, which only depends on�,!
and m. This value is easy to evaluate and one finds

lim
t!1�x ¼ 1

23=4

ffiffiffiffi
!

�

s 0@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

ℏ2�2

m2!4

s
� 1

1A1=4

; (139)

lim
t!1�p ¼ m!

�
1þ 4

ℏ2�2

m2!4

�
1=4 � lim

t!1�x: (140)

From these formulas one can see that the spread in position

at infinity decreases with �, from
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ=ð2m!Þp

for � ¼ 0 to 0
for � ! 1. We see that the modified Schrödinger equation,
as expected, implies a localization in position. We also
notice that the microscopic behavior of the system is altered
by the nonlinear and stochastic terms added to the theory. By
contrast, in order to satisfy the Heisenberg uncertainty rela-
tion, the spread in momentum increases with �, fromffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m!ℏ=2

p
for � ¼ 0 to infinity for � ! 1. For � ¼ 0 and

at large times, one finds that the Heisenberg relation is
saturated, �x�p ¼ ℏ=2, as appropriate for a coherent state.
In the limit � ! 1, one finds a larger value�x�p ¼ ℏ=

ffiffiffi
2

p
.

Let us also remark that an exact eigenstate of the operator x̂ is
given by aDirac function�ðx� �xÞ centered at somevalue �x.
On the other hand, we see that adding nonlinear and sto-
chastic terms results in a spreading of theDirac function into
a Gaussian wave function with a finite width decreasing for
increasing �. Therefore, the modified Schrödinger equation
does not exactly lead to an eigenstate of the position opera-
tor. In fact, the asymptotic value of �x obtained above
defines the ‘‘precision’’ of the collapse and characterizes
how close to an eigenstate of the collapse operator the final
state is. In that sense, since �x decreases with �, the bigger
�, the more ‘‘precise’’ the collapse.
To conclude this section, it is also interesting to calculate

the time derivative of the quantum mean value of the
Hamiltonian operator. One obtains

dhĤi
dt

¼ ℏ2

2m
�� ℏ

m

ffiffiffiffi
�

p =m�

<e�
hp̂i dWt

dt

þ 1

2
m!2hx̂i

ffiffiffiffi
�

p
<e�

dWt

dt
: (141)

This equation implies that

FIG. 3 (color online). Spread in position and momentum for different values of � in the case of the harmonic oscillator; see Eq. (138).
The conventional Schrödinger evolution corresponds to � ¼ 0 and is represented by the black curve which oscillates with constant
amplitude. On the contrary, when the collapsemechanism is turned on, the oscillations are damped (blue and red curves), the spreads tend
toward a constant value and localization occurs.
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dE½hĤi�
dt

¼ ℏ2

2m
�: (142)

As is well know, this formula expresses the nonconserva-
tion of energy in the CSL theory. From a phenomenologi-
cal point of view, this increase of energy is usually so small
(given the values of � usually considered) that it cannot be
detected. Put differently, the nonconservation of energy in
the CSL theory cannot be used to rule out this theory [68].

V. THE INFLATIONARY CSL THEORY

The dynamical collapse model of the previous sections
should apply to any quantum system, and hence in particu-
lar to cosmological perturbations as they arise from vac-
uum fluctuations. Spontaneously collapsing these happens
to be a tremendously complicated task for many reasons
discussed below, so in what follows, we suggest a much
simplified modeling method which we then apply to the
inflationary situation.

A. The modified Schrödinger equation for the
Mukhanov-Sasaki variable

The first obvious problem one encounters when dealing
with quantum cosmological perturbations is that the under-
lying theory ought to be relativistic. The straightforward
relativistic generalization of the CSL model for quantum
field theory, starting with the action (6) in the Tomonaga
picture for instance, leads to unremovable divergences [65]
(see however Ref. [69]), even more so when nonlinearities
inherent to general relativity are taken into account.

The second option which happens to lead to a model in
which calculations are actually possible consists in noting,
as mentioned earlier in Sec. II D, that the spectrum of
primordial perturbations depends on the wave number k.
In other words, once the Fourier spectrum is known, all of
the observable quantities related with the CMB can be
computed and compared with actual data. This means
that mere knowledge of the modes v̂k ought to be enough
in order for a complete description of the possible obser-
vations to be realized.

We shall therefore accordingly assume in what follows
that the modified Schrödinger equation of motion for the
wave function will be done at the level of the Fourier mode
�k, with spontaneous localization on the v̂k eigenmani-
folds. This is consistent with previous approaches aimed at
studying decoherence of cosmological perturbations where
the pointer basis is often assumed to be precisely the
Mukhanov-Sasaki operators, see Ref. [38]. Separating as
before into real and imaginary parts, we shall thus assume
the following basic equation:

d�R
k ¼

�
�iĤ

R
kd�þ ffiffiffiffi

�
p ðv̂R

k � hv̂R
k iÞdW�

� �

2
ðv̂R

k � hv̂R
k iÞ2d�

�
�R

k ; (143)

and a similar equation for �I
k. Here, the quantity � is a

positive constant with mass dimension 2 if the scale factor
is chosen to be dimensionless but is dimensionless if the
scale factor is chosen to have mass dimension�1, which is
the convention adopted here. As in Sec. IV, the parameter �
sets the strength of the collapse mechanism.
Let us now review all the limitations of postulating an

ansatz equation such as Eq. (143). First, one should note
that the constant � in Eq. (143) cannot be the same as the
one associated with the choice of the position operator as
the collapse operator appearing in Eq. (116), despite our
choice of the same notation. It is clear that each time one
considers different collapse operators, this leads to differ-
ent CSL parameters with different mass dimension. The
same phenomenon is observed in Ref. [70] where the
collapse operator is chosen to be a spin operator. In this
case, it is clear that the corresponding CSL parameter
cannot be the same as the one corresponding to the case
where the collapse operator is the position (as it is for the
case of the free particle [73]). This is unfortunate when it
comes to a comparison of the constraints obtained in the
laboratory with the constraints obtained in cosmology. In
fact, what could be done is to consider the strict CSL
theory where the collapse operator is usually taken to be
the averaged density operator. In the language of cosmo-
logical perturbations, this amounts to assuming that there is

spontaneous localization on the c��ð�; xÞ eigenmanifold,
where ��ð�; xÞ is the perturbed energy density. This would
have the advantage to introduce a universal � with always
the same dimension. Unfortunately, ��ð�; xÞ is a compli-
cated functional of vk and this would probably render the
whole approach untractable. Let us also notice that � could
be taken as a function of the wave number k, i.e., different
CSL parameters for different modes. In this article, for
simplicity, we do not follow this route.
Another issue is that we moved from real to reciprocal

space while keeping the structure of the equation un-
changed. In doing so, we also avoid from the outset any
mode mixing that would be naturally arising from a real
space modified Schrödinger equation: its stochastic version
being nonlinear, onewould expect a coupling of the Fourier
modes, which is here automatically set to zero. Note this
approximation is justified by data observations of the CMB.
Another important limitation of our treatment is the

fact that the collapse concerns the modes independently.
As a result, the amplification mechanism, so crucial to
explain why the quantum behavior becomes increasingly
less important for increasingly large systems (the effec-
tive collapse time being inversely proportional to the
number of particles involved and, hence, to the size of
the system), is simply not operating here. Therefore, even
though one might consider cosmological size effects, the
collapse will occur just as it would for an independent
quantum particle. As we will see, that implies a severe
constraint on the constant � when comparison of the
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modified spectrum is made to actual observations on
Hubble-size scales.

Finally, Eq. (143) is written in terms of the conformal
Fourier mode of the original action. Because its normaliza-
tion implies the equation be nonlinear, this means the con-
stant � can be translated, as we will show later, into a
privileged conformal scale, and hence a time-dependent
privileged length ‘�, as shown in Fig. 4 and the discussion

above Eq. (157). This is somehow similar to the fact, except
at the perturbative and conformal levels, that considering
nonflat spatial sections permits to define a curvature length
and thus forbids to renormalize the scale factor arbitrarily.
However, as shown in theAppendix, this last limitation does
not affect the general conclusions drawn here.

B. Gaussian state

Our goal is now to solve Eq. (143). As was done for the
standard case (50), one considers that the wave function
assumes a Gaussian shape. Concretely, we take the most
general form, namely

�R;I
k ð�;vR;I

k Þ¼ jNkð�Þjexpf�<e�kð�Þ½vR;I
k � �vR;I

k ð�Þ�2
þ i�R;I

k ð�Þþ i�R;I
k ð�ÞvR;I

k

� i=m�kð�ÞðvR;I
k Þ2g; (144)

where �vR;I
k ,�R;I

k and�R;I
k are real numbers. The fact that one

can assume jNkj and �k to be independent of ‘‘R’’ or ‘‘I’’
will be justified in the following. Compared to Eq. (50), we
see that Eq. (144) is more general and, therefore, contains
more parameters. The case of Eq. (50) corresponds to

�vR;I
k ¼ 0, �R;I

k ¼ 0 and argNk ¼ �k. Of course, the above

Gaussian is similar to the wave function considered in the
case of the harmonic oscillator of Eq. (117). The only
difference is that the stochastic functions characterizing
the wave function now depend on the wave number k and
the role of the position is played by the Fourier amplitude of
the Mukhanov-Sasaki variable.
The next step is to insert Eq. (144) into Eq. (143) in order

to derive the differential equations obeyed by the functions
parametrizing the Gaussian state. Straightforward manipu-
lations making use of the Itô calculus lead to the following
expressions:

jNkj0
jNkj ¼

1

4

ð<e�kÞ0
<e�k

¼ =m�k þ �

4<e�k

; (145)

ð<e�kÞ0 ¼ �þ 4ð<e�kÞð=m�kÞ; (146)

ð=m�kÞ0 ¼�2ð<e�kÞ2þ2ð=m�kÞ2þ1

2
!2ð�;kÞ; (147)

ð �vR;I
k Þ0 ¼ �R;I

k þ
ffiffiffiffi
�

p
2<e�k

dW�

d�
� 2ð=m�kÞ �vR;I

k ; (148)

ð�R;I
k Þ0 ¼�<e�kþ2ð<e�kÞ2ð �vR;I

k Þ2�1

2
ð�R;I

k Þ2; (149)

ð�R;I
k Þ0 ¼ �4ð<e�kÞ2 �vR;I

k þ 2�R;I
k ð=m�kÞ: (150)

Several remarks are in order at this point. First, we see that
the evolution equations for jNkj, <e�k and =m�k are

deterministic and independent of that of �vR;I
k , �R;I

k or �R;I
k .

This justifies the fact that one can assume these quantities
to be independent on R, I provided similar initial condi-
tions are chosen for R, I. This also means that these three
quantities are not random (but their evolution is still ex-
plicitly modified by the stochastic dynamics when � � 0).
Second, Eq. (145) explicitly implies the conservation of the
wave function norm: if one initially has a normalized
state, i.e.,

jNkj ¼
�
2<e�k

�

�
1=4

; (151)

it will remain so at any time. In fact, this equation is similar
to Eq. (21) which is therefore not modified by the intro-
duction of the nonlinear stochastic terms. Moreover, in the
present case where the wave function is given by a single

Gaussian, �R;I
k is just an irrelevant global phase and can be

ignored (this will no longer be the case when the quantum
state is the sum of two Gaussians, see below). Third, it is
easy to check that Eqs. (145)–(150), are the exact counter
parts of Eqs. (118)–(123). The only difference is that ! is

FIG. 4 (color online). Evolution of various physical length
scales with time during the cosmic history in the CSL model
described byEq. (143)with a zoomon the transition from inflation
to reheating inserted (see the concluding section). The solid line
represents the Hubble radius ‘H and the dashed-dotted green and
red lines, the physical wavelengths of two Fourier modes of
cosmological relevance today. The solid blue line represents the
built-in CSL scale ‘�, see the discussion above Eq. (157). It is a

preferred comoving scale and can also be viewed as a time-
dependent preferred physical scale. Therefore, when a mode is
below (above) ‘� it remains so during the whole history of the

Universe as is clear from the plot. This means that, contrary to the
Hubble scale, there is no ‘‘‘� crossing’’ during the cosmic evolu-

tion.As a consequence, one expects the power spectrum to acquire
a broken power-law shape, with two different branches, an ex-
pectation confirmed by the calculations in Sec. VD.
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now a time-dependent quantity as expected since we deal
with a parametric oscillator. We conclude that, instead of
six coupled stochastic differential equations, we have in
fact to solve two sets of two coupled differential equations,
the first one being deterministic and the second one being
stochastic. In particular Eqs. (146) and (147) can be com-
bined and lead to the following Ricatti equation for the
quantity <e�k þ i=m�k ¼ �k:

�0
k ¼ �2i�2

k þ �þ i

2
!2ð�; kÞ: (152)

This equation is similar to Eq. (124) obtained for the
harmonic oscillator. Of course, if � ¼ 0, then one exactly
recovers the Ricatti equation (20). As discussed before, a
Ricatti equation can always be reduced to a linear but
second order differential equation: this is achieved through
the transformation �k ¼ �if0k=ð2fkÞ, where fk is a solu-

tion of the following linear differential equation:

f00k þ ½!2ð�;kÞ � 2i��fk ¼ 0: (153)

This equation is very similar to the equation for the mode
function considered before. The only difference is the
appearance of the term �2i� in the effective frequency.
Obviously, if � ¼ 0, then one recovers the conventional
case. Moreover, the fact that this is the counterpart of
Eq. (125) is obvious.

C. Evolution of the stochastic wave
function during inflation

We now study the time evolution of the quantum state
(144) in more detail. We start with the evolution of <e�k

and =m�k since we have shown in the last section that it
decouples from the other equations of motion. To derive
the corresponding solutions, it is sufficient to solve
Eq. (153). If the background is driven by a phase of
power-law inflation, !ð�; kÞ is given by !ð�; kÞ ¼ k2 �
�ð�þ 1Þ=�2 and the differential equation (153) reads

f00k þ
�
k2 � �ð�þ 1Þ

�2
� 2i�

�
fk ¼ 0: (154)

We see that the only effect of the CSL term �2i� is to
modify the comoving wave number k2 ! k2 � 2i�. The
solution of Eq. (154) can be written in terms of Bessel
functions

fkð�Þ ¼ ð�zkk�Þ1=2½CkJ�þ1
2
ð�zkk�Þ

þDkJ�ð�þ1=2Þð�zkk�Þ�; (155)

where Ck and Dk are integration constants and where the
complex number zk is defined by

zk �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� i

2�

k2

s
¼
�
1þ 4

�2

k4

�
1=4

e�i
2 arctanð2�=k2Þ: (156)

Equation (155) should be compared to its non-CSL coun-
terpart, Eq. (45). The only difference is the appearance of
the zk factor. This is consistent with the remark made

above since this factor always multiplies the expression
k� and can, therefore, be viewed as a ‘‘renormalization’’ of
the wave number k. In the non-CSL case where � ¼ 0, one
obviously has zk ¼ 1 and Eq. (155) reduces to Eq. (45). It
is interesting to remark that zk for the parametric oscillator
plays a role similar to that of � for the harmonic oscillator,
see the definition (126). In fact, strictly following this last
definition, one can introduce a mode-dependent �k pa-

rameter, namely �k �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2i�� k2

p
(using ! ¼ k for mass-

less perturbations) and, then, zk appears to be just a
rescaled �k parameter: �k ¼ ikzk. Finally, notice also
that the sign ambiguity in the definition of zk due to the
presence of a square root has absolutely no impact on the
results presented below.
Let us now discuss the solution fkð�Þ and what this

implies for the behavior of the wave function. In the
presence of the CSL term, the problem is characterized
by three scales: the wavelength of the Fourier mode given
by �kð�Þ ¼ að�Þ=k, the Hubble radius ‘Hð�Þ ¼ a2=a0 and
a new scale associated with the parameter � defined by
‘� � að�Þ= ffiffiffiffi

�
p

or, in terms of mass scale,M� � ffiffiffiffi
�

p
=að�Þ.

Notice that ‘� is a new, time-dependent, physical scale that

is built in the inflationary CSL theory, see Fig. 4. In terms
of these three physical scales, the quantity zkk� which
appears in Eq. (155) can be written as

zkk� ¼ ð1þ �Þ ‘H
�k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2i

M2
�

k2phys

vuut ; (157)

where kphys ¼ k=a is the physical wave number. At

the beginning of inflation, the modes of cosmological
interest today laid far inside the Hubble radius, which
means �k � ‘H, i.e., k� ! �1. Notice that these consid-
erations are independent of the value of M�. Indeed, if

kphys � M�, then zk ’ 1 and the previous limit is not

changed. On the contrary, if kphys � M�, then the condi-

tion jzkj � 1 is even better satisfied. It is also interesting to
remark that, in this last case, zkk� does not go to�1 along
the real axis but along a direction that is inclined in the
complex plane. However, this does not change the asymp-
totic behavior of the Bessel functions in this regime. Upon
using Eq. (155), one obtains

lim
�k=‘H!0

fkð�Þ ¼
ffiffiffiffi
2

�

s �
Ck sin

�
�zkk�� �

2
�

�
þDk cos

�
�zkk�þ �

2
�

��
: (158)

This expression can also be re-expressed in term of ‘‘plane
wave’’ functions (writing �k � �R

k þ i�I
k)

lim
�k=‘H!0

fkð�Þ ¼ Akffiffiffiffiffiffiffi
2�

p e�
R
k
j�j�i�I

k
��i�=4

þ Bkffiffiffiffiffiffiffi
2�

p e��R
k
j�jþi�I

k
�þi�=4; (159)
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where the coefficients Ak and Bk can be expressed as linear
combinations of Ck and Dk, namely

Ak ¼ Ck e
�i�ð�þ1=2Þ=2 þDk e

i�ð�þ1=2Þ=2 (160)

Bk ¼ Ck e
i�ð�þ1=2Þ=2 þDk e

�i�ð�þ1=2Þ=2: (161)

The solution (159) is nothing but the Wentzel-Kramers-

Brillouin (WKB) mode function expð
i
R
!d�Þ= ffiffiffiffiffiffiffi

2!
p

.

The reason for this result is that, in the sub-Hubble regime,
theWKBapproximation is still valid even in presence of the
CSL term. As is well known, this approximation is satisfied
when the quantity jQ=!2j � 1, where Q is given by

Q � 3

4

1

!2

�
d!

d�

�
2 � 1

2!

d2!

d�2
: (162)

Since, in the limit under consideration, !2 tends toward a
constant, namely !2 ¼ k2 � 2i�, and since Q is given in
terms of derivatives of !, it is obvious that the criterion is
satisfied. As already mentioned, the only effect of the CSL
theory is to add the constant term�2i� to!2. Although this
modifies the solution for the mode function, clearly, this
cannot change the fact thatWKB is valid at the beginning of
inflation.

Let us now comment on Eq. (159). When j�j goes to
infinity, the second branch of the above solution is going to
die away since �R

k > 0. As a consequence, only the first

branch remains and, since �k is given in terms of a ratio,
i.e., �if0k=ð2fkÞ, the remaining constant Ak disappears

from the final expression. Therefore, �k becomes inde-
pendent of the initial conditions and is given by �k ’
i�k=2, which implies that <e�k ’ ��I

k=2 ’ �k=2.
Returning to Eq. (144), this means that the wave function
is not bounded at infinity and is not normalizable. The deep
reason is that, in the CSL context, zk (or �k) is complex
and this implies that the WKB solution acquires either a
growing or a decaying exponential component which au-
tomatically kills one of the two branches. And, of course,
zk (or �k) is complex because of the CSL term �2i�.

Based on the previous discussion, it is clear that the only
meaningful choice of initial conditions is to require that
Ak ¼ 0. From Eqs. (160) and (161), we see that this
implies

Ck ¼ �Dk e
i�ð�þ1=2Þ: (163)

This choice exactly coincides with the Bunch-Davies initial
conditions (46). From now on, we assume Eq. (163) but we
will come back soon to this discussion. Then, one can
rederive the behavior of �k in the sub-Hubble regime.
One obtains

lim
�k=‘H!0

�kð�Þ ¼ � i

2
�k; (164)

which is fully consistent with Eqs. (134) and (135). In
particular, one can check that, now, <e�k ! k=2 and the

wave function becomes normalizable (of course, it tends to
the ground state wave function). Therefore, we have proven
that, as expected, the cosmological perturbations behave, in
the sub-Hubble regime, exactly as the CSL harmonic
oscillator.
Having studied the behavior of the stochastic wave

function in the sub-Hubble regime, we now turn to the
super-Hubble case. In the framework of CSL, and contrary
to the sub-Hubble regime studied before, it is clear that this
regime has no counter part in the case of the harmonic
oscillator. It corresponds to the limit ‘H � �k and, from
Eq. (157), we see that this means jzkk�j ! 0. Let us notice
that one could also consider the case where kphys � M�

such that M�=kphys � 1 compensates the ratio ‘H=�k in

Eq. (157) resulting in a large jzkk�j, even in the super-
Hubble regime. Below, we briefly comment on this case.
Here, we assume thatM� is such that this does not happen.

Then, upon using the asymptotic behavior of the Bessel
functions for small values of their argument, one arrives at

�k

k
¼ � ið1þ �Þ

2k�
� ið�k�Þ

4ð�þ 3=2Þ �
ð�k�Þ

2ð�þ 3=2Þ
�

k2

þ i
Dk

Ck

�
1� 2i

�

k2

����1=2
22�þ1

�
�þ 1

2

�
� �ð�þ 1=2Þ

�ð��� 1=2Þ ð�k�Þ�2��2 þ � � � : (165)

This equation should be compared to the corresponding
non-CSL formula (52). If � ¼ 0 and if one takes the

Bunch-Davies initial conditions, Dk ¼ �Cke
�i�ð�þ1=2Þ,

then the above equation exactly reduces to Eq. (52).
Here, although we argued before that one should use the
Bunch-Davies initial conditions (163), we temporarily
keep the coefficients Ck and Dk arbitrary because, later
on, we shall want to comment on their influence on the
shape of the CSL power spectrum. Let us also notice that
the last term of the above expression is in fact proportional

to z�ð2�þ1Þ
k . If we write zk in polar form, zk � jzkjei�k (of

course, �k should not be confused with the squeezing
angle) where the modulus and the phase can be read off
directly from Eq. (156), and parametrize the initial con-

ditions as Ck ¼ jCkjei�c and Dk ¼ jDkjei�d�i��þi�=2 (so
that the Bunch-Davies limit is simply �d � �c ¼ 0), then it
is easy to determine the real and imaginary parts of the
function �k. One finds

<e�kð�Þ ¼ � k

2ð�þ 3=2Þ
�

k2
ð�k�Þ þ jDkj

jCkj jzkj
�ð2�þ1Þ

� cos½��þ ð2�þ 1Þ�k � �d þ �c�

� k�22�þ1

�2ð��� 1=2Þ cosð��Þ
� ð�k�Þ�2��2 þ � � � ; (166)
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=m�kð�Þ¼� k

2k�
ð1þ�Þ� k

4ð�þ3=2Þð�k�Þ

� k

�

jDkj
jCkj jzkj

�ð2�þ1Þ

�22�
1

2
sin½��þð2�þ1Þ�k��dþ�c�

�cosð��Þ�2

�
�þ3

2

�
ð�k�Þ�2��2þ��� :

(167)

These equations are the CSL counterparts of Eqs. (53) and
(54). Of course, for � ¼ 0 and the Bunch-Davies initial
conditions, they exactly reduce to those equations. We see
that the main effect of the CSL theory is to strongly modify
<e�k since its leading term in the above expansion is a
term which cancels if � ¼ 0. We also see that we still have
<e�k ! 0 in the super-Hubble limit. In the absence of the
CSL term, we would obtain the same limit but not with
the same power. Compared to <e�k, =m�k is much less
modified since the first correction show up only in the third
term of the expansion. As a consequence, we still have
=m�k ! 1 in the super-Hubble regime.

We now use the above results to discuss the collapse of
the wave function in more detail. Since we have assumed in
Eq. (143) that the ‘‘collapse operator’’ is v̂k, we expect the
nonlinear and stochastic terms in the modified Schrödinger
equation to drive the initial Gaussian state to an eigenvec-
tor of v̂k, that is to say to the Dirac function �ðvk � �vkÞ.
However, in practice, as we learned from the harmonic
oscillator example in Sec. IVB, this is not what happens. In
practice, we find that the wave function tends towards a
Gaussian state with a constant spread in position and that
the larger the value of �, the smaller the amplitude of this

spread, i.e., limt!1�x ! ½ℏ=ð4m�Þ�1=4 when � ! 1.
Therefore, strictly speaking, the exact localization is ob-
tained only in the � ! 1 limit. Of course, if the spread is
very small, then for all practical purposes, the collapse has
been achieved. In fact, this is the essence of the amplifica-
tion mechanism discussed in Sec. IVA. The effective value
�CM of � for a macroscopic object (or for its center of
mass) is the fundamental � times the number of particles in
that object which results in a huge effective � and, there-
fore, a very efficient localization. As a consequence, a
collapse can occur for macroscopic objects while it does
not happen for microscopic particles even if their behavior
is slightly disturbed.

Let us now see how the previous discussion applies to
inflation. The first difference is that the standard deviation,

1=ð2 ffiffiffiffiffiffiffiffiffiffiffiffiffi<e�k

p Þ, does not go to a constant as for the harmonic
oscillator but to infinity since Eq. (166) implies that �k /
� ! 0. We remark that the divergence is less violent than
when � � 0 since, in that case,�k / �2 ! 0, according to
Eq. (53). This is of course due to the influence of the
nonlinear and stochastic terms. However, this influence is

not sufficient to prevent the divergence of the variance and,
therefore, to ensure an efficient localization. As a matter of
fact, we see that, in the limit� ! 0, the main divergence in
the Hamiltonian comes from the term / !2v2

k while the

CSL term goes like �v2
k. Hence, it is because the term

!2 / ��2 diverges at the end of inflation that the
Hamiltonian strongly dominates the dynamics of the sys-
tem, preventing the CSL terms / �v2

k to carry out its job

and to localize vk (however, see the Appendix). This is
certainly a problem for the inflationary CSL theory. This
issue can also be related to the fact that it is unclear how an
amplification mechanism could be implemented in quan-
tum field theory. As a consequence, the collapse mecha-
nism is controlled by the parameter � and no effective �
can be derived which would ensure a better localization.
Finally, let us mention that one could wonder whether

the localization can be achieved during the radiation domi-
nated era that takes place after inflation. In this case, the
scale factor behaves as að�Þ / � and, therefore, 	1 ¼ 2
and ða ffiffiffiffiffi

	1
p Þ00=ða ffiffiffiffiffi

	1
p Þ ¼ 0. As consequence, the mode

equation for fk is exactly that of a harmonic oscillator.
This means that the variance now goes to a constant, see
Sec. IVB, which seems to cure the problem discussed
above. However, one can show that the corresponding
value remains large for modes of astrophysical interest
today. Therefore, this remains an unsatisfactory solution.

D. The CSL power spectrum

We now turn to one of the main goal of the present paper,
namely the determination of the power spectrum predicted
by theCSL theory. Itwas shown inEqs. (29) and (37) that the
power spectrum of the conserved quantity 
k can be ex-
pressed as

P 
 ðkÞ ¼ k3

16�2M2
Pl

1

a2	1<e�k

: (168)

Since we have determined the quantity<e�k in Eq. (166),
the calculation ofP 
 becomes straightforward. One obtains

P 
 ðkÞ ¼ g�ðk; �Þ
�
1� �

k2
g�ðk; �Þfð�Þ

� ð�k�Þ2�þ3

�þ 3=2

��1
P 
 ðkÞjstand; (169)

where P 
 jstand is the standard power spectrum given by

Eq. (47) and the function fð�Þ has been defined in Eq. (48).
The function g�ðk; �Þ

g�ðk;�Þ� jCkj
jDkjjzkj

2�þ1 cosð��Þ
cos½��þð2�þ1Þ�k��dþ�c�

(170)

is seen to depend on the choice of the initial conditions. It has
the property that, for � ¼ 0 and the Bunch-Davies initial
conditions,g�¼0ðk; �Þ ¼ 1. In this case, and as expected, one
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can check that the modified power spectrum (169) reduces to
the standard inflationary power spectrum.We also notice that
the power spectrum (169) is still a time-dependent quantity,
contrary to the conventional case where the time dependence
cancels out. For this reason, it is convenient to evaluate it at
the end of inflation. In that case, the quantity �k� can be
rewritten as

� k� ¼ � k

k0
ð1þ �Þ e�N	=ð1þ�Þ; (171)

where k0 is the comoving wave number of the Fourier mode,
the wavelength of which equals the Hubble radius today, i.e.,
k0 ¼ a0H0. The quantity�N	 denotes the number of e-folds
spent by a mode of cosmological relevance today outside the
Hubble radius during inflation; typically, one has �N	 ’
50–60. As a consequence, the power spectrum (169) can be
reexpressed as

P 
 ðkÞ¼g�ðk;�Þ
�
1� �

k20
g�ðk;�Þfð�Þj1þ�j2�þ3

ð�þ3=2Þ
� eð2�þ3Þ�N	=ð1þ�Þ

�
k

k0

�
2�þ1

��1
P 
 ðkÞjstand: (172)

Let us notice that, inEq. (170), the quantities jzkj of Eq. (156)
and �k must now be written as

jzkj ¼
�
1þ 4

�2

k40

�
k0
k

�
4
�
1=4

; (173)

�k ¼ � 1

2
arctan

�
2
�

k20

�
k0
k

�
2
�
; (174)

such that the amplitude of the CSL correction is controlled by
the dimensionless ratio�=k20. The formula (172) is one of the

main results of this article and the corresponding power
spectra for different values of the ratio �=k20 are represented
in Fig. 5.

Let us now discuss in more detail the CSL power spec-
trum (172). First, we notice that, in the short-wavelength
regime k=k0 ! 1, the power spectrum reduces to P 
 ðkÞ ’
g�ðk; �ÞP 
 jstand. Moreover, in this limit, we see that

jzkj!1 and �k ! 0. As a consequence, an almost scale
invariant (namely, nS ¼ 2�þ 4 with � & �2) power
spectrum is recovered if one assumes the Bunch-Davies
initial conditions, jCkj ¼ jDkj and �d � �c ¼ 0 since, in
that case, g�ðk; �Þ ¼ 1. This almost scale invariant branch

of the power spectrum is clearly seen in Fig. 5. Second,
there is clearly another regime which corresponds to the
case where the second term in the square brackets in
Eq. (172) starts playing a role. If we neglect factors of
order one, this happens at k ¼ k�, where k� solves

�

k20
g�ðk�; �Þ eð2�þ3Þ�N	=ð1þ�Þ

�
k�
k0

�
2�þ1 ’ 1: (175)

The value of g� is mainly controlled by the value of jzkj
which is always close to unity provided that k � kz with

kz
k0

� ffiffiffi
2

p �
�

k20

�
1=2

: (176)

Then, let us assume that g� ’ 1when the condition (175) is

met. In this case, the scale k� can be expressed as

k�
k0

�
�
�

k20

��1=ð1þ2�Þ
exp

�
� 2�þ 3

ð�þ 1Þð2�þ 1Þ�N	
�
: (177)

Choosing the fiducial value � ’ �2 leads to k�=k0 �
ð�=k20Þ1=3 expð�N	=3Þ. One can check that, indeed,

k� � kz and, therefore, assuming g� ’ 1 was, in retro-

spect, valid. As a consequence, in the range k � k�, the

spectrum approximately behaves as / k2�þ4=k2�þ1 ¼ k3,
that is to say with a spectral index of nS ’ 4. This second
branch is also clearly visible in Fig. 5. In addition, the
dependence in g� is canceled out which means that this

prediction is actually independent of the choice of the
initial conditions, a remarkable property indeed (this also
means that, even if k � kz, the spectral index remains the
same). Moreover, we see that this spectral index is also
independent of � which is also remarkable. In this sense,
the CSL branch of the power spectrum can be said to be
‘‘universal’’ (unfortunately not scale invariant).
We are now in a position where we can discuss the

cosmological constraints on the parameter �. From the
high accuracy measurements of the CMB anisotropies
[20–22], we know that the power spectrum is almost scale
invariant, nS ’ 1, and that a spectral index nS ¼ 4 is com-
pletely excluded. This means that the CSL branch must
correspond to scales much larger than the present Hubble
radius, in other words k�=k0 � 1. This condition means

that, for � ’ �2, one has

FIG. 5 (color online). Ratio of the power spectrum given by
Eq. (172) to the standard power spectrum given by Eq. (47) for
different values of the parameter �=k20 (and for � ¼ �2:01, a
value leading to a standard power spectrum close to scale
invariance). The number of e-folds between Hubble radius
crossing and the end of inflation (for the modes of cosmological
interest today) has been taken to �N	 ¼ 60 and the initial
conditions have been chosen to be the adiabatic vacuum.
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�

k20
� e��N	 ’ 10�28: (178)

To our knowledge, this is the first time that a constraint on
the parameter � is obtained from cosmological consider-
ations (see, however, Ref. [76]). We see that the constraint
is expressed as a limit not on � itself but on the combina-
tion �=k20 where we remind the reader that k0 is the

comoving wave number of the Hubble radius today.
Looking at Eqs. (143) and (153), this was expected since
the CSL modification amounts to a redefinition of the
comoving wave number k2 ! k2 � 2i�. This means that,
in order to characterize the amplitude of the modification,
one has to compare the comoving wave number to �, hence
the ratio �=k20. The appearance of the comoving wave

number in the observational constraint reflects the fact
that the theory contains a built-in ‘‘time-dependent physi-
cal preferred scale’’ ‘�ð�Þ. In terms of physical scales, the

constraint (178) can be rewritten as

‘H
‘�

��������today
� 10�13: (179)

Clearly, the constraint is very strong and means that the
scale ‘� is very large in comparison to the Hubble radius

today. This is another illustration of the fact that squeezed
states are fragile and easily perturbed. For the CSL theory
itself, this probably means that, in order to be compatible
with cosmological inflation, an important fine-tuning is
required. Of course, this conclusion should be toned
down given the uncertainty that exists on a CSL formula-
tion of quantum field theory as discussed in Sec. VA. One
might argue for instance that the above result could be due
to the fact that our modified Schrödinger equation is not
necessarily the appropriate one in the context of quantum
field theory. It would also be interesting to compare the
cosmological constraint with the other constraints on �
derived in the literature. But, as explained before, because
we assumed v̂k to be the preferred basis for the collapse,
our parameter � is actually different from the parameter �
considered elsewhere, in particular it has a different di-
mension. This complicates tremendously any comparison
with other systems.

Finally, before closing this section, let us discuss the
following question. In this article, we have defined the
power spectrum in the CSL theory by means of the formula
Eðhv̂2

kiÞ � Eðhv̂ki2Þ. However, there is an issue regarding

this definition. Indeed, it is clear that it does not go to zero
when the parameter � vanishes. Actually, it tends towards
the standard result when the Schrödinger equation is re-
covered. However, it was argued in Ref. [112] that the
power spectrum should go to zero in the limit where
� ! 0 and, therefore, cannot be given by the definition
used above. The reason advocated by Ref. [112] is that,
without a collapse, the theory remains homogeneous
and isotropic and, as a consequence, there is simply no

perturbations at all. This has led Ref. [112] to define the
CSL power spectrum by Eðhv̂ki2Þ � E2ðhv̂kiÞ, a quantity
which indeed vanishes when � ! 0 and differs from the
previous one. In this last paragraph, we explore the differ-
ence between these two alternative definitions. At any
time, the wave function can always be expanded as

�ð�; vkÞ ¼
Z

�ð�; �vkÞ�ðvk � �vkÞd �vk; (180)

where the superscripts ‘‘R, I’’ have been ignored for con-
venience. If a dynamical collapse of the wave function
takes place then� is projected (collapsed) on an eigenstate
of the operator v̂k, namely

� ! �col � �ðvk � �vkÞ; (181)

where �vk depends on the specific realization under consid-
eration, then one obviously has

h�coljv̂2
kj�coli ¼ h�coljv̂kjc coli2;

¼ �v2
k: (182)

Therefore, for each realization, one has hv̂2
ki ¼ hv̂ki2, once

the wave function has collapsed. Since this is true for all
realizations, it remains the case after taking the stochastic
average. Therefore, after the collapse, one can write

E ðhv̂2
kiÞ ¼ Eðhv̂ki2Þ; (183)

and this remains true for any Hermitian operator. Note that
this argument strongly depends on the fact that the wave
function has actually collapsed to an eigenstate of the
operator v̂k. For instance, in the case of a harmonic oscil-
lator studied in Sec. IVB, it was shown that the asymptotic
state is not exactly a Dirac wave function, but a Gaussian
state the spread of which does not vanish for finite values
of �. In that situation, the two above expressions are not
identical.
On the other hand, the second terms in both definitions

of the power spectrum differ

E ðhv̂ki2Þ � E2ðhv̂kiÞ; (184)

so the two spectra do not coincide even after the collapse.
The difference ultimately boils down to the fact that it is
built out of a standard deviation which is not a Hermitian
operator. This is a generic question for the predictions of
any theory mixing different kinds of averages (in the case
at hand, quantum and stochastic) whenever nonlinear com-
binations of Hermitian operators are involved.

VI. THE COLLAPSE OF COSMOLOGICAL
PERTURBATIONS

In this section, we investigate the collapse mechanism
and its dynamics in more detail. In particular, we calculate
the collapse time and compare it with the cosmological
characteristic times. For this purpose, we now consider the
following double Gaussian quantum state [73]:
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�kð�;vkÞ¼ jNð1Þ
k ð�Þjexpf�<e�ð1Þ

k ð�Þ½vk� �vð1Þ
k ð�Þ�2

þ i�ð1Þ
k ð�Þþ i�ð1Þ

k ð�Þvk� i=m�ð1Þ
k ð�ÞðvkÞ2g

þjNð2Þ
k ð�Þjexpf�<e�ð2Þ

k ð�Þ½vk� �vð2Þ
k ð�Þ�2

þ i�ð2Þ
k ð�Þþ i�ð2Þ

k ð�Þvk� i=m�ð2Þ
k ð�ÞðvkÞ2g;

(185)

where, as before, jNð1;2Þ
k j, <e�ð1;2Þ

k , �vð1;2Þ
k , �ð1;2Þ

k , �ð1;2Þ
k and

=m�ð1;2Þ
k are real, possibly stochastic, numbers. The super-

scripts ‘‘R, I’’ have not been written for convenience but it
should be remembered that they are of course present.
Inserting the above state into the modified Schrödinger
equation leads to the following set of formulas:

jNð1;2Þ
k j0

jNð1;2Þ
k j ¼ =m�ð1;2Þ

k þ �

4<e�ð1;2Þ
k

� ffiffiffiffi
�

p ½hv̂ki � �vð1;2Þ
k �

� dW�

d�
� �

2
½hv̂ki � �vð1;2Þ

k �2; (186)

½<e�ð1;2Þ
k �0 ¼ �þ 4½<e�ð1;2Þ

k �½=m�ð1;2Þ
k �; (187)

½=m�ð1;2Þ
k �0 ¼�2½<e�ð1;2Þ

k �2þ2½=m�ð1;2Þ
k �2þ1

2
!2ð�;kÞ;

(188)

½ �vð1;2Þ
k �0 ¼ �ð1;2Þ

k þ
ffiffiffiffi
�

p
2<e�ð1;2Þ

k

dW�

d�
� 2½=m�ð1;2Þ

k � �vð1;2Þ
k

þ �

<e�ð1;2Þ
k

½hv̂ki � �vð1;2Þ
k �; (189)

½�ð1;2Þ
k �0 ¼ �<e�ð1;2Þ

k þ 2½<e�ð1;2Þ
k �2½ �vð1;2Þ

k �2

� 1

2
½�ð1;2Þ

k �2; (190)

½�ð1;2Þ
k �0 ¼ �4½<e�ð1;2Þ

k �2 �vð1;2Þ
k þ 2�ð1;2Þ

k ½=m�ð1;2Þ
k �:
(191)

These equations should be compared to Eqs. (145)–(150).
They are obviously very similar except the two last terms
of Eq. (186) and the last term of Eq. (189) which are new.
In the case of a single Gaussian, one has hv̂ki ¼ �vk and
these terms disappear. In the present case, the expression of
hv̂ki is a very complicated function of all the parameters
describing the wave function. Let us also notice that, since

the evolution of �ð1;2Þ
k and �ð1;2Þ

k depends on �vð1;2Þ
k , these

quantities also feel the coupling between the two Gaussian
components. However, one can see that the equations of

motion for<e�ð1;2Þ
k and =m�ð1;2Þ

k decouple from the other

equations of motion and form an independent and closed
subsystem. This means that the evolution of these two
functions is identical to that of their counterpart in the
simple Gaussian case and, moreover, that, if the initial

conditions are chosen to be the same, �ð1Þ
k ¼ �ð2Þ

k at any

subsequent time. From now on, for this reason, the super-
scripts ‘‘(1)’’ and/or ‘‘(2)’’ on these quantities will be
dropped.
It should be clear that the above system of differential

equations is rather complicated to study. However, as we
shall see, the most relevant properties of the evolution of
the double Gaussian quantum state can be analyzed in a
rigorous way. In particular, it is interesting to introduce the

function �kð�Þ � ln½jNð2Þ
k j=jNð1Þ

k j�, see Ref. [73]. This

quantity characterizes the relative importance of one
Gaussian component to the other and, therefore, provides
a criterion to decide whether the collapse has taken place.
The superposition of the two Gaussian quantum states
reduces to one of them when j �k j goes to infinity. In
practice, the collapse will be said to have occurred when
j �k j >b with, say, b� 10 [73]. Then, by subtracting the
two equations (186), one arrives at the following evolution
equation for �k

d�k

d�
¼ ffiffiffiffi

�
p ½ �vð2Þ

k � �vð1Þ
k � dW

d�

� �½ �vð2Þ
k � �vð1Þ

k �½ �vð1Þ
k þ �vð2Þ

k � 2hv̂ki�: (192)

This equation remains complicated because of the presence
of the term hv̂ki. However, the calculation can be simplified
if one assumes that the two Gaussian components of the
wave function do not overlap, i.e., have separate supports.

Technically, this means that <e�k½ �vð2Þ
k � �vð1Þ

k �2 � 1,
leading to the following simple formula:

hv̂ki ’ jNð1Þ
k j2 �vð1Þ

k þ jNð2Þ
k j2 �vð2Þ

k

jNð1Þ
k j2 þ jNð2Þ

k j2 : (193)

Inserting this formula into Eq. (192) and defining Xk by

Xk � �vð2Þ
k � �vð1Þ

k , one obtains the following expression:

d�k

d�
¼ ffiffiffiffi

�
p

Xk

dW�

d�
þ �X2

k tanhð�kÞ: (194)

This stochastic differential equation can be further simpli-
fied. Indeed, using the new timelike variable [73]

sk � �
Z �

�ini

X2
kðuÞdu; (195)

Eq. (194) can be rewritten as

d�k

dsk
¼ dWs

dsk
þ tanhð�kÞ; (196)

where

Ws ¼ ffiffiffiffi
�

p Z sk

0
XkdW� (197)

is another Wiener process with respect to the time
variable sk.
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A. Collapse time: Definition

Let us now study the stochastic differential equation
driving the evolution of �k in more detail. In particular,
we would like to know howmuch time it takes for the wave
function to collapse or, in technical terms, we would like to
determine the value of sk such that j�kj> b. The quantity
�k being stochastic, two complications arise. First, once it
has reached a value larger than b, there is no guarantee that
it will stay in this region. The random behavior of �k could
temporally bring it back to the region j�kj � b. However,
since the average trend is clearly to have a collapse, this
would happen for a limited amount of time only before �k

returns in the regime where j�kj 
 b. For this reason, we
will consider that the wave function has collapsed when �k

has crossed the value
b for the first time. Technically, this
means that we are led to define the ‘‘collapse time,’’ Sk, as
Sk � infðskÞ such that j�kðskÞj> b, see also Ref. [73]. A
second issue is that, clearly, the value of Sk will differ from
one realization to the other or, in other words, that Sk is still
a random variable. Therefore, we will rather define the
collapse time as the ensemble average value of Sk but we
will also be interested in calculating its higher order
momenta.

We now seek an explicit expression for the quantity Sk.
It can be obtained in the following manner. Let us consider
a function cð�kÞ that we do not characterize in more detail
for the moment (but see below). It can always be Taylor
expanded in d�k. At second order, the result reads

cð�kþd�kÞ¼ cð�kÞþc0ð�kÞd�kþ1

2
c00ð�kÞd�2

kþOðd�3
kÞ;

(198)

where d�k is given by Eq. (196). At first order in dsk, this
leads to

dc½�kðskÞ� ¼ c0½�kðskÞ�dWs þ c0½�kðskÞ� tanh½�kðskÞ�dsk
þ 1

2
c00½�kðskÞ�dsk: (199)

Then, integrating the above expression between sk ¼ 0
where �kðsk ¼ 0Þ ¼ b0 and sk ¼ Sk where �kðsk¼SkÞ¼

b, one gets the following (Itô) formula:

cð
bÞ � cðb0Þ ¼
Z Sk

0
c0½�kðskÞ�dWs þ

Z Sk

0

�
c0½�kðskÞ�

� tanh½�kðskÞ� þ 1

2
c00½�kðskÞ�

�
dsk:

(200)

At this stage, we now specify the function c. We require it
to be the solution of the differential ordinary equation

1

2
c00ðxÞ þ tanhðxÞc0ðxÞ ¼ �1; (201)

with boundary conditions cð�bÞ ¼ cðþbÞ ¼ 0. It is easy
to show that cðxÞ ¼ b tanhðbÞ � x tanhðxÞ. This means that

the first term on the left-hand side of Eq. (200) vanishes
and that the integrand of the second term on the right-hand
side is just �1. Therefore, Eq. (200) can be rewritten as

Sk ¼ cðb0Þ þ
Z Sk

0
c0½�kðskÞ�dWs; (202)

and this gives an (implicit) expression for the quantity Sk.
Finally, by averaging over all realizations, one obtains [73]

E ðSkÞ ¼ cðb0Þ ¼ b tanhðbÞ � b0 tanhðb0Þ: (203)

The fact that the stochastic average of the integral in
Eq. (202) vanishes comes from the fact that c0½�kðskÞ�
depends only on stochastic events occurring at s0k < sk.
As a consequence, it can be expressed as an integration
over ds0k and dWs0 where s0k < sk. Since EðdWs0dWsÞ ¼
�ðs0k � skÞds2k, at first order in dsk, the stochastic average

of the integral term in Eq. (202) vanishes. Actually, things
are slightly more complicated since the upper bound of this
integral, Sk, is a stochastic quantity itself. Therefore, the
averaging process should also be carried out on this upper
bound, and a generalized demonstration which includes
this case can be found in Ref. [113] (theorem 1 on p. 28).
In order to characterize better the properties of this

collapse time, it is also important to determine its variance.
Interestingly enough, the same technique described above
can be used in order to calculate iteratively higher orders of
Sk. Upon using Eq. (202) one has

E ðS2kÞ ¼ c2ðb0Þ þ
Z Sk

0
c02½�kðskÞ�dsk: (204)

We see that we now need to evaluate the integral in the
above expression. For this purpose, we consider a new
function eð�kÞ. As was done before, it can be Taylor
expanded and this leads exactly to Eq. (200) (with, of
course, c replaced by e). Compared with the proof that
allowed us to obtain EðSkÞ, at this point, the strategy
changes. We now require the function eðxÞ to be the
solution of the following ordinary differential equation
[compare with Eq. (201)]:

1

2
e00ðxÞ þ tanhðxÞe0ðxÞ ¼ �e02ðxÞ; (205)

with boundary conditions eð�bÞ ¼ eðbÞ ¼ 0. As before,
one can use this differential equation into the Itô formula to
simplify the second integral in Eq. (204) [more precisely,
the integrand is replaced by�e02ðxÞ]. Taking the stochastic
average of the resulting equation, one gets

eðb0Þ ¼
Z Sk

0
e02½�kðskÞ�dsk: (206)

As a consequence, we deduce that

E ðS2kÞ ¼ c2ðb0Þ þ eðb0Þ: (207)

The only thing which remains to be done is to solve
Eq. (205). In fact, it turns out to be more convenient to
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solve the slightly simpler differential equation satisfied by
e1ðxÞ � c2ðxÞ þ eðxÞ, namely e001 ðxÞ=2þ tanhðxÞe01ðxÞ ¼�2cðxÞ, with boundary conditions e1ð�bÞ ¼ e1ðbÞ ¼ 0.
It is straightforward to show that e1ðxÞ ¼ x2 � b2þ
½1þ 2b tanhðbÞ�½b tanhðbÞ � x tanhðxÞ�. Then, the second
moment of S can be simply expressed as EðS2kÞ ¼ e1ðb0Þ
which, therefore, gives an explicit expression for the vari-
ance of the collapse time. Since b is supposed to be a large
number b � 1 and if we assume that the two Gaussians
have comparable initial weights which implies that b0 � 0,
then one obtains, at leading order in b,

EðSkÞ ’ b; (208)

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðS2kÞ � E2ðSkÞ

q
’ ffiffiffi

b
p

: (209)

These two equations tell us that the relative standard

deviation scales as 1=
ffiffiffi
b

p
and, therefore, that the distribu-

tion of Sk becomes more peaked as b increases. For this
reason, in the following, we will simply estimate the
collapse time by means of the sloppy requirement that
sk ¼ b. Finally, let us mention that one could also apply
the technique used in this section in order to determine the
higher order correlation functions of the process Sk.

B. Collapse time in the sub-Hubble regime

In the last section, we have explained how to determine
the collapse time in terms of the variable sk. In order to
translate this result in terms of a more physical time
(conformal time or, better, number of e-folds), we need
to use Eq. (195) which, in turn, requires the knowledge of
the function Xk. This one cannot be determined in full
generality but it is easy to characterize it in the sub- and
super-Hubble regimes. In this section, we investigate the
sub-Hubble regime.

Let us define Kk � �ð2Þ
k � �ð1Þ

k . This quantity measures

the shift in momentum between the two Gaussian compo-
nents of the wave function (185) (we recall that Xk mea-
sures the shift in position). Then, taking the difference
between the versions ‘‘(1)’’ and ‘‘(2)’’ of Eq. (189) on
the one hand, and versions ‘‘(1)’’ and ‘‘(2)’’ of Eq. (191)
on the other hand, we arrive at a closed system which can
be written in a matrix form, namely

d

d�

Xk

Kk

 !
¼ �2=m�k � �

<e�k
1

�4ð<e�kÞ2 2=m�k

 !
Xk

Kk

 !
:

(210)

At this stage, there is no approximation and the above
equation is general. In the sub-Hubble regime, one can
use Eq. (164) to simplify the expressions of <e�k and
=m�k. Moreover, we are mainly interested in computing
the collapse time for the modes that correspond to the
(almost) scale invariant part of the power spectrum since
it is clearly less interesting to compute this quantity in a

regime that is already excluded by the data. As was dis-
cussed before, this amounts to considering that �=k2�1.
Under those conditions, one has <e�k ! k=2 and
=m�k ! ��=ð2kÞ and Eq. (210) can be reexpressed as

d

d�

Xk

Kk

 !
¼ ��=k 1

�k2 ��=k

 !
Xk

Kk

 !
: (211)

This system of differential equations can be integrated and
the solution reads

Kkð�Þ ¼ e��ð���iniÞ=kfKk;ini cos½kð�� �iniÞ�
� kXk;ini sin½kð�� �iniÞ�g; (212)

Xkð�Þ ¼ e��ð���iniÞ=k
�
Xk;ini cos½kð�� �iniÞ�

þ Kk;ini

k
sin½kð�� �iniÞ�

�
; (213)

where Kk;ini and Xk;ini are two integration constants con-

veniently chosen to be the values of Kk and Xk at initial
time � ¼ �ini. For simplicity, we now consider a situation
such that Kk;ini ¼ 0. Upon using Eq. (195), one finds that

sk¼�k

4
X2
k;ini½e�2�ð���iniÞ=k�1�

��2

k3
X2
k;ini

1

1þ4�2=k4
e�2�ð���iniÞ=kfcos½2kð���iniÞ�

�sin½2kð���iniÞ��1g: (214)

If we expand the above result in �=k2 for the reason
discussed before then, at leading order, one obtains an
approximated expression for the mapping between the
variables � and sk

sk ’
kX2

k;ini

4
½1� e�2�ð���iniÞ=k�: (215)

This expression means that sk runs from 0 to kX2
k;ini=4when

� runs from �ini to infinity. Therefore, the time sk evolves
in a finite range. However, in order to be consistent, one
must have �< �	 ¼ �1=k since the equations that have
been used in order to derive sk are valid only in the sub-
Hubble regime. As a consequence, we have in fact sk 2
½0; s	� where s	 � kX2

k;ini=4f1� exp½ð2�=k2Þð1þ k�iniÞ�g.
Since we have jk�inij � 1, one can thus write s	 ’
kX2

k;ini=4½1� expð2��ini=kÞ�. If s < s	, then Eq. (215)

can be inverted in order to evaluate the (total) number of
e-folds in terms of the time variable sk. One finds

Nk ¼ ð1þ �Þ ln
�
1� k2

2�

1

k�ini

ln

�
1� 4sk

kX2
k;ini

��
; (216)

and one checks that if sk ¼ 0 then Nk ¼ 0, if sk ¼ s	 then
N ! 1, and that the condition s < s	 is sufficient to guar-
antee that the above expression is well defined.
Let us now discuss the above results in more detail. First,

we notice in Eqs. (212) and (213) that the functions Kkð�Þ
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and Xkð�Þ tend to zero when �� �ini � 1. When this
happens, the two Gaussians have the same mean in position
and momentum; in other words the two Gaussians have
merged. This ‘‘merging phenomenon’’ seems to be a ge-
neric feature and can also be observed for the free particle
[73] and/or the harmonic oscillator in Minkowski space-
time. Therefore, it does not come as a surprise that it also
shows up in the sub-Hubble regime where the Fourier
mode under consideration does not feel spacetime curva-
ture. This also means that it is not a peculiar property of
inflation.

The free particle situation can be studied [73] by return-
ing to Eqs. (118)–(123). It is sufficient to consider that
! ¼ 0 in those equations to obtain this case. This means
that the mode equation (125) now reads f00k � �2fk ¼ 0,
where the quantity�, defined in Eq. (126) for the harmonic

oscillator, now reads � ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2i�ℏ=m

p ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
�ℏ=m

p ð1þ iÞ and
is obtained from Eq. (126) by taking ! ¼ 0. As a conse-
quence, the solution for �ðtÞ has exactly the same form as
in Eq. (127) but now with the new � given above. This

implies that <e� ! ffiffiffiffiffiffiffiffiffiffiffiffiffi
�m=ℏ

p
=2 and =m� ! ffiffiffiffiffiffiffiffiffiffiffiffiffi

�m=ℏ
p

=2
when t ! 1. These formulas should be compared to
Eqs. (134) and (135). Then, considering the equations
of motion for a double Gaussian state, and defining X �
�x2 � �x1 and K � �2 � �1, upon using Eq. (210), one
obtains the following set of equations:

d

dt

X
K

� �
¼ � ffiffiffiffiffiffiffiffiffiffiffiffiffi

�ℏ=m
p

ℏ=m
�� � ffiffiffiffiffiffiffiffiffiffiffiffiffi

�ℏ=m
p !

X
K

� �
: (217)

This equation should be compared to Eq. (211). In particu-
lar, one notices that, here, the free particle case is not
simply obtained from this equation by considering k ¼
! ¼ 0. If we assume that Kð0Þ ¼ 0, then the solution for

XðtÞ is given by XðtÞ¼Xð0Þexpð�t
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ�=m

p Þcosðt ffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ�=m

p Þ.
We see that this solution resembles solutions (213) and
(212) obtained before. Therefore, the merging is indeed
already present for a free particle in flat spacetime and is
not a specific feature of inflation. The exponential factor is
mainly responsible for the merging and this means that the
‘‘merging time’’ of the free particle is given by

T
fp
merge ¼

ffiffiffiffiffiffiffi
m

ℏ�

s
: (218)

This expression is consistent with the merging time derived
in Ref. [73].

In order to discuss our inflationary result, one should
consider the merging time of the harmonic oscillator in-
stead of that of the free particle since this is the appropriate
limit in the sub-Hubble regime. Following the same logic
as before, it is easy to show that, for the harmonic oscil-
lator, Eq. (217) is replaced by

d

dt

X
K

� �
¼ ��ℏ=ðm!Þ ℏ=m

�m!2=ℏ ��ℏ=ðm!Þ
� �

X
K

� �
: (219)

We see that it is indeed similar to Eq. (211) if we take
! ¼ k (and m ¼ ℏ ¼ 1). The solution for XðtÞ can be
expressed as XðtÞ ¼ Xð0Þ exp½�ℏ�=ðm!Þt� cosð!tÞ, as-
suming as before Kð0Þ ¼ 0. This solution is perfectly
consistent with (212) and (213). Compared to the free
particle case, one notices that the coefficient in the expo-
nential is now different from the frequency of the trigono-
metric function. But the most important result that one can
deduce from the above considerations is that the merging
phenomenon is also present for the harmonic oscillator and
that the corresponding merging time is given by

Tho
merge ¼ m!

ℏ�
¼ !ðTfp

mergeÞ2: (220)

Let us remark that the last expression could have been
guessed on dimensional grounds.
In the case of inflation, the conformal merging time is

given by [see Eqs. (212) and (213)]

kð�merge � �iniÞ ¼ k2

�
: (221)

However, there is a new twist in the discussion. It is not
obvious that the above equation admits a solution because,
in some sense, we have a limited amount of time from �ini

to �	, the time of Hubble horizon crossing (defined by
jk�	j ¼ 1). For times such that jk�j< 1, we are no longer
in the sub-Hubble regime and the above equation can no
longer be used. But, given a value of k2=�, and an initial
time �ini, it is not obvious that there exists a time �merge

such that Eq. (221) is satisfied. In fact, there exists a
solution only if jk�inij> 1þ k2=�. This condition means
that, for a given k2=�, one can always give more time to the
system to satisfy Eq. (221) by starting its evolution earlier
(which is equivalent to increasing j�inij). It is easy to show
that the previous inequality is in fact a condition on the
total number of e-folds during inflation (� & �2), namely

NT * �N	 þ ln

�
1þ k2

�

�
; (222)

where �N	 ’ 50 for the modes of cosmological interest
today. If this condition is met, then the merging occurs
after N

merge
k with

N
merge
k ¼ � ln

�
1þ k2

�k�ini

�
: (223)

Moreover, the term k2=ð�k�iniÞ is of the order
�k2e�NTþ50=� and it seems reasonable to assume that it
is small. Indeed, typically, the total number of e-folds
during inflation is very large and, even if k2=� � 1, the
factor e�NT will entirely compensate its influence (to be
more concrete, we know that k2=� * 1028 but NT can
easily be larger than, say, 1000 and can even be as large
as 108). Then, the merging time during inflation can be
approximated by
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N
merge
k ’ � k2

�k�ini

� 1: (224)

We see that this expression scales as / k=�, in full agree-
ment with the previous considerations on the harmonic
oscillator, see Eq. (220).

Let us now study the collapse time. First of all, the
collapse can occur in the sub-Hubble regime only if
b < s	. If we use the expression of s	 and assume, as
before, that k2=ð�k�iniÞ � 1, then s	 ’ kX2

k;ini=4 and the

condition for having the collapse in the sub-Hubble regime
can be simply rewritten as

b � kX2
k;ini

4
: (225)

If this condition is satisfied, then the ‘‘e-fold collapse
number’’ of the mode under consideration is obtained by
putting sk ¼ b in the above expression (216). Upon using
the same assumptions as before, we obtain that

Ncol
k ’ � 2b

�X2
k;ini�ini

� 1: (226)

At this point, several remarks are in order. First, we notice
that Ncol

k =Nmerge
k ¼ 4b=ðkX2

k;iniÞ � 1. This means that the

collapse occurs on a much smaller time scale than the
merging. This property was also noticed in the case of a
free particle inRef. [73]. Thismeans that themerging cannot
be viewed as a substitute for the collapse. Second, we notice
that Ncol

k is actually independent of k. We interpret this fact

as meaning that, on sub-Hubble scales, the mode under
consideration must behave as in flat spacetime. Indeed, for
a free particle or the harmonic oscillator in Minkowski
spacetime, the condition for the collapse to occur can be

written as s¼�
R
X2ð�Þd�’�Xð0Þ2Tfp;ho

col ¼b, where we

have usedXðtÞ ’ Xð0Þ sincewe have shown that themerging
takes place on a much longer time scale. This implies that

T
fp;ho
col ’ b

�Xð0Þ2 ; (227)

and one verifies that it is similar to Eq. (226). Therefore, if
the collapse occurs on sub-Hubble scales, its properties are,
as expected, similar to what happens in flat spacetime.
Finally, if one starts from an initial state made of several
well-separated Gaussian wave functions, the previous cal-
culation suggests that it will almost instantaneously turn into
a single Gaussian state. As a matter of fact, it is a general
property [64,114] of the CSL dynamics that it asymptoti-
cally leads to Gaussian states. A posteriori, this remark
reinforces the assumption of using a Gaussian state for the
calculation of the spectrum in Sec. VD.

When condition (225) is not satisfied, there will be no
collapse on sub-Hubble scales. However, we can still hope
it will happen on super-Hubble scales. In fact, the claim
that the collapse has occurred depends on the value chosen
for b. Before, we used b ’ 10 and for this value, given that
our working assumption is kX2

k;ini � 1, condition (225) is

probably always satisfied. Therefore, it is only if we are
more demanding about the criterion that defines the col-
lapse that this condition can be violated. It is clear that a
more stringent criterion takes more time to be satisfied and,
in this case, the time ‘‘at our disposal’’ in the sub-Hubble
regime may not be sufficient. In this situation, we have to
consider the super-Hubble regime. In the next section, we
turn to this case and show that the collapse is less efficient
on large scales than it is on small scales.

C. Collapse time in the super-Hubble regime

In this section, we repeat the previous discussion but
now in the super-Hubble regime. Therefore, we restart
from equations (210) but now use the super-Hubble limit
(166) and (167) for <e�k and =m�k. For the modes of
cosmological interest today in the (almost) scale invariant
branch of the CSL power spectrum, one has �=k2 ��1 and
the solution for Xkð�Þ can be simply written as

Xkð�Þ ’ Xk	ð�k�Þ�þ1; (228)

where Xk	 is the value of Xkð�Þ when the mode under
consideration k crosses the Hubble radius. One can see that
Xkð�Þ increases with time contrary to what happens in the
sub-Hubble regime. From this expression, it is easy to
derive the relation between sk and the conformal time.
One obtains

sk ¼ � �

k2
kX2

k	
2�þ 3

½ð�k�Þ2�þ3 � 1�: (229)

The last formula is valid only on super-Hubble time, that
is to say for �> �	 ¼ �1=k. At � ¼ �	, sk ¼ 0 and then
sk ! 1 as � ! 0. From this expression, it is also possible
to relate the time variable sk and the number of e-folds.
One arrives at

Nk ¼ N	 þ 1þ �

2�þ 3
ln

�
1� k2

�

2�þ 3

kX2
k	

sk

�
: (230)

This expression is always well defined because 2�þ3<0.
One verifies that sk ¼ 0 corresponds to Nk ¼ N	.
Let us now derive the time of collapse. As usual, it is

obtained by sk ¼ b. As a consequence, it is simply given by

Ncol
k ¼ N	 þ 1þ �

2�þ 3
ln

�
1� k2

�

2�þ 3

kX2
k	

b

�
: (231)

As a first check of this equation, we notice that, when
� ! 1, Ncol

k ’ N	. Of course, this result is expected since

a large value of�means that the collapsemechanism is very
efficient and, therefore, that the wave function almost in-
stantaneously collapses. On the other hand, formula (231)
can be further simplified. Indeed, if the collapse has not
taken place on sub-Hubble scales, it is also the case for the
merging since Ncol

k =N
merge
k � 1. As a consequence, Xkð�Þ

has not evolved much and one can replace Xk	 by Xk;ini.

Moreover, for the same reason, one must have b *

kX2
k;ini=4, see also Eq. (225). In addition, we know that
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k2=� � 1. Therefore, the first term in the argument of the
logarithm in Eq. (231) can be neglected. For � ’ �2, this
equation can be rewritten as

Ncol
k � N	 ’ ln

�
k2

�

�
þ ln

�
b

kX2
k;ini

�
: (232)

Of course the result will depend on what we require for b
and what we assume for Xk;ini. However, it seems reason-

able to assume that the second logarithm will not lead to a
dominant contribution. If this is the case, then our result
simply says that the wave function collapses just
lnðk2=�Þ e-folds after the Hubble radius crossing. Given
the constraint obtained from the measurement of the power
spectrum in Eq. (178), one already knows thatNcol

k � N	 *
28. Smaller values of �=k2 would of course lead to a larger
number of e-folds.We conclude this section by noticing that
the constraint (178) is compatible with a collapse occurring
during inflation. Only for values of � such that �=k2 �
10�50 (and b * kX2

k;ini=4) would the collapse happen after

inflation.

D. The Born rule derived

Finally, we conclude with a section where we calculate
the probabilities of collapsing to each of the two branches
of the wave function. We show that these probabilities are
given by the Born rule, which is of course expected since
the CSL theory is precisely designed to reproduce this
result, as already discussed in Sec. IV (see also Ref. [73]).

Let us denote by p1 the probability that the system
collapses on the first Gaussian branch of the wave function.
This is also the probability that, from given initial con-
ditions, the stochastic quantity �k reaches first the region
�k <�b (i.e., before the region �k > b) and that, there-
fore, one has �kðSkÞ ¼ �b. Clearly, the probability p2 that
the wave function collapses on the second branch is the
probability that �kðSkÞ ¼ b. Now, let us introduce a func-
tion c ðxÞ which is defined by

c ðxÞ � gðxÞ � gðbÞ
gð�bÞ � gðbÞ ; (233)

where gðxÞwill be specified soon. By construction, one has
c ð�bÞ ¼ 1 and c ðbÞ ¼ 0. Since, by definition, �kðSkÞ can
only take two values (namely 
b), one has

E fc ½�kðSkÞ�g ¼ p1c ð�bÞ þ p2c ðbÞ ¼ p1; (234)

and this gives us a method to calculate p1. To do so, we
follow what was explained in Sec. VIA, see in particular
Eq. (200), and we write the corresponding Itô formula

c ½�kðSkÞ� � c ðb0Þ
¼
Z Sk

0
c 0½�kðskÞ�dWs þ

Z Sk

0

�
c 0½�kðskÞ� tanh½�kðskÞ�

þ 1

2
c 00½�kðskÞ�

�
dsk: (235)

Then, let us choose the function gðxÞ such that it obeys the
equation

1

2
g00ðxÞ þ tanhðxÞg0ðxÞ ¼ 0; (236)

or, equivalently, gðxÞ ¼ tanhðxÞ. Since Eq. (233) implies
that c ðxÞ and gðxÞ are linearly related, c ðxÞ also obeys the
above differential equation. As a consequence, the second
integral in Eq. (235) vanishes. Taking the stochastic aver-
age, one obtains

E fc ½�kðSkÞ�g ¼ p1 ¼ c ðb0Þ; (237)

which is explicitly known since gðxÞ has been determined.
The probability p2 can be deduced along the same lines,

by introducing a new function c such that, this time,
c ð�bÞ ¼ 0 and c ðbÞ ¼ 1. Another method, much sim-
pler, is just to use the condition p1 þ p2 ¼ 1. The final
result reads

p1 ¼ tanhðb0Þ � tanhðbÞ
tanhð�bÞ � tanhðbÞ ; (238)

p2 ¼ tanhðb0Þ � tanhð�bÞ
tanhðbÞ � tanhð�bÞ : (239)

From the definition of �k, these two formula can be re-
written as [73]

p1 ¼ jN1ð�iniÞj2
jN1ð�iniÞj2 þ jN2ð�iniÞj2

; (240)

p2 ¼ jN2ð�iniÞj2
jN1ð�iniÞj2 þ jN2ð�iniÞj2

; (241)

which are exactly the Born rules of conventional quantum
mechanics.

VII. CONCLUSION

Let us now summarize our main findings. In this paper,
we have applied the CSL theory to inflation. Since the CSL
scenario addresses the measurement problem in quantum
mechanics, it is a priori relevant to explain how the wave
packet reduction took place in the early Universe, in the
absence of any observer. Assuming that the wave function
has to collapse on an eigenstate of the Mukhanov-Sasaki
operator, we have computed the scalar power spectrum of
cosmological perturbations and studied the dynamics of
the wave function collapse. We have found that, in order to
preserve the scale invariance of the power spectrum, it is
necessary to fine-tune the parameter � which controls the
amplitude of the CSL corrections. Typically, depending
on which temporal gauge is chosen (see the Appendix),
we have found that the dimensionless parameter that
can be constructed out of � must be smaller than
expð�a few�N	Þ, where �N	 ’ 50–60 is the number of
e-folds spent by the relevant modes outside the Hubble
radius during inflation. We have also found that the time
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available during the inflationary phase is sufficient in order
for the perturbations’ wave function to collapse. However,
due to the smallness of �, the spread of the final wave
function is too important, rendering the collapse process
not sufficiently efficient. Therefore, under the assumptions
made in this paper, it seems fair to claim that the collapse
theories cannot solve the inflationary macro-objectification
question.

The conclusions drawn above may not be as drastic as
they appear at first sight, because they are subject to some
assumptions, and in particular the choice of the collapse
operator as the Fourier space Mukhanov-Sasaki vk vari-
able: all cosmological predictions made to date are based
on this variable, rendering this choice very sensible, but it
is by no means unique (see, e.g., the discussion in
Sec. VA). Moreover, vk can be understood as a quantum
field living in a curved spacetime, so it should be treated by
a quantum field theory version of the CSL mechanism. The
present state of the art of this subject technically forbids
such a direct treatment, hence our simplifying hypothesis.
Could it be that a full relativistic version of CSL, reproduc-
ing the many successes of quantum field theory and of the
ensuing particle physics, is needed before we can even
embark in examining cosmological perturbations? We
doubt so, because cosmology, contrary to ordinary quan-
tum field theory, is endowed with a preferred timelike
direction that renders the ‘‘time-dependent Minkowski
approximation’’ accurate enough for all practical purposes.
It is left for future investigations to verify that the potential
problems raised and stringent constraints obtained in this
work could be naturally solved in a more general, yet
unknown, framework.

There are other questions that could be the subject of
further works. In particular, there is the issue that energy is
not conserved in the CSL theory. In the case of the har-
monic oscillator, this is expressed through Eq. (142). In the
case of cosmological perturbations, it is easy to show that
this leads to

d

d�
hĤ ki ¼ �

2
þ!!0hv2

ki: (242)

The CSL contribution can easily be integrated and gives

hĤ kijCSL ’ ��ini=2 at the end of inflation. Expressed in
terms of the Hamiltonian rather than the Hamiltonian
density, one arrives at

hĤijCSL ’ �4�2 �

2
�ini

Z
k2dk; (243)

which is infinite. It does not come as a surprise as it is
known that the CSL Tomanaga-Schwinger equation pre-
cisely leads to this type of divergence [67,68]. It could be
regularized by introducing an ultraviolet cutoff although
we notice on the above equation the weird property that the
infinite integral is over comoving wave numbers rather
than over physical ones. This energy nonconservation
should cause a continuous increase of energy density

during inflation. It is interesting to notice that it cannot

occur at first order in the perturbations since Eðhc��kiÞ ¼ 0.
This means that it will be important at second order only.
Then, it would be important to quantify this effect and, in
particular, to compare it to the background energy density
’ H2M2

Pl in order to check whether this leads to a back-

reaction problem.
Another point is that we have shown that the power

spectrum, contrary to what happens in the standard case,
remains a time-dependent quantity, i.e., still evolves with
time on large scales during inflation. It is therefore not
obvious that P 
 evaluated at the end of inflation is exactly

the power spectrum that should be used at recombination.
In fact, what happens just after the end of inflation is of
great interest for the cosmological consequences of CSL.
Indeed, just after inflation, the stages of preheating and
reheating begin [96–98]; this is also shown in Fig. 4.
During this phase of evolution, the inflaton field oscillates
at the bottom of its potential, ’ðtÞ / sinðmtþ �Þ=ðmtÞ
where � is a phase and m the mass of the inflaton (in the
case of power-law inflation, the potential has no minimum
and, therefore, can only be used to describe the slow-roll
regime; here, we assume that the potential can be approxi-
mated by m2’2 in the vicinity of the minimum). In this
case, the equation of motion (12) for the Mukhanov-Sasaki
variable takes the form of a Mathieu equation [99]. As is
well known, this equation possesses unstable solutions
when the parameters falls in the resonant bands. In the
case of inflation, one can show that the large-scale pertur-
bations are in the first instability band which makes vk

growing and 
k staying constant [99,100]. In the CSL case,
the corresponding Mathieu equation would read

d2vk

dz2
þ ½Ak � 2q cosð2zþ 2�Þ�vk ¼ 0; (244)

where z � mtþ �=4, ae, te denoting the scale factor and
the cosmic time at the end of inflation and with

Ak ¼ 1þ k2 � 2i�

m2a2
; (245)

q ¼ 2

mte

�
ae
a

�
3=2

: (246)

Since q � 1, in the regular case when � ¼ 0, the condition
to be in the first resonant bands, 1� q <Ak < 1þ q, is

equivalent to 0< k=a <
ffiffiffiffiffiffiffiffiffiffiffi
3Hm

p
. In the CSL case, the

coefficient Ak becomes complex. Therefore, in order to
determine the corresponding Floquet index, it now be-
comes necessary to study the instability chart of the
Mathieu equation in the complex domain. Although this
is beyond the scope of this paper, this is certainly a subject
worth investigating. In particular, it would be interesting to
see whether the instability is enhanced in this case as one
can, maybe naively, suspect. If so, maybe the preheating
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stage can put even more stringent constraints on the pa-
rameter �.

We have seen that the study of the CSL cosmological
perturbations is in fact equivalent to the study of the CSL
parametric oscillator (i.e., a harmonic oscillator with a
time-dependent frequency). The previous discussion sug-
gests that it would be interesting to investigate the case of a
parametric oscillator in the presence of a resonance in
the CSL framework. In quantum field theory, this is a
common situation and typical examples are the dynamical
Schwinger effect [115] (the analogy between cosmological
perturbations and the Schwinger effect was discussed in
Ref. [15]) or the dynamical Casimir effect [116] which was
recently observed for the first time [117] in the laboratory.
In fact, if we want to avoid the objection that the quantum
field CSL theory is not yet ready, it would be even more
interesting to find a nonrelativistic system governed by a
Mathieu equation and to investigate its behavior within the
CSL theory. We believe that all of the equations presented
in the present article can be straightforwardly applied to
this case. Here, we suggest that a Paul trap [118] could be
such an example. As for the inflationary preheating, we
expect the coefficients of the Mathieu equation to become
complex because of the �2i� term. This will probably
make the system extremely unstable and, as a conse-
quence, it will probably be possible to put very tight
constraints on the value of �. We hope that this case will
be treated in details soon.
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APPENDIX: ‘‘GAUGE INVARIANCE’’ OF
THE CSL POWER SPECTRUM

In section VA, we discussed the choice of the collapse
operator, i.e., the operator that appears in the nonlinear and
stochastic part of the modified Schrödinger equation. In
principle, this operator should be determined by a more
fundamental theory. However, the CSL model is just a
phenomenological approach and the collapse operator is
just put by hand in order to match what we observe when
an experiment or an observation is performed (the position
of a spot in a detector, the energy density of a field, etc.). In
the case of the cosmological primordial perturbations, we
have argued that the Mukhanov-Sasaki variable v̂k is the
most sensible choice. But this variable often appears fac-
torized by a background quantity, typically a power of the
scale factor að�Þ. Therefore, instead of v̂k, one could very
well choose the collapse operator to be hðaÞv̂k, where h is
a priori an arbitrary function of the scale factor a. After all,
v̂k and hðaÞv̂k share the same eigenspectrum and drive the
system towards the same target states with the same prob-
abilities. But the point is that, a priori and as is discussed in
detail below, this does not lead to the same solution for the

mode function fkð�Þ and, therefore, a priori, for the power
spectrum.
In fact, this issue is related to an even more fundamental

problem. Indeed, one could claim that the conformal time
� used in this paper to write the modified Schrödinger
equation is not the physical one and that one should use
instead, say, the cosmic time t (of course, the discussion
also applies to any other time variables related to� through
a transformation that depends only on the background). In
fact, a choice of time is equivalent to a choice of h since it
has the same effect on the modified Schrödinger equation.
And, of course, as already mentioned, one could worry that
different choices lead to different predictions. Therefore,
the phenomenological approach used in this article suffers
from what can be called a temporal gauge problem. This
problem probably originates from the fact that the CSL
equation is not covariant under diffeomorphisms (contrary
to the standard theory of cosmological perturbations).
In this appendix, we investigate this question, showing

the remarkable property that the conclusions obtained in
this paper for hðaÞ ¼ 1 are in fact valid for any other
functions h. It is true that the detailed shape of the power
spectrum depends on the gauge but its global properties are
independent of the choice of h. This means that, a priori
for any h allowing meaningful initial conditions, the power
spectrum of cosmological perturbations has a broken
power-law shape, with nS ¼ 1 at small wavelengths and
nS ¼ 4 at large wavelengths. As a consequence, the re-
quirement of moving the non-scale-invariant part of the
spectrum beyond the Hubble radius today always leads to
extreme constraints on the parameter �.
Let us now consider the modified Schrödinger equation

of motion for �k in the CSL picture, with spontaneous
localization on the hðaÞv̂k eigenmanifolds. It reads

d�R
k ¼

�
�iĤ

R
kd�þ ffiffiffiffi

�
p

hðaÞðv̂R
k � hv̂R

k iÞdW�

� �

2
h2ðaÞðv̂R

k � hv̂R
k iÞ2d�

�
�R

k ; (A1)

and a similar equation for �I
k. This equation should be

compared with Eq. (143), the only difference being that the
operator v̂k is nowmultiplied by hðaÞ. Parametrizing�k as
in Eq. (144) using again �k ¼ �if0k=ð2fkÞ, one is led to

the following equation for the mode function

f00k þ ½!2ð�; kÞ � 2i�h2ðaÞ�fk ¼ 0: (A2)

This expression should be compared with Eq. (153): as
expected, the only difference is that an extra h2ðaÞ appears
in front of the � term. For simplicity, let us choose h to be a
simple power law and let us assume the inflationary dy-
namics to be close to a de Sitter universe að�Þ ’ �‘0=�.
Then, the mode function can be reexpressed as

f00k þ
�
k2 � 2

�2
� 2i�ap

�
fk ¼ 0: (A3)
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If p < 0, the Bunch-Davies vacuum state cannot be chosen
at the onset of inflation since the k2 term does not dominate
in the parenthesis. This means that one must work with
p 
 0. In this paper the case p ¼ 0 [i.e., hðaÞ ¼ 1] has
been studied, hence one only needs to study the p > 0
cases. It is interesting first to notice that the cases p > 0
provide a natural amplification phenomenon depending on
the physical length of the mode since the amplitude of the
term proportional to � now increases as the mode is
stretched by the growth of the scale factor. This is consis-
tent with the physical intuition which tells us that the
collapse should occur for macro extended objects only. If
p > 2, the term proportional to � dominates the dynamics
at the end of inflation, when k� goes to 0, and one can
expect the power spectrum scale invariance to be de-
stroyed. Therefore, if p is an integer, we are left with the
cases p ¼ 1 and p ¼ 2 that we now study.

If p ¼ 1, the general solutions of Eq. (A3) can be ex-
pressed in terms of Whittaker functions W�;�ðzÞ [101,102]
as

fkð�Þ ¼ CkW�‘0=k;3=2ð2ik�Þ þDkW��‘0=k;3=2ð�2ik�Þ;
(A4)

where Ck and Dk are integration constants that can be
determined by choosing the Bunch-Davies vacuum state
for the initial conditions. This leads to Ck ¼ 0. Then, in
the limit where k� goes to 0, <e�kð�Þ can be Taylor
expanded, and this provides a simple expression for this
quantity. In particular, we find that<e�k=k ¼ �‘0=ð2kÞ þ
Oðk�Þ, showing that, in this case, the spread does not
diverge in the large-scale limit and that, as a consequence,
the localization of the wave function becomes much more
accurate. Moreover, since the inverse of <e�k is basically
P 
 , this allows us to calculate the power spectrum, provided

we push the expansion to higher orders. One obtains

P 
 ðkÞ ¼ g

�
‘0�

k

��
1þ ‘0�

k0
g

�
‘0�

k

�
e2�N	

�
k0
k

�
3

� 2
‘0�

k
g

�
‘0�

k

��
1� ‘20�

2

k2

�
ln

�
2
k

k0
e��N	

���1

� P 
 ðkÞjstand; (A5)

where P 
 jstand is the standard power spectrum (47), and

where gðxÞ is defined by
1

gðxÞ �1þ3x�3x2�x3�2xð1�x2Þ½c ð2þxÞ�2c ð1Þ�;
(A6)

c ðxÞ being the digamma Euler function [101,102]. Let us
notice that, in Eq. (A5), we have sometimes introduced the
quantity ‘0�=k. Of course, the most convenient way of
dealing with this quantity is to express it as ð‘0�=k0Þk0=k
such that the dimensionless small parameter ‘0�=k0 explic-
itly appears. The spectrum given by Eq. (A5) should be
comparedwith the one obtained in Eq. (172) with the choice

h ¼ 1. They share the same broken power-law structure,
with a scale-invariant part nS ’ 1 at small scales and a
branch with nS ¼ 4 on large scales. This spectrum is dis-
played in Fig. 6 for different values of the parameter ‘0�=k0.
The break in the power spectrum appears at k3=k30 ’

‘0�=k0e
2�N	 . Therefore, in order for the non-scale-

invariant part of the power spectrum to be outside the
Hubble radius, one must have

�‘0
k0

� e�2�N	 ’ 10�53: (A7)

This equation should be compared to Eq. (178). We see
that, in the present case, we also obtain a constraint that can
be considered as ‘‘extreme’’. In other words, it seems that a
very important fine-tuning is necessary to maintain the
consistency of the CSL predictions with the CMB obser-
vations. We also notice that, instead of �=k20, it is now the

combination �‘0=k0 that is constrained. Of course, this is
just the consequence of the fact that, as already discussed,
changing the collapse operator can change the dimension
of the parameter �. In some sense, we face again the
discussion of the temporal gauge issue.
Let us now turn to the case p ¼ 2 in Eq. (A3). The

general solutions of this equation can be expressed in terms
of Bessel functions with a complex order [101,102],
namely

fkð�Þ ¼ Ck

ffiffiffiffiffiffiffiffiffiffiffi�k�
p

J3
2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ8

9i�‘
2
0

p ð�k�Þ

þDk

ffiffiffiffiffiffiffiffiffiffiffi�k�
p

J�3
2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ8

9i�‘
2
0

p ð�k�Þ; (A8)

where Ck and Dk are integration constants that can
be determined by requiring, as usual, the initial state to

be the Bunch-Davies vacuum. This leads to Ck ¼
�Dke

3i�=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ8=9i�‘20

p
. In the limit where k� goes to 0,

FIG. 6 (color online). Ratio of the power spectrum given by
Eq. (A5) (p ¼ 1) to the standard power spectrum given by
Eq. (47) for different values of the parameter �‘0=k0.
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<e�k can be Taylor expanded and, at first order in the
parameter �‘20, the power spectrum reads

P 
 ðkÞ ’
�
1þ 2�

3
�‘20

��
1þ 2�‘20

3
e3�N	

�
k0
k

�
3

þ 4

3
�‘20

k0
k

e�N	
��1

P 
 ðkÞjstand: (A9)

The formula (A9) should be compared with Eqs. (172) and
(A5). Again, the power spectrum has the same shape, with a
scale invariant part on small scales and a noninvariant branch
with nS ¼ 4 on large scales. This is clearly seen in Fig. 7,
where the spectrum (A9) is represented for different values
of the parameter �‘20. The break in the power spectrum

appears at k3=k30 ’ �‘20=3e
3�N	 . Therefore, in order for

the non-scale-invariant part of the power spectrum to be
outside the observational window, one must require that

�‘20 � e�3�N	 ’ 10�79: (A10)

Again, we can consider the above constraint as a fine-tuning.
It is also interesting to notice that, contrary to Eqs. (178)
or (A7) and (A10) involves physical quantities only.
This is because, when p ¼ 2, the CSL correction that
should be compared to the comoving wave number squared
is / �a2, see Eq. (A3). In other words, � should now be
compared to the physical wave number. If we take ‘0’
105‘Pl, which comes from the CMB normalization, then
one arrives at ��10�89.

Let us conclude this appendix by noticing that the above
results are in fact generic and do not depend on the value of
p. Technically, the power spectrum is obtained by taking the
super-Hubble limit of themode function fkð�Þ, by inserting
it in the expression of <e�k ¼ <e½�if0k=ð2fkÞ� and by

retaining only the leading order in k�. In the standard case,
the leading terms of themode function expansion turn out to

cancel out in<e�k, leaving an expression which precisely
gives a scale-invariant power spectrum. This cancellation
originates from the fact that the Wronskian is conserved. In
the CSL case, the fact that� � 0 implies that this symmetry
no longer exists, and, as a consequence, the nice cancella-
tions mentioned above no longer show up and scale invari-
ance is immediately broken. In some sense, the fact that the
� term destroys the scale invariance of the power spectrum
does not come from the fact that its presence modifies the
time dependence of the effective frequency (the value of p
or the choice of h), but is rather due to the fact that it makes
the effective frequency a complex quantity. We conclude
that modifying the definition of the collapse operator by
multiplying it with a background function, despite changing
the dimension of �, always constrains this parameter to be
extremely fine-tuned.
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