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Real-time quantum evolution in the classical approximation and beyond
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With the goal in mind of deriving a method to compute quantum corrections for the real-time evolution
in quantum field theory, we analyze the problem from the perspective of the Wigner function. We argue
that this provides the most natural way to justify and extend the classical approximation. A simple
proposal is presented that can allow us to give systematic quantum corrections to the evolution of

expectation values and/or an estimate of the errors committed when using the classical approximation.
The method is applied to the case of a few degrees of freedom and compared with other methods and with
the exact quantum results. An analysis of the dependence of the numerical effort involved as a function
of the number of variables is given, which allows us to be optimistic about its applicability in a quantum

field theoretical context.
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L. INTRODUCTION

Quantum phenomena underlie most of modern physics.
Along with this comes the necessity of dealing with com-
plex functions and interference phenomena. In particular,
determining the time evolution of a quantum system is
relevant for many areas of physics. When a large number
of degrees of freedom is involved, numerical methods
based on the integration of the Schroedinger equation
fail. This, however, is the typical situation in quantum
field theory.

When computing expectation values of operators in the
vacuum or in the equilibrium state, one can use the path-
integral approach. Furthermore, in the computation of the
Wick-rotated Green functions of the theory, the complex
quantum weight of each trajectory is transformed into a
positive-definite probability weight. This allows the use of
efficient standard importance sampling techniques, such as
the Metropolis algorithm or other Monte Carlo techniques.
This information allows the extraction of the spectrum and
other properties of the theory. The same applies when
studying quantum field theory at equilibrium. However,
even in this situation, there are important exceptions in
which the weights are not positive definite and the standard
Monte Carlo methods fail. This is often referred to as
the sign problem. One example occurs in certain quantum
field theories, as QCD, at finite chemical potential. Many
methods have been devised to obtain relevant information
in this situation, meeting partial success [1]. However, it is
generally accepted that, despite the efforts, no fully sat-
isfactory solution has been found. This is particularly
unwelcome, since full-proof predictions in certain areas
of physics, which are of great relevance and timeliness
(such as heavy ion collisions), are lacking.
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When studying the quantum evolution away from equi-
librium or from a initial state which is not an eigenstate of
the Hamiltonian the situation is even more severe. In this
context, path integral methods for time-dependent expec-
tation values follow from the Schwinger-Keldysh formal-
ism [2,3]. This allows systematic perturbative calculations.
However, nonperturbative phenomena are often crucial and
we lack an efficient numerical computational method to
deal with this situation (for a review see Ref. [4]).

This problem arises in different areas of physics such as
nuclear physics, quantum chemistry, quantum optics, etc.
One of these areas is cosmology, which actually triggered
the interest of the present authors in the problem. Quantum
fluctuations play a role at different instances in the early
Universe. One such case is at the inflationary era, by gen-
erating the density fluctuations which act as sources for
the anisotropies of the cosmic background radiation and
the formation of structures. Many authors argued that the
fluctuations develop from quantum to classical, and can be
treated as classical at late times [5—11]. Another interesting
epoch, which depends crucially on the understanding of the
quantum evolution of a quantum field theory, is that of
preheating and reheating after inflation [12—14]. Properties
of the present Universe, such as baryon number density,
gravitational waves or magnetic field remnants, might
depend upon this dynamics. Obtaining reliable estimates
demands an appropriate treatment of the quantum field
theory evolution from an initial state after inflation to the
fully thermalized reheated Universe. To estimate these ef-
fects, several authors [15-26] have employed the so-called
classical approximation (for a somewhat different context
see also Refs. [27,28]). This consists of treating certain
modes of the quantum fields as random fields with determi-
nistic dynamics given by the classical equations of motion
of the system. The randomness is imprinted in the initial
conditions of the fields, often determined by a particularly
simple initial quantum state. The authors who employ the
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classical approximation often present arguments to deter-
mine which modes can indeed be treated as classical and
which cannot, leading to different types of initial conditions
in both cases. The last point is crucial since in quantum
field theory there are ultraviolet divergences. An appropriate
treatment has to deal with them through renormalization.

The present work originated with the goal of determining
the region of validity of the classical approximation, estimat-
ing the size of the errors induced by it, and hopefully even
obtaining a way to go beyond it by incorporating quantum
corrections to the results. For that purpose we have started by
analyzing simple quantum systems with very few degrees of
freedom whose quantum evolution can be obtained by nu-
merical integration of the Schroedinger equation. The initial
conditions and the type of Hamiltonians considered are in-
spired by the field theoretical and cosmological applications.
Thus, we focus upon quartic interactions and Gaussian or
thermal initial conditions.

In all cases we have compared the results obtained by the
classical approximation with the exact quantum evolution.
Furthermore, we have also studied the results obtained with
different proposals for incorporating quantum corrections,
limiting ourselves to those that have any hope of being
applicable to the quantum field theoretical case. In particular,
a very interesting technique is the two-particle irreducible
effective action supplemented with a certain truncation of
the number of diagrams involved (2PI method) [29,30]. This
truncation can be based on the loop expansion or on the 1/N
expansion [31]. The latter behaves in a more stable fashion
and has been used in our analysis. We remark that the tradi-
tional Hartree method can be considered a particular case
of the 2PI method [32—34]. In any case the method is limited
to the determination of the quantum evolution of certain
observables, such as the two-point correlation function of
the system (see Ref. [4] for a more complete list of early
references on the subject).

Another technique which has been recently applied in the
context of quantum field theory is the complex Langevin
method [35-38]. This is based on complexifying the fields
and studying the dynamics of the field trajectories induced by
a Langevin equation in an additional Langevin-time variable
with a purely imaginary drift term. Instabilities are often
found in the numerical integration of this equation, although
authors have given several recipes to avoid them [39].
Furthermore, good results have been reported in certain cases
[40,41], so that we thought it was very interesting to apply it
to our examples. Unfortunately, we seem to be in a situation
in which convergence to the right solution does not apply.
This question deserves future study.

In parallel to the tests explained before, we present a
method to quantify and incorporate quantum effects based
upon the Wigner function [42]. This is a pseudodistribution
function, whose expectation values give us the matrix
elements of Weyl-ordered products of operators in the
quantum state of the system. The function is real, but not
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positive definite (see Ref. [43] for an account of all its
properties). The Wigner function satisfies an evolution equa-
tion [44] in time, which determines the time dependence of
all these expectation values. One of the advantages of this
method is that it is particularly simple to see what is the
meaning of the classical evolution and what is the nature of
quantum corrections. This will be explained in the next
section. This observation is not novel and has led different
researchers in different fields to focus on the Wigner func-
tion and its evolution equation when attempting to describe
quantum evolution [45-48]. One example is in nuclear
physics, where several authors [49,50] have developed
methodologies that are very similar in spirit to our goal
(see also Ref. [46]). Unfortunately, the detailed techniques
seem hard to extend to a large number of degrees of freedom
and, thus, to quantum field theory. In our particular proposal
we have dedicated some time to study the way in which the
numerical effort involved scales with the number of degrees
of freedom. A powerlike growth is acceptable even if it
involves an enormous computational effort. Experience
teaches us that the development of computer technology
and algorithms will diminish the load in due time. An
exponential growth is a killer. Our results presented below
are promising and seem to allow the computation of quan-
tum corrections in typical situations relevant for cosmologi-
cal applications. This will be addressed in a future paper of
the present authors. The present paper is to be considered a
pilot study, in which we have the advantage of knowing
what the exact quantum result is. The full field theoretical
case demands a much higher computational cost, in addition
to the necessity of dealing with issues such as renormaliza-
tion, as mentioned previously.

For a more complete account of the literature we should
mention the work of Ref. [51], in which the authors advo-
cate the use of the Wigner function evolution equation in
quantum field theory and give ideas on possible techniques
to obtain an explicit calculation of the quantum corrections
in this setting. It is also worth mentioning that there are
other techniques based on alternative distribution functions
and the corresponding evolution equations (see Ref. [52]
for example).

We conclude this section by describing the layout of the
paper. In the next section we review the definition of the
Wigner function and derive its time-evolution equation.
We also explain the meaning of the classical approxima-
tion in this context. The following section explains how, in
trying to derive the quantum Liouville equation as a
Fokker-Planck equation associated to a Langevin process,
the non-positive definite character leads to pathological
properties of the stochastic force. With this idea in mind,
in Sec. IV we present a method to relate the equation to a
regular Markovian process for which standard sample
methods can be applied. This together with a certain
coarse-graining approximation allows us to set up a pro-
cedure to calculate systematic quantum corrections to the
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evolution in powers of #2. In the following section, we
study several simple cases for which we analyze the accu-
racy of the classical approximation, the truncated 2PI
method, and our proposal of the previous section. Special
attention is paid to estimate the capacity of the method to
deal with discretized lattice approximations to quantum
field theory. In the concluding section, we summarize
our results and discuss the advantages and limitations of
our proposal.

II. THE WIGNER FUNCTION
EVOLUTION EQUATION

In quantum mechanics the expectation values of Weyl-
ordered products of operators can be computed in terms of
the Wigner function W(x, p, r) as follows [42,43]:

dxdp
iy Py = [
where fy(Q, P) means a Weyl-ordered product of position
and momentum operators, whose classical limit is f(x, p).
For a pure state, given the wave function W(x,7), the
expression of the Wigner function is

fC, p)W, p, 1), (1)

W(x,p,t)=fj—j;‘lf*(x-i-y/zt)‘l’(x—y/Z,t)ei”y/h. )

This can be extended to mixed states associated to a
density matrix p(z) as follows:

d 4
Wk py ) = [326 = /20p(0l +y/2em . (3)

In both cases the Wigner function is real but not necessarily
positive definite.

The Wigner function satisfies an evolution equation in
time, which depends on the form of the potential. Here we
will derive it for the case of Hamiltonian of the form

2

14

=51
2m

+ V(x). 4
The corresponding Schroedinger equation satisfied by the
wave function is

h 9% V(x)
P )+ 2
2m 9x? () [

From this equation, using the relation Eq. (2), one can
derive the equation followed by the Wigner function:

] . aZ\I, _X,t
AW (x, p,1)= ih jﬂe‘PY/h<qf*<x+X, [)M
2ar D)

i9yWP(x, 1) = — W(x 1. (5

2m x>
azqf*(x+%,t) y i (dy
ST g2 )+ L [

02 (x 2 )) nlor

X ‘lf*(x + % t)\I’(x - % t)eipy/h(v(x + g)
—V(x—%)). ©)
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One can transform the right-hand side in an obvious way
and obtain

. 2 .
[ o)D)
2 m dxdy h 2 2

* y y
X += —=t).
4 (x > t)‘l’(x > t)

Integra ting by parts, one can substitute % by —ip/h. On

the other hand, the factors of y can be replaced by —ih%.
We end up with the equation

aW(x, p, t [ ih 0
oot pyo) =~ 2 WELD Ly )

dx [7) 2
ih 0
- V(x + > E»W(x D, b). @)

This equation is well known [44] and receives several
names in the literature: Moyal equation or quantum
Liouville equation.

Let us now restrict to a potential of the form

2
_ M 5 ﬁ4
V(x)——2x +4!x. 8)

The operator involving V can be expanded to give

flz

9
Vi)~ -
03, " 2

93

V" (x) a ©))

Then, we are finally led to an equation of the form:

_p W p1)
m dax

ARZx 3W(x, p, t
_ AR WG o) 10
24 ap

oW(x, p, t)
d

W, p, 1) = + V'(x)

Notice that the first two terms do not contain A. As a matter
of fact, if we neglect the last term, the solution to this
partial differential equation is very simple. It is given by

Wo(xo(x, p, 1), po(x, p, 1)),

where the functions x( and p are obtained by running back
in time to time zero the classical equations of motion from
a point (x, p) in phase-space at time z. This is the so-called
classical approximation to the quantum evolution.

The last term contains all quantum effects and has
dramatic consequences. In particular, the Wigner function
is not guaranteed to remain positive at all times. Thus,
computing expectation values with the Wigner function
can be very unstable numerically, because it comes from
a cancellation of both positive and negative terms which
might be much larger than the overall sum. This is a typical
sign problem, which might render quantum expectation
values difficult to compute by probability methods.
However, if we start at t = 0 from a positive Wigner
function, it might take some time until the negative part
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contributes sizably, and expectation values can be deter-
mined with reasonable accuracy.

The size of the last term is, in principle, small in macro-
scopic terms, being proportional to 7#%. However, this de-
pends very much on the size of the third derivative of the
Wigner function. This is a time-dependent function, but it
is clear that the initial distribution has an important effect
on the accuracy of the classical approximation at initial
times. This can be tested in our particular cases, since one
can numerically integrate the Schroedinger equation.

If one focuses upon expectation values, the size of
quantum effects and the errors committed by numerical
integration of the Moyal equation can be quite different. It
is to be expected that the accuracy of expectation values is
better for operators involving Q alone, than for those
involving P.

Let us restrict to a Gaussian initial distribution, which
appears naturally in many applications. Assuming for sim-
plicity factorization of the distribution in x and p, the
initial Wigner function takes the form:

h p? x2
W, pt=0)=—— - = 11
(5. p ) 2mo, pexpl 20'%, 20'%] (h

For a pure state, the two standard deviations should be
related as follows:

0.0, =

NS

For a mixed state this condition is relaxed. For example, for
the density matrix of a harmonic oscillator at thermal
equilibrium, this product is given by

)
? " 2tanh(hwB/2)"

This interpolates between #/2 at low temperatures and
kT/w at high temperatures.

Sticking to the pure-state case, and given the scales
involved in the problem, one can form dimensionless
quantities which control the relative importance of quan-
tum effects. The first one r is the usual one formed by
taking the ratio of a classical quantity with the dimensions
of action, divided by 7. In our present case, this quantity is

Jmp?
r =

Ao,o,

g0

12)

One expects smaller quantum effects for large values of r.
However, there is another combination which seems more
directly related to the size of the quantum term in the
equation for the Wigner function. This is given by

Ty
oIaym’
To get some insight into the structure of the Wigner

function, we can study certain limits. For example, one
can consider an ultraquantum limit, in which we neglect

13)

s =
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the classical #-independent terms in the equation satisfied
by the Wigner function. The equation can be integrated
exactly in this case, and the result is a one-dimensional
integral:

h 2 . .
Wy (X, p, 1) = ey i /@a3) jdz explipz — iAQZ?
)20,

2
— 02y2/2}, (14)

where Q = —Ah?xt/24. This can be related to Airy func-
tions. The shape of this function is displayed in Fig. 1 for
Q=2 and o-f, = 2. Notice the damped oscillations for
positive p. It is clear that the Wigner function becomes
negative in some regions, but the total integral is finite and
positive. As a matter of fact, it is quite easy to understand
this oscillatory pattern and its dependence on x and ¢, by
evaluating the integral in the saddle point approximation.
The result is also plotted in Fig. 1. For small values of p,
the approximation breaks down as expected, but it becomes
quite precise for large values of |p|, which encompasses
the oscillatory region. Introducing k = 3Q0p — 0'% /4, the
approximation is different for positive and negative values
of k. In the first case we have

24 cos (2632 /(27Q%) — w/4) expl—po3/(60)
+ 03 /(1080)}, (15)

while for negative k we have

el exp{—2|x[2/(270%) — pa3/(60)
+ 03/(108Q2)}. (16)

Notice that for large p the argument of the cosine is
proportional to p*2/Q'2, so that it broadens for large
times. Despite the complicated behavior of the Wigner
function in this ultraquantum case, all expectation values
of f(x) are time independent.
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FIG. 1 (color online). The Wigner function W,q in the ultra-
quantum limit, for fixed values of x and ¢.

103504-4



REAL-TIME QUANTUM EVOLUTION IN THE CLASSICAL ...

One can go beyond this approximation by considering
also the second term on the right-hand side of the Wigner
function equation. This approximation is equivalent to the
infinite mass limit m — co. The new Wigner function is
obtained from W, (x, p, 1) by replacing p by p + V/'(x)t.
Again, all expectation values of x are time independent.

A. Many variables

The previous results generalize to more than one vari-
able in a fairly straightforward fashion. The equation
satisfied by the Wigner function becomes:

Pa 8W 8V aW)

oW, . r)=—z(; ot

_n? 9V PW
24 0X,0%,0x, 0P, 0PmOp,

n,m,r

7)

Now, we will consider two particularly important cases.
The first one is a O(N) symmetric potential:
2 A
v =LoJI71P + S (1EPR. (18)
2 8
With this potential the last term on the right-hand side of
the Wigner function equation becomes

ZZ

An interesting situation occurs when the initial distribution is
O(N) invariant. The Wigner function at all times would only
depend on invariants A = X - p, B = ||p||?, and C = ||¥]|.

The corresponding equation for W(X, p, t) = F(A, B, C, 1) is

19
apnapm (1

given by
B A L\IF 2A0F A
doF = wC+= C2) 2A( 2+—C>
0 < 27 )9A maC 2
Y d3F 93 F
X — (C2 2 6AC + 4(2A%+ BC)
OB 8 0A
X —— °F +8AB F+(2N+4)C 0°F
dBZoA dB3 0AdB
92F
+(4N+8)A ) (20)

If the initial Wigner function has typical values of A, B, and C
proportional to N, as in the case of independent variables,
and we scale A to be proportional to 1/N, the quantum
evolution preserves these properties. It is interesting to no-
tice, that in this case the quantum-term in the evolution of
the Wigner function is suppressed by one or two powers of
N in the denominator. This means that in this particular large
N limit, the typical expansion parameters for the quantum
evolution is

A
16N0";,'
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This is consistent with the conventional assertion that the
large N dynamics is classical. Furthermore, notice that those
terms containing third derivatives are suppressed by two
powers of N, instead of one. Thus, to leading order in 1/N
the Wigner function satisfies a simplified equation containing
only second derivatives. After some work one can write this
leading quantum term as:

2
- _RNA S (€ - Ax)
(BC - A%) & PnOPm
The second case we want to consider is that in which the
coordinates are labeled by 7, the points of a d-dimensional
hypercubic lattice A. The coordinates will be referred to as
¢ (1), and the corresponding Hamiltonian is given by

H— Z <7T(n)

AEA

b))

1 o o
ﬁ%(¢(” + i) —

TPy Sy
B2 + o 6 ) 22)
The main property of this family of Hamiltonians is its
invariance under the symmetry group of translations in d
dimensions. Notice that this corresponds to the discretiza-
tion of the Hamiltonian of a A¢* scalar field theory in
d-dimensions on a lattice of spacing a. The quantity 7(77)
is the conjugate momentum to ¢ (i), satisfying canonical
commutation relations among them. If we apply the gen-
eral formulas to derive the quantum Liouville equation for
the Wigner function in this case, we obtain that the quan-
tum term is given by:

2
R W

CUpe ()3 (23)
ne

Formally, it is possible to take the continuum limit a — 0
and write down the equation satisfied by the Wigner func-
tion in the case of quantum field theory. Here, we will not
be using it so we will not write it down explicitly. The
reader can consult Ref. [51] where it is spelled out.

III. LANGEVIN APPROACH TO
QUANTUM EVOLUTION

In this section we will try to generate the Wigner func-
tion quantum evolution equation by means of a Langevin
process. A typical Langevin dynamical process cannot do
the job, since it preserves the positive character of the
probability density. Hence, we need a non-trivial modifi-
cation of the standard technique to apply to this case. In
what follows we will see how this comes out exactly.

Let us begin by writing the classical evolution equations
with the addition of a random force:

i =", 24)

103504-5



ANTONIO GONZALEZ-ARROYO AND FERMIN NUEVO
pt) = =V'(x(1)) + F(2). (25)

Our goal will be to study the properties of the force F(z)
to recover the equation for the Wigner function. In order to
do so in a simplified manner, let us discretize the time
variable and write the equation relating x’ = x(¢ + 6¢) and
p' = p(t + 6t) to x = x(¢) and p = p():

X =x+oéx=x+062, (26)
m

p=p+dép=p-—V()ét+ 6F(). 27

As we will see, to spell out the x dependence of the random
force, we should write §F(r) = x'/3(r)n(r), where the dis-
tribution of the variable 7(z) is controlled by a function
p(m). Now, let us write the distribution function for x’ and
p’, which by definition is W(x/, p’; t + 81). We get

W, pie+ 60 = [dn [axdppnwis .o
X6(x'—x—6x)8(p'—p—56p). (28)

Now, we should eliminate the integrals over x and p with
the use of the delta functions. For that purpose we should
make use of the time-reversed evolution equations

x=x—6:2 = f& p',n), (29)
m
p=7p +V()or—x3n =g, p, ). (30)
We get
W, p',t + 61)

- [ dnp(mW( (. ', m), g p ), I, P, 1)

where J is the jacobian of the change of variables. Finally,
we expand the equation in powers of ot and 7. Keeping
terms linear in 6t only, we obtain a discretized version of
the quantum Liouville equation provided we demand

fdnp(n) =1
(n") = jdnp(n)n" =0 forO<n=#3 (32
and
NS s _ A8t
(n >—fdnp(n)77 1 (33)

It is quite obvious that, if the variable 7 is real, the previous
equations are incompatible with a positive-definite distri-
bution function p(7), since in that case (n>*) = 0 or all
moments should be 0. Despite this fact, in the next section
we will see how we can relate the equation to that of a truly
positive-definite distribution function, for which sampling
statistical methods are applicable.
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The generalization of the previous formulas to the case
of several variables is fairly straightforward. In principle,
the force is now replaced by a vector of forces 6 F;. These
forces are functions of several random variables with non-
positive definite distribution functions. A simple way to
parametrize these forces is

oF; = nx,, (34)

where the distribution function of p(n) coincides with
the one of a single variable. The remaining variables y;
can be distributed according to standard positive-definite
distributions.

As an example, consider the case of the O(N) sym-
metric potential. In this case one can write y; = x;7 + ¢;
and choose a simple positive-definite distribution func-

tion p(7, ||§ [|) to recover the time-discretized version
of the Wigner-function equation. We leave the details to
the reader.

For the case of a d-dimensional lattice field potential
given in the previous section, a choice like y; = x}/ 3 &, will
do, provided the ¢; are independent random variables with
vanishing average and (&7) = 1.

IV. ANEW COMPUTATIONAL METHOD

In the previous section we have seen how to reproduce
the evolution equation for the Wigner function by means
of a Langevin approach with a random force with non-
positive definite distribution function. This is the starting
point for a new procedure to approximate the quantum
evolution which we will explain in this section. The
method depends on three steps or approximations which
are intimately connected among themselves. The first part
is a coarse-grain approximation in the momenta p;, with a
characteristic coarse-graining parameter €. Next, we will
show how one can reproduce the effect of the non-positive
definite distribution function p(7) by means of a purely
Markovian process involving ordinary probability mea-
sures. This will allow the use of standard sampling tech-
niques to generate the distribution. The last step will be
the introduction of a parameter x multiplying the quan-
tum term in the evolution equation for the Wigner func-
tion. The parameter interpolates between a purely
classical evolution (x = 0) and the full quantum evolu-
tion (for k = 1). The whole procedure can be used to
compute the evolution of quantum expectation values in
powers of k. This is similar to an expansion in powers of
h?, although part of the 7 dependence sits in the initial
condition and is left unchanged.

As mentioned in the previous paragraph, our first step is
a coarse-grain approximation, which will amount to an
approximation to the nonpositive definite p(7). For that
purpose, we might relax the condition that (") = 0 for
n>3. One possible realization of the conditions is
achieved by the following family of distribution functions:
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My .,
pr(m) = 8(n) + 3 T (8(n — eay) — 8(n + eay)),
i=1

(35)

where y; are positive numbers, «; are real values, and € is
a free parameter. Although not explicitly indicated, the
coefficients y; and «; do depend on N. They are deter-
mined by imposing that all even moments vanish and odd
moments, given by

My
oy = (P Hy =23 yai" PN, (36)
i=1

vanish for p = N, with the exception of p = 1 given by
Eq. (33). If we take, without loss of generality, that the
parameters «; are of order 1, this condition implies that
. AR2 St
Vi g
In general, the solution to the set of constraints will not
determine the parameters y; and «; uniquely. This freedom
in the choice of the parameters is a bonus, since one can
test the effects of the coarse-graining on the results, by
exploring different choices. Furthermore, a better approxi-
mation is obtained by taking larger values of N, which will
be referred to as the level of the approximation. The
number of terms My has to grow as N grows. An alter-
native method to improve the accuracy would be to reduce
the value of €, thus reducing the effect of higher-order
derivatives of the Wigner function. As we will see later,
there is a limitation to the minimal value of e, which is
dictated by the range of time for which the method would
be applicable. Notice that this is also the reason why we did
not take € proportional to some positive power of ot¢.

The next ingredient will be that of relating the Wigner
function to a positive-definite distribution function, which
can be approximated by samples. The same can be done for
the distribution function p(7) as follows. Let us introduce
a positive-definite function p(m, o) involving a discrete
Ising-like variable o = *1. This function is related to

p(n) by

37

p(n) =N > pn oo (38)

o=x*1

The function p(7, o) is normalized as a probability
distribution

Z]dnﬁ(n, o)=1, (39)
and hence the prefactor is given by:
1 A
a =@ =3 [anpnoe @0

The construction can be extended to the coarse-grained
version given before. Hence, we define
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. 1 Tl+o My
pN(n,0)=W[TB(n)+i_21§5(77—6a,-0)]- (41)

The normalization condition implies

& Vi
N =1+2 ; = (42)
A similar procedure can be applied to the Wigner function
Wix, p;) = K@) Y Wl p oo, (43)
o==x1

where W(x, p, o 1) is a well-defined probability distribu-
tion. This is equivalent to writing the Wigner function as the
difference of two positive definite functions. If we label by
()} the expectation values with respect to W (x, p, o; ), then
the expectation values with respect to the Wigner function
are given by

(@O Py

44
(o 44)

f dxdpO(x, p)W(x, p;1) =
Now, one can obtain a time-discretized evolution equation
for W(x, p, o; t) involving p(n, o) as follows:

Wespostt o= 3 [anp(n.w)

n==x1
XW(x—8x,p—8p,u-o31), (45)

where the displacements dx-0p are those coming from the
classical equations of motion with a force proportional 7 (as
before). Summing the previous equation over o and using
the previous definitions, we reobtain the discretized evolu-
tion equation for the Wigner function provided one has

K(t + 81) = INK(). (46)

We see that this implies that the normalization factor grows
exponentially, and this is precisely the main numerical
limitation of the method.

Having set up an evolution equation for the probability
distribution W(x, p, o 1), we can employ standard sam-
pling techniques to approximate it. This leads us to the
concept of signed samples: a collection of M points
{x@ p@ @} guch that

[dxdp Y W, p.o:1)O(x, pi o)

o=x*1

1 M
=57 2 00, p@;al®). (47)

a=1

From Eq. (45) one can determine the time evolution of
samples given a realization of the noise 7. This is a
Markovian process, where p(7, ) determines the condi-
tional probability for a transition from one point in phase-
space to a new one and a possible change of sign of the
discrete Ising variable.
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If we use the coarse-grained distribution p (7, u), then
with a certain probability we would simply evolve the
system with the classical equations of motion, and with
probability proportional to 67 we would produce a jump in
the value of momentum and a possible flip of the sign of o
The reason for referring to the first approximation as
coarse-graining in momentum space, has to do with the
discrete magnitude of the jump (of order €) at each step of
the time-evolution. If the Wigner function would be a
polynomial in p, the approximation would be exact.

If we start the evolution with a positive-definite Wigner
function, then EZW(x, p,r=0)= W(x, p, o, t =0).
Hence, all points in the sample have 0@ = 1. As time
evolves, some of the points acquire a negative value of o(@.
At time t = nét the probability that a point in the sample
has negative o is given by

o= 150 L o = L - e
(48)

with A a number of order 1, which depends on the detailed
form of py. The probability approaches 1/2 exponentially
in time. Once this happens, we encounter a severe sign
problem in computing averages according to the formula
Eq. (44), since the averages result from strong cancellations
from o = 1 and o = —1. At this point the method breaks
down. The typical time when this happens is given by
&3

T~ (49)

Clearly, things get worse as we decrease € and improve as
we decrease A and 7. However, the magnitude of € must be
related to the typical range of variation in p of the Wigner
function. Otherwise, corrections involving higher order de-
rivatives of the Wigner function become large. The system-
atic errors associated to the coarse-graining can be checked
by varying € or by using different choices of N. For small
enough €, the approximation should behave better for
larger N.

Once the maximum acceptable value of € is selected, the
method stated before only allows the computation of quan-
tum expectation values for a range of times. This limita-
tion, although important, does not destroy the usefulness of
the method. Time-range limitations are already present in
studying the classical evolution equation of a quantum field
theory discretized on a lattice. The moment that the fluc-
tuations become sizable at the cutoff scale, the discretized
evolution equation fail to reproduce the continuum evolu-
tion. Fortunately, in many applications a good part of the
interesting physical processes take place in a relatively
short period of time. This is the case, for example, in the
context of preheating in the early universe, which is one of
the main motivations that we had for embarking in the
present work.
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In situations in which a reliable full quantum evolution
can only be carried for a too short lapse of time, the method
can be used to compute first-order quantum corrections as
follows. This is the third ingredient that we anticipated in
the first paragraph of this section. The strategy is to con-
sider a modified evolution equation with a new parameter k
multiplying the last term of Eq. (10). This can be inter-
preted as multiplying 7 by \/k. In this fashion one extends
the time range of applicability of our method by the multi-
plicative factor 1/k. Now, evolving the system for several
other smaller values of k, one can determine the evolution
of the expectation values as a power series in K.

A practical problem concerns accuracy. Since our goal is
to estimate the quantum fluctuations, we realize that when
reducing «, they have decreased by the same factor. To
maintain the signal to noise ratio one should increase the
size of the sample by 2, which would increase the com-
putation time by the same factor. Since the reduction in «
was dictated by the necessity to extend the range in time of
the simulation, we conclude that this can be done at a
cost in computer time which only grows polynomially
with this range.

Of course, the drawback is that one does not compute the
full quantum effects but only to leading order in  (i.e., #2).
This by itself is an important result because it would serve
as a measure of the size of quantum effects and as a next-
to-leading correction to the classical approximation.
Higher-order powers of « are also computable at a higher
cost in computer time.

To test these ideas we decided to study several simple
quantum mechanical systems for which the exact quantum
evolution can be determined by numerical integration of
the Schroedinger equation. The results will be presented in
the next section and compared to other extensions of the
classical approximation given in the literature.

Before closing this section, we should comment on the
modifications necessary to extend the procedure defined
previously to the case of many degrees of freedom. Our
method might not be optimal for the case of very few
degrees of freedom, however, it was designed to be exten-
sible in an affordable way to the case of many degrees of
freedom. In this respect it differs from other proposals in
the literature based on histogramming which seem impos-
sible to extend to a large number of variables.

The formal extension of all the approximations involved
in the method to the case of several degrees of freedom is
indeed trivial. In the way that the Langevin process was
extended at the end of the last section, it turns out that there
is a unique random variable m having a non-positive
definite distribution function with similar or exact proper-
ties as the one appearing for the one-variable case. Thus,
the coarse graining p — py and extension to positivity
p(n) — p(n, o) remains exactly the same irrespective of
the number of variables. The rest of random variables
entering the force are of the conventional type and their
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number increases linearly with the number of degrees of
freedom, and so does the computation time for a given
time-step. The sample now, however, involves trajectories
in the multidimensional state of the system. This is exactly
the same as for the classical evolution (with random initial
conditions), except that now there is a single additional
Ising-like variable o. Thus, for a fixed number of trajecto-
ries the computational cost will grow in a similar fashion to
that of the classical evolution. A new question to worry
about is whether the number of trajectories needed to
obtain results with a reasonable accuracy depend upon
the number of degrees of freedom. This will be studied
in the next chapter for one particular example.

V. TESTING THE CLASSICAL APPROXIMATION
AND ITS EXTENSIONS

In this section we will present the results of our tests of
the classical approximation and of our proposed method to
obtain quantum corrections, together with other proposals.
The first cases are particularly simple situations with one or
two degrees of freedom for which the exact quantum
evolution can be obtained through the numerical integra-
tion of the Schroedinger equation. Later, we will explore
the first steps towards a possible application to quantum
field theory.

Our first example will be a simple anharmonic oscillator at
intermediate values of the self-coupling. The potential is that
given in Eq. (8) with the following choice of parameters:

m=1; u? =0.5; A = 0.45. (50)

The value of the dimensionless parameters mentioned in
Sec. II are given by r = s = 1.57. We choose as initial
condition a Gaussian pure state with width given by ou?/? =
0.45/2'/3. Our main observable was taken to be the expec-

tation value of the square of the position operator Q” as a
function of time, which is noted {Q?)(¢). The Hamiltonian,
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the initial state, and the observable were used in a previous
paper with a similar spirit to ours [53]. However, for illus-
trative purposes we are presenting the results for a higher
value of the self-coupling A, for which quantum effects
are stronger.

The main results are collected in Figs. 2(a) and 2(b). In
the first figure the time evolution of the observable is
displayed in units of the half-period of the A = 0 system.
This expectation value performs oscillations with a fre-
quency close to that of the A = 0 system. The classical
approximation, also displayed in the figure, oscillates as
well, but the amplitude gets damped very fast with time.
This damping is a typical feature of the classical approxi-
mation which has been pointed out repeatedly (including
Ref. [53]). The figure also shows two other curves. The first
being the 2PI approximation obtained by keeping only the
leading and next-to-leading order diagrams in a 1/N ex-
pansion [31]. Notice that in this case the amplitude of the
oscillation is not decreasing, but there is a shift in the
period oscillation. This might not be a serious drawback
in extracting average properties over time. Finally, we also
present the result of the new method explained before,
which includes the classical approximation and the leading
h? correction. The exact details are explained below.

In Fig. 2(b) we present the relative error of each ap-
proximation, namely the difference between the quantum
evolution and the corresponding approximation, divided by
the quantum result. The first line corresponds to the clas-
sical approximation, which oscillates with increasing am-
plitude. Quantum corrections start being negligible and
grow to a 20% level at 2¢t/T = 0.8, and 40% level at
2t/T = 2.5. The 2PI curve appears to be the worst, but
this is due to the shift in period with respect to the quantum
curve. A more fair presentation should involve a compari-
son of the height of the maxima, for which 2P1 is certainly
better than the classical approximation. The last curve is
our calculation including quantum effects up to linear

1.8 . . 1.4
Quantum — Classical
i L L lassical ——
.61 LiCrJ::flé% _ 12 Linear QC ——
4 2PI 2P -
1 L
1.4
o 0.8
8
e § 06l
A o
NO 1 E 0.4}
’ 2
0.8f £ 02k
[}
T o
0.6
_02 L
0.4} o4l
0.2 L L L L L L L L 0.6 L
0 0.5 1 1.5 2 25 3 3.5 4 0 0.5 1 15 2 25 3 3.5 4
2UT 2T

FIG. 2 (color online).

(a): Time evolution of {Q?) compared to the classical approximation, the 2PI truncation to next-to-leading

order in 1/N expansion, and the method proposed in this paper. (b): Relative error committed in each of the approximations as a

function of time.
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order in A%, using the method described in the previous
section. Notice that it provides a very accurate description
of the quantum effects up to 2¢/T = 1.4. Beyond this point
it has more sizable errors, but certainly smaller than the
classical approximation. Furthermore, it provides at least
an estimate of the errors committed by employing the
classical approximation.

The actual procedure that we followed to determine
the linear quantum correction (LQC) is the following. We
rescaled the size of the quantum term of quantum Liouville
equation by using «. Then, we used the coarse-grained
approximation to p(n) up to the second level (N = 2,
(9’) =0 but {n’) # 0), and the sampling method de-
scribed in the previous chapter, to study the quantum
evolution equation for a given value of k. The formula to
obtain the approximation (LQC) including the contribution
linear in /% to any observable O is

1
OrLgc = Oclas T ;(OK ~ Ocay)- (51

The curves depicted in Fig. 2 were obtained using k = 1/6.

To check whether k = 1/6 is in the linear regime, and to
give an estimate of the size of the higher-order terms in 42,
we repeated the procedure and obtained O, for several
values of k (k = 0,1/10,1/8,1/6,1/5,1/4, 1/2). In this
way we get an idea about how the value of the observable
interpolates between the classical (k = 0) and the quantum
value (k = 1). In Fig. 3 we display the result obtained for
the expectation value of Q2 at the position of the third
maximum (2¢/T = 2.1). The y axis gives the values ob-
tained for the different values of xk mentioned previously.
We also display the value for the classical approximation
(k = 0) and the full quantum result (k = 1). It is quite
clear that the results follow an approximate linear depen-
dence for k < 1/3. The straight line is the result of a linear
fit (1 free parameter) in this range. The extrapolation to

1.5 T T
third maximum +
linear
quadratic -+~
1.451
141 +

1.35f

<Q%>

1.3F

1.25¢

K

FIG. 3 (color online). The value of {(Q?) at the third maximum
in time computed using several values of k (see text). The lines
are linear and quadratic fits.
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k = 1 of the straight line is very approximately our esti-
mate of the quantum evolution up to next-to-leading order
in A2 (the leading order being the classical approximation).
In this particular case we see that the LQC term accounts
for 80% of the quantum effects. Thus, with the addition of
the classical approximation, we reproduce the exact quan-
tum result with a 3% error. In principle, one could go
beyond the linear approximation and determine higher
order corrections in /2. If we add the result of k = 0.5 to
the data and fit the results to a second degree polynomial in
h%> we get an even better approximation to the quantum
result (second line in Fig. 3).

Although the previous results by themselves show that
our procedure cannot be completely misguided, we have
analyzed the different sources of error in the determination
of the A% correction presented above. Using jack-knife
methods we can quantify the purely statistical errors.
They increase with time but remain always at the level of
a few percent. A much more difficult estimate is the effect
of the coarse-graining in momenta. This can be estimated
by changing the value of € and/or adding more terms in the
discretization to impose (n**1) = 0. In particular, we
have used results at € = 0.3 and three levels of discretiza-
tion. The effect is more pronounced at the maxima and
minima of the oscillations and the better the approxima-
tion, the closer the results to the actual quantum evolution.
We estimate that, at most, errors (to the quantum correc-
tion) could be of the order of 10-15% at the third maxi-
mum (2¢/T = 2.1) rising up to 20-25% at the fourth
maximum (2¢/T = 3.0). The same conclusion follows
both by comparison of the different levels as well as by
extrapolation in €* (with & = 3) to € = 0. The conclusion
is that, even if the errors are sizable, the method provides a
good estimate of the quantum effects.

Before embarking into the generalization to several
variables, we tested the situation for another case having
several distinct features which are present in some of the
phenomenological applications to cosmology. We consid-
ered a potential of the form

1 A
Vix, 1) = — 3 w? tanh(at)x? + Ex“, (52)

with the parameters chosen to be

wr=2; a=0.2; A =04 (53)
This time-dependent potential provides a smooth interpola-
tion between a single-well and a double-well potential mim-
icking the situation occurring in hybrid inflationary models.
Notice that tunneling effects are possible now. The initial
condition is a pure state given by a Gaussian with ou?? =
1/4'/3. The same observable as before, (Q?), is displayed in
Fig. 4(a) for a range of times for which the potential has
basically evolved to the future asymptotic potential. Hence,
as expected, the expectation value migrates from its initial

value to performing oscillations around x2. , where X, is
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FIG. 4 (color online).

the minimum of future asymptotic potential. Also shown is
the corresponding curve for the same 2PI approximation
mentioned earlier. Although following the pattern of the
quantum result, the differences are substantial. On the other
hand, the classical evolution works quite well for this case.
However, the addition of the linear quantum correction
(LQC) using our method (with k = 1/2) makes the result
much better, as can be seen when looking at Fig. 4(b), where
we display the relative differences with respect to the quan-
tum evolution as before.

A full comparison of competitive methods suggested us to
include the results of the complex Langevin method de-
scribed in Ref. [38], and we invested considerable effort in
doing so. The method generates a collection of histories as a
function of an additional time variable. Our naive imple-
mentation, however, led to a growing number of trajectories
blowing up in this additional time. It is easy to see that this is
a feature of the complex evolution in the discretized new
variable and in the absence of random noise. Both the
problem and the possible cures have been documented in
the literature of the subject. One can employ more refined
discretizations or use a much smaller Langevin step [38], but
this pays an obvious price in computational cost. A way out
proposed in Ref. [39] is to use an adaptive stepsize. Another
possibility is a modification of the noise [40]. Using these
techniques we were able to eliminate most of the divergent
trajectories. A small fraction, but growing in extra time,
remained. We took the attitude mentioned in Ref. [38] to
discard them or go back in time and reevolve them.

Another problem mentioned in the literature is the issue
of convergence. Sometimes the system can show a limited
decay to the equilibrium distribution or can converge to a
wrong limit [40,41]. This seems to be case in our tests of
the previous examples. Furthermore, the results obtained
seemed robust under changes of the methodology (adaptive
step, different stepsizes, discarding or reevolving) and stable
under further evolution in the additional time. These results
did not even show the right oscillatory pattern already seen
in the classical approximation. Some authors [41] claim that

0 05 1 15 2 25 3
2T

(b)

(a): The same as Fig. 2(a) but for the potential in Eq. (52). (b): Relative differences as in Fig. 2(b).

to ensure the correct convergence, other modifications are
necessary. However, given that this was not the main issue of
this paper, we decided to drop out these results and defer its
study to further scrutiny.

A. Extension to several variables

Since our ultimate goal is that of studying the quantum
evolution of fields, it is crucial to determine how the new
method that we have presented depends upon the number of
degrees of freedom. The standard nonperturbative treatment
of quantum fields proceeds through a lattice discretization
and a subsequent continuum limit. Renormalization is a
crucial ingredient in the process to obtain meaningful physi-
cal results. The latter aspect lies somewhat far from the scope
of this paper and will be addressed in a future publication.
The focus here is rather upon the numerical feasibility of the
procedure. For attaining acceptable results one has to reach a
number of variables within the range of those customary for
these kind of simulations. A priori, the method presented here
is capable of doing so, since its computational effort is
comparable to that involved in the classical approximation
for a given number of sampling trajectories, which has been
used successfully in this context.

However, there is a point of concern which we want to
address. It might well happen that the number of trajecto-
ries needed to attain a given precision in the estimation of
the quantum corrections grows with the number of degrees
of freedom: A polynomial growth is acceptable, an expo-
nential growth is not.

As a testing example we have considered a lattice ver-
sion of a two-dimensional scalar field theory which has
been studied by other authors in this same context [54]. We
take a real scalar quantum field in 1 + 1 dimensions with
Hamiltonian

H(t) = [dx[% 2 (x, t) + %(Vq‘)(x, 1)) + %,u,z(j)z(x, 1)

/\ 4
+ 2 ) ] (54)
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where w? may depend on t. We have already explained the
influence of 7 factors, so from now on we assume natural
units, # = ¢ = 1. The dimensionless field ¢ and its con-
jugate momentum 7 = ¢ satisfy equal-time canonical
commutation relations

[7(x), p(y)] = —id(x — y), (55)

which gives 7r(x) dimensions of inverse length.

The next step is to consider the lattice version of the
previous Hamiltonian. Continuous space is approximated
by a discrete number of points x, = na separated by a
distance a, the lattice spacing. To deal with a finite number
of variables we must, in addition, put the system in a box of
size L with periodic boundary conditions. Altogether, we
end up having N = L/a variables ¢,(t) = ¢(na, t). The
corresponding conjugate momenta 77, (¢) satisfy the com-
mutation relations

[7TnJ (bm] == i 8nmJ (56)
a

where the factor of a is necessary to preserve the dimen-
sions of the conjugate momentum. Naive discretization
then leads to the Hamiltonian

5 T! o, 1 2yl a0 Ay
H nz_oa[zm T2 (Vb + S+ o, ] (57)
with Vo, = (¢,+, — ¢,)/a. After a suitable rescaling of
the variables and of the parameters, the Hamiltonian can be
cast in the form Eq. (22).

After presenting our system and its discretized version,
let us consider the dynamical process that we will study
following Ref. [54]. The idea is to study the evolution of
the system after a quench. In practice, this means that the
w? parameter flips its sign abruptly at time r = 0 from a
positive value to a negative one. This can be seen as a
limiting version of our previously smooth (tanh) transition
from single to double well.

In practice, what we will consider is the evolution of the
system for positive times starting (at + = 0) from an initial
state given by the ground state of the Hamiltonian with
A =0 and positive u?. This initial state is therefore
Gaussian as in previous examples, and is easily generated.
For our numerical simulation we have taken the parameters
of the model to be

A =3m? a=0.8/m, (58)
where the unit of mass m is given by m = 4/—2u?. Then
we have studied this model for N = 2, 4, 8, 16, and 32.
For a real quantum field theory application, one has to
study the limit of a going to 0, with a suitable tuning of the
parameters dictated by the renormalization conditions. For
very small lattice spacings, one might even encounter
problems of critical slowing down, but these will affect
other methods too. Here, we will be content with scaling
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the number of degrees of freedom and focusing on statis-
tical significance and computational load alone.

Finally, let us select our observables and present our
results. Rather than working with the field variables, we
can work with their Fourier modes ¢,(z), since they
decouple in the A = 0 limit. We use the following normal-
ization for the discrete Fourier transform

. TN
b= 3 e g, (59)
n=0

where k= 2w/L)j for j=—-N/2+1,—-N/2+
2,....,N/2. A similar expression applies for the modes
#,(1). Reality of our original field implies (1) = ¢ (1)
(and the same for 7).

As mentioned previously for A = 0 and positive u? all

the modes oscillate with a characteristic frequency w(k) =

Vasin?(jm/N)/a* + u?. At the classical level, the flip in
sign of u? produces that the low lying modes acquire an
imaginary w(k), and start growing exponentially. In the
presence of a nonzero A, the growth ceases once the non-
linear effects become important.

In Fig. 5 we present our results for the sum of expectation
values of the square of each mode (3|, |2(mt)) for two
degrees of freedom N = 2. As a matter of fact this observ-
able is just a discretized version of [dx¢?(x). The time
evolution as a function of mt is given, as obtained from the
numerical integration of the N = 2 Schroedinger equation.
The result of the classical approximation and of our LQC
method obtained from « = 1/3 are also shown. The exact
numerical integration has negligible errors at the scale of
this and the following figures. The errors of the remaining
approximations were obtained by applying a jack-knife
method to the sample of trajectories. The total number of
trajectories used for this data was M = 8 X 10°.

2.2 N-2

Quantum
Classical
Linear QC #--x---

<%, 02(mt)>

mt

FIG. 5 (color online). Time evolution of (3 ,|¢.|>(mt)) for
N =2, for the fully quantum, classical approximation and
LQC method for k = 1/3.
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FIG. 6 (color online).

The results show the same pattern as before. The classical
approximation captures the main features, but our LQC
approximation calculation is capable of reducing the dis-
crepancy substantially. Only at the latest times this differ-
ence exceeds the level of the statistical errors. In Figs. 6(a)
and 6(b), we display the corresponding results for N = 8
and N = 32 with a sample of size M = 4 X 107. Here, we
do not have an exact result to compare with, so the main
issue is the dependence of the errors on N for a fixed sample
size. Errors of our method are larger than those of the
classical approximation, as expected, but do not seem to
depend crucially on the number of variables. The intermedi-
ate values of N, not shown, display exactly the same pattern.
For all values of N the relative difference between classical
and LQC approximation approaches a constant with errors
diminishing as the sample size M grows. For the maximum
values studied of order M = 5 X 107, we can estimate the
quantum correction at our latest times mt =~ 3 with an
accuracy of 10% without a significant dependence on the
number of degrees of freedom.

In conclusion, the proposed method seems to scale
reasonably well with the number of degrees of freedom.
The computational cost is only a certain factor higher than
that involved in the classical approximation. Thus, phe-
nomenologically interesting applications are addressable
within present high-performance computing capabilities.

VI. CONCLUSIONS AND OUTLOOK

In this paper we have analyzed the real-time evolution
of simple quantum systems. Both the form of the poten-
tial, as well as the type of initial conditions, are chosen to
reflect relevant applications in cosmology. The simplicity
of the systems allows the numerical integration of the
Schroedinger equation and, hence, can be used to test
different approximation methods. The simplest one is
given by the classical approximation, which amounts to
the classical evolution of a random variable distributed
according to the initial wave function. In our examples,
the classical approximation always performed well at
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The same as Fig. 5 but for N = 8 (a) and N = 32 (b).

initial times, capturing the qualitative features of the
quantum evolution. When trying to improve on this
approximation, it seems natural to focus on the Wigner
function and the quantum Liouville evolution equation
that it satisfies. It is simple to introduce a parameter « in
the evolution equation that interpolates between the
classical approximation (k = 0) and the full-quantum
evolution (« = 1). This parameter amounts to a rescaling
in the value of 7> appearing explicitly in the equation.
We have presented a method based on samples and a
discretization (coarse-graining) in the distribution in the
conjugate momentum and compared its results with the
classical approximation, the next-to-leading 1/N trunca-
tion of the 2PI equations, and the numerical quantum
evolution. The method can be used to determine the quan-
tum corrections to the time evolution of expectation values
as a power series expansion in «. This provides a natural
extension of the classical approximation (corresponding to
the lowest order). The results, for the examples considered,
seem to capture a sizable part of the quantum effects,
therefore providing a possible alternative to other ap-
proaches. Even when the method sizably departed from
the exact quantum result, the discrepancy remained smaller
and of the order of the quantum effect, and no anomalous
instabilities were observed. Thus, it can at least serve to
attach a level of precision to the classical approximation.
The method is certainly not a panacea. We emphasize
that quantum averages are subject to the sign problem,
since the Wigner function is not positive definite. Our
sampling method is equivalent to reweighting, which is
certainly not a solution to the sign problem. However, if
one starts with a positive-definite distribution function, the
problem only sets in at a later time, and reliable estimates
of the quantum effects can be obtained at early stages of the
evolution. The method can also be used to compute the full
quantum effect by setting k = 1; although, at fixed «, our
coarse-grained sampling method severely breaks down
beyond a critical range of times. However, one can go
well beyond this point if one aims at computing the quan-
tum corrections to order «" and not the full quantum
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evolution. In this case, the computational cost only grows
in a powerlike fashion with respect to the time range of the
analysis. This can then be viewed as a systematic improve-
ment with respect to the classical approximation, which at
the least can serve to quantify the size of the quantum
corrections involved. All other errors, arising from the
statistical size of the sample or from the discretization in
conjugate momenta, are quantifiable.

As emphasized in the Introduction, our main goal is to be
able to apply the method to the evolution of quantum fields
in the early Universe. For that purpose, it is important to see
how the computational cost depends on the number of
degrees of freedom. Methods based on histogramming the
Wigner function have costs that grow exponentially with
the number of variables. In designing the methodology we
focused on an approach which only grows in a powerlike
fashion, even if there are more efficient ways to handle
systems with a few degrees of freedom. In the last section
we have presented a pilot study to measure the rate at which
the computational cost evolves with the number of variables.
The comparison is done by monitoring the size of the
sample in order to keep the degree of accuracy of the
quantum corrections fixed. In our exploratory study we
focused upon a two-dimensional quantum field theory
case, which has been subject of previous study as a toy
model for cosmological applications. The model has been
discretized to a system with N degrees of freedom. We
applied our technique to the model up to N = 32, and we
found that the statistical errors on the quantum effects of our
observables for a fixed sample size remain stable with the
number of degrees of freedom. Of course, the simulation
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time grows with the number of degrees of freedom, as does
for the case of the classical approximation. On a full quan-
tum field theory setting, we expect that there exists a char-
acteristic length scale associated to quantum coherence. For
sizes larger than this scale, expectation values of local
quantities would have reduced errors resulting from averag-
ing over incoherent regions. This would allow a reduction of
the necessary sample sizes.

To conclude, we stress that it is relatively easy to imple-
ment our method with a simple modification of the codes
employing the classical approximation. Our study shows
that the proportion of additional computational cost in-
volved does not grow as we increase the number of degrees
of freedom. This suggests that, even if computationally
demanding, calculations of quantum corrections in realis-
tic problems of quantum field theory in a cosmological
setting are within reach with present-day technology.
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