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The advanced worldwide network of gravitational waves (GW) observatories is scheduled to begin
operations within the current decade. Thanks to their improved sensitivity, they promise to yield a
number of detections and thus to open new observational windows for astronomy and astrophysics.
Among the scientific goals that should be achieved, there is the independent measurement of the value of
the cosmological parameters, hence an independent test of the current cosmological paradigm. Because of
the importance of such a task, a number of studies have evaluated the capabilities of GW telescopes in this
respect. However, since GW do not yield information about the source redshift, different groups have
made different assumptions regarding the means through which the GW redshift can be obtained. These
different assumptions imply also different methodologies to solve this inference problem. This work
presents a formalism based on Bayesian inference developed to facilitate the inclusion of all assumptions
and prior information about a GW source within a single data analysis framework. This approach
guarantees the minimization of information loss and the possibility of including naturally event-specific
knowledge (such as the sky position for a gamma ray burst-GW coincident observation) in the analysis.
The workings of the method are applied to a specific example, loosely designed along the lines of the
method proposed by Schutz in 1986, in which one uses information from wide-field galaxy surveys as
prior information for the location of a GW source. I show that combining the results from few tens of
observations from a network of advanced interferometers will constrain the Hubble constant H,, to an

accuracy of ~4%-5% at 95% confidence.
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I. INTRODUCTION

The current decade will see the beginning of the era of
gravitational waves astronomy. A worldwide network of
second generation interferometric gravitational waves
(GW) detectors is, in fact, scheduled to begin operations in
2014-2015. Currently, the already existing LIGO facilities in
the United States [1] and Virgo in Italy [2] are in the process
of being upgraded, and the Large Cryogenic Gravitational-
wave Telescope (LCGT) [3] in Japan and possibly IndiGO
[4] in India are supposed to join the global network in the
following years. Thanks to their increased sensitivity, second
generation instruments are expected to yield several positive
detections of compact binary systems coalescences; the
detection rate is estimated to be in the range ~1-100 yr~!,
depending on the actual astrophysical event rate, instrument
duty cycles, and sensitivity evolution [5].

Among the many possibilities offered by a new obser-
vational window, GW from coalescing compact binaries
potentially offers a one-step-only, totally independent
measurement of the Hubble (and other cosmological) pa-
rameters, as pointed out by Schutz [6] over 25 years ago.
Different from electromagnetic observations, where one
has to resort to cross calibration of multiple distance in-
dicators, for GW observations the luminosity distance is a
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direct observable [6-8], and if one could infer from other
means the redshift of the source, one could estimate the
cosmological parameters from the luminosity distance—
redshift relation. As second generation (or advanced)
ground-based gravitational-wave laser interferometers are
being installed, this becomes a very concrete scenario,
which may contribute to the solution of yet unresolved
issues both in the determination of the Hubble constant
[see [9] for a review] and in our understanding of the high
redshift universe and its mass-energy content. Several stud-
ies have already proven that space-based observatories,
such as the Laser Interferometric Space Antenna (LISA)
[10], can successfully address both these issues: by mea-
suring the redshift statistically, in MacLeod and Hogan [11]
it has been shown that H, can be determined with percent
accuracy from the observation of extreme mass ratio sys-
tems and, using a similar approach, in Petiteau et al. [12]
it has been shown that also w, the dark energy equation
of state, can be accurately measured once the remaining
cosmological parameters are known. Their analysis was
greatly facilitated by the very good sky localization capa-
bilities offered by LISA for extreme mass ratio and massive
binary black holes systems.

The possibilities that ground-based observatories offer
have also been extensively investigated. In particular, it has
been shown that designed third generation interferometers
will offer measurements of the dark energy equation of
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state that are competitive with current electromagnetic
measurements [13,14], while second generation interfer-
ometers could plausibly constrain H [15,16]. The chal-
lenge in ground-based GW observations is to obtain a
redshift measurement for a GW detected source. As the
GW error box is = 1-100 deg?, direct redshift measure-
ments may be very challenging, despite optimistic assump-
tions made by several authors. For example, if short-lived
gamma ray bursts (GRB) are associated with the merger of
compact objects with at least a neutron star component,
this would provide such a measurement [13—15]. However,
regardless of the still open debate on whether short GRB
progenitors are indeed compact binaries, the fraction of
coalescing systems producing short GRBs might be as low
as 1072 [17]. These considerations bear the question of
whether it is at all feasible to use GW binaries as a new
class of standard candles if the electromagnetic counterpart
is not known. Recent literature focused on this possibility.
Taylor et al. [16] explored the case in which the mass
function of neutron stars is known, while Messenger and
Read [18] suggest a direct measurement of the redshift
from GWs, but the required sensitivity is achievable only
by third generation instruments. Both methods aim at
measuring directly the rest masses of the system and, by
comparing with the observed-redshifted mass, extract the
redshift of the source. Each of the aforementioned methods
has its merits and its shortcomings: the difficulties of using
GRBs to obtain the redshift have already been mentioned,
while the two latter approaches rely either on the knowl-
edge of the intrinsic mass function of neutron stars or on
the knowledge of their equation of state. Even if you would
somehow acquire this information (possibly from GW, for
example [19]), the inference of the cosmological parame-
ters would be possible only for systems in which at least
one of the two components is a neutron star. The implica-
tions are twofold: (i) we would be able to use fewer
systems than observed, and thus we would have fewer
systems to average out systematics that could affect our
estimates; (ii) our distance reach, and thus our sensitivity to
the energy density parameters, would be seriously reduced.

In view of these problems, this paper will present a
formalism based on Bayesian inference aimed at measuring
the cosmological parameters using GW for any particular
cosmological model under consideration. This general for-
malism allows one to take into account all information that
is available and relevant for all GW detections, and as such
it is widely applicable to any particular *“class” of putative
standard sirens. To exemplify the workings of the method,
this study will investigate the capabilities of the upcoming
network of advanced ground-based observatories in a simi-
lar scenario as the one proposed originally by Schutz [6]
and further developed by MacLeod and Hogan [11] for
LISA. In particular, we will see that a three advanced
interferometers network will be able to constrain H,
independently from any electromagnetic measurement as
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0.679 = h = 0.722 with as few as 20 events and as
0.686 = h = 0.714 with 50. This kind of accuracies is
comparable with results from the Hubble Key Project
[20] and from 7 yr Wilkinson Microwave Anisotropy
Probe (WMAP) [21]. The rest of the paper is organized
as follows: Sec. II presents the method in its generality and
then proceeds in specializing it to the case of compact
binary coalescences observed from second generation
interferometers in conjunction with wide-field sky surveys.
Section III presents the GW catalog on which the simula-
tion in Sec. IV is based. Finally, the results are summarized
and discussed in Sec. V.

II. METHOD

This section is divided into two subsections. In the first
one, I will introduce the formalism in its generality. In the
second subsection, I will present an adapted version of the
full formalism to estimate the cosmological parameters a
posteriori, that is, after a measurement of the parameters
describing a GW model. For the computation of the
response to a GW of a network of detectors, I will use
the same geometric conventions introduced in [15,22,23].
For a thorough discussion about these topics, the reader is
referred to [24] and references therein. The details of the
detector networks that will be studied can be found in
[15,24,25].

A. Inference of the cosmological parameters from
gravitational waves: The general approach

Consider a catalog of gravitational-wave events
E=¢€,..., €, observed by a network of K gravitational-
wave detectors. The posterior probability distribution for
the cosmological parameters—the Hubble constant Hy, the
density parameters (),,, ), and {,, and so on—that |
collectively represent with the ()—given the ensemble of
events € and a cosmological model (or hypothesis) H  is

pEIQ, H, I)
pEIH, I) "’

where p(fll}[ , I) is the prior probability distribution for
Q given the cosmological hypothesis J{ and 7 indicates all
the background information that is relevant for the in-
ference problem under consideration. If the gravitational-
wave events are considered independent, the likelihood
p(é’lfl, H, I) in Eq. (1) can be rewritten as a product of
the likelihoods for each single event €;:

pQIE, H, I) = p(QH, I) (1)

p(glﬁrg-[)])=l_[p(et|ﬁ’g-[7])’ (2)
i=1
and thus, Eq. (1) reads

3

QIEH, I)=p(Q|H, I M
p(Q] )=p(Q] )i]:! el D)
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Strictly speaking, the quantity p(e,|Q, 3, I) is not a real
likelihood because it is the result of the marginalization
over the GW signal intrinsic parameters that are nuisance

parameters for the purpose of inferring Q. Sucha quantity
is sometimes referred to as quasilikelihood [26]. If we

indicate with 6 the set of parameters on which the GW
waveform depends, the quasilikelihood is

pleld, H, 1) = [ dp(@18, H, D p(e|D. 6, H, 1),
“)

in which I introduced the prior probability distribution
p(0]1Q, H, I) for 6 and the integral is to be performed
over the full parameter space defined by 6. For nonspinning

waveforms, in celestial coordinates, 6= (my, my, P, 7,
a, 8, ¥, 1,7, D;): the component masses m; and m,,
the—geocentric—phase ¢, and time 7. at coalescence,
right ascension «, declination o, polarization angle i,
inclination angle ¢, the redshift z, and—a priori—the lumi-
nosity distance D;. The prior probability distribution
p(é Iﬁ, ., I), thanks to the product rule, can be factorized
into a product of the prior probabilities for each parameter
or group of parameters:

p(61Q, 3, 1) = p(my, my| Dp(¢ | Dp(r | Dp(, ol 1)
X p(z, a, 8| D)p(Dy 1z, Q, H, I).  (5)

Since a cosmological model HH predicts that D, is a
function D(), z) of the redshift z and of the cosmological
parameters (), only two of the three parameters D;, z,

and Q are independent. If we choose Q) and z to be the
independent parameters, what would be the prior for Dy,
becomes

p(Dylz, Q, H, I) = 8(D, — D(Q, 2)), (6)

which shows explicitly that, when a cosmological model is
considered, the luminosity distance D; is a not a model

parameter. The function D(fl, z), in a Friedmann—
Robertson—Walker—LeMaitre universe, is given by [27]

c(1 ) . !
(T:Z \/#Q_A smh[\/Qk IR %] for Q; >0

D((), 7) = —C(};(ZZ) 65‘&) for O, =0
cl+z) 1 : dz
o s1n[\/|Qk| IE; Eé,)] for Q, <0
(7)
and

E@)=yQ,(1+ P+ Q1+ +Qy (8

Simplifications to the problem of inferring Q from GW
are obtained by imposing restrictions on the form of some
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of the prior probability distributions in Eq. (5). For
instance, a coincident observation of a GRB and a GW
[13-15,28] implies a priori knowledge of the sky position
and redshift of the GW source. Therefore, it is equivalent
to imposing p(z, @, 8|I) = 8(z — zgre)6(a — aGrs)
8(6 — dgrp) Where agrgp, Ogrp» and zggrp are sky position
and redshift of the observed GRB. Similarly, the use of the
neutron star mass function to infer the redshift, as proposed
recently by Taylor et al. [16], corresponds to a very par-
ticular choice of p(m,, m,|J) that is the neutron star mass
function. With the formalism presented herein, it is easy to
see how to combine various assumptions and how it would
be possible in the future to use a unique methodology for
any kind of GW observation and optimize the relevant

inference of () given any additional information about
the source at hand.

The prior distributions for the orientation angles ¢ and ¢
will be taken as uniform on the 2-sphere, and uniform on
the time of coalescence 7, in an interval of =1 s centered
around the “true” coalescence time. The joint prior for
redshift and sky position instead will be set by measure-
ments extracted from wide-field sky surveys such as Sloan
Digital Sky Survey (SDSS) [29]. If we assume that a GW
source is bound to be localized in a galaxy, then this
assumption implies that the only admissible coordinates
of a GW event are the ones corresponding to some galaxy.
A wide-field survey can be seen as a list of redshifts and sky
positions for all the galaxies that manage to be bright
enough to be detected. This, in turn, defines a joint proba-
bility distribution of sky position and redshifts that we can
take to be the joint prior required for Eq. (5):

N
P a elI) o« 3 p;d(z = z))8(a = a))8(8 = 5), ()

j=1

where N is the total number of galaxies identified by the
survey and p; are the weights one might assign to each
galaxy. In what follows the weights will be taken to be
equal for each galaxy, p; = 1forj=1,...,N.

Let us turn our attention now to the likelihood
p(e,-lﬁ, 5 JH, I). If one assumes that the noise is inde-
pendent and uncorrelated across different detectors, each
of the single event likelihoods in Eq. (4) is further ex-
pressed as a product of the likelihoods for each of the
detectors:

K
p(el 6, H, ) =[] p(e”190,6,3£,1).  (10)

k=1

The likelihood at each detector is given by [30]
p(eV]Q, 6, 3, I) = e~ =m0 @B -0 @a2 (1)

in which the strain sgk) for the kth detector has been
introduced, (...]...) indicates the scalar product
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fg + fg*

S (12)

(flg) = 2]0‘” df

and h(k)(fl, 6) is the GW template. The Sﬁ,k)(f ) is the noise
power spectral density for the kth detector. The signal-to-
noise ratio p; in the kth detector is defined in terms of the

scalar product in Eq. (12) as (h®O(Q, 6)|h%(Q, 6)). The
network signal-to-noise ratio pework 1S given by

} K
Pretwork — Z P%- (13)
k=1

B. Inference of the cosmological parameters from
gravitational waves: The a posteriori approach

The formalism presented in the previous section might
be difficult to apply in practice, especially if, by the time of
operation of the second generation interferometers, there
will be all-sky data without the necessary coverage and
depth to be used for the definition of the prior in Eq. (9).

However, the inference of Q can still be done a posteriori,
after a three-dimensional volume in the sky has been
identified by means of standard data analysis pipelines,
one would identify all possible hosts within the three-

dimensional volume and then proceed to infer Q. In gen-
eral, the pipelines currently used in the LIGO Algorithm
Library produce an n-dimensional posterior probability

distribution p(6'|e;, I') for all the parameters 6'—that
are the same as # but not including the redshift z,

that is, 6=6'u z—describing the GW waveform. Note
that the background information in this case is different
from the previous subsection, I’ # I. From Bayes’s theo-

. > .
rem, the posterior for 8 is

p(eilélr I/)

d'le, I') = p(@'| 1) 2~
P, I = p@1 1) S

(14)

When we want to infer ) from p(0'l€;, I'), we suddenly
“remember” that a cosmological model exists and that we

want to measure the parameters () on which this model

depends and that in our inference of 6' we have ignored.
Formally, this logical process corresponds to the redefinition

I'=Q, 3, I.The joint posterior can then be rewritten as
p(@'le;, I') = p(0'|e;, Q, H, I). The quasilikelihood in
Eq. (4) becomes

p(e6, H, T) = [ 4d'dzp(@', 2|0, 3L, T)
X p(e|Q, 6,z 3, I), (15)

which can be further rewritten as
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plel®, H, )= [ 46'dzp(2|8, 6, 3, 1) p(@10, 3, T)

X p(e;1Q,8',z, 3, I). (16)

In the environment defined by I’, the knowledge of z is

irrelevant for p(eilﬁ, g , 2, H, I); therefore we can ignore
the conditioning on z, and we are left with

P(€i|ﬁ, H, 1) = fdé'dzp(zlé/, Q, H, I)

X p(@'| I p(e;ld, I'), (17)

in which we can recognize the “standard” likelihood
p(e;16', I') and prior distribution p(6'|I"). The term
p(zlé’, () JH, I) is the prior distribution for z once we
assume 6' is known. The simplifying assumption that only
Dy, a, and 6 are relevant to determine z implies

p(2ld, 0, H,I) = pzID,, @, 8, Q, H, I),  (18)

which corresponds to the selection of only the galaxies within
the measured three-dimensional volume in the sky, and thus
coincides with the assumptions in [6,11,12]. We can then
marginalize over all the remaining, and nonrelevant, parame-
ters and obtain

pleld, 3, 1) = f dD, dadddzp(zID,, @, 8, O, H, T)

X p(Dy;, a, 5|(), H, I
X p(e]|Dy, a, 8, (_)2, H, 1. (19)

One can then proceed as in the previous subsection and
impose the constraint on D; given by the luminosity dis-
tance—redshift relation and finally calculate the posteriors for

Q asin Eq. (1).

ITII. GRAVITATIONAL-WAVE EVENTS CATALOG

I applied the general formalism presented in Sec. IT A to
a mock catalog of GW events observed by a network of
advanced interferometers in conjunction with the Sloan
Digital Sky Survey Data Release 8 (DR8) [31]. The
SDSS DR8 spectroscopic catalog comprises 840375 gal-
axies and covers an area of 9274 deg? in the northern sky.
I considered three detector networks:
(1) a three interferometers network made by LIGO
Hanford, LIGO Livingston, and VIRGO (HLV);
(2) a four interferometers network made by LIGO
Hanford, LIGO Livingston, VIRGO, and LCGT
(HLVI);
(3) a five interferometers network made by LIGO
Hanford, LIGO Livingston, VIRGO in conjunction
with LCGT, and IndiGO (HLV1J).

The locations and orientations of all the detectors consid-
ered can be found in [15,24,25]. For the two advanced
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LIGOs, for LCGT, and IndiGO, I assumed the high-power,
zero-detuning noise curve expected for advanced LIGO,
while for advanced Virgo I assumed the binary neutron star
(BNS)-optimized noise curve. These are given in Fig. 1.
For each event I simulated ten independent noise realiza-
tions, and results will be shown as an average of them.
When a GW is present, the strain in each detector, labeled
by k, is given by the sum of the detector noise n'®(f),
assumed Gaussian with zero mean, and the GW A¥(f):

sOf) = n0(f) + 9. (20)
The response to the GW in the kth detector is given by

WO =Y D¥ey@hpa @ Q:f) @)
pol=+,X
=2 FOR (6,05 0) + FOh(6,0:0) (22)

where Dgf) is the detector tensor and fi is the unit vector
along which the GW propagates. In the second equality I
introduced the antenna pattern functions F (f) and F (Xk) for
the kth detector and the vector r; that from the center of the
Earth points to the location of the kth detector. The GW
signals are taken to belong to the TaylorF2 family [32]:

h(pol)(é: ﬁ,f) — A(pol)(é’ ﬁ)f*7/6ei(2ﬂ'Arf+®PN(f)+qbr)’
(23)

where ®py(f) is the post-Newtonian (PN) expansion of the
wave phase. For the purpose of this study, the PN phase has
been restricted to the second order. As for the GW signal,
the GW template used in the analysis is also taken to
belong to the TaylorF2 family. The choice that the GW
signal and the GW template belong to the same family
implies that we are deliberately neglecting systematic
effects due to signal-template mismatch, which might
affect the end results. The limits of integration for the

\ — Advanced LIGO
* - = Advanced Virgo
A}

10.0 | \

5.0 |

1.0

102/ S(f) [Hz'/?)

0.5

0.1

L L L L L i
10 30 50 100 200 500 1000 2000

frequency [Hz|
FIG. 1. The high-power, zero-detuning noise curve for ad-

vanced LIGO and the BNS-optimized advanced Virgo noise
curve.
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computation of the likelihood, Eq. (11), are f,;, =10Hz
and the frequency of the last stable circular orbit:

flso = (63/27T(m1 + m2))_1, (24)
where m; and m, are the observed-redshifted—component
masses.

The GW catalog consists of a set of 1000 compact
binary coalescence events sampled from SDSS. Each
galaxy is assigned equal probability of being the host of
a GW event, so therefore the redshift and sky position
distributions of the GW events follow exactly the galaxy
distributions. For each event the remaining parameters
have been chosen as follows:

(i) the component masses of the binary system, in the
system rest frame, are sampled from a uniform dis-
tribution m,, m, € (1.0, 15.0)M;

(i1) the orientation angles are sampled from a uniform
distribution on the 2-sphere;

(iii) the times of coalescence are evenly spaced by

1000 s [33].

As SDSS covers about half of the northern sky, special
care has to be taken when dealing with events that are close
to the edge of the survey. For this reason, only GW events
located at least 10 deg away from any of the edges were
considered. Moreover, sources were restricted to have z =
0.1 (~ 460 Mpc in a ACDM cosmology). This redshift
corresponds to the ~100% completeness limit of SDSS for
galaxies brighter than 17.77 in the r band, and therefore for
the spectroscopic survey, and, given the most plausible
rates [5], should yield 1-50 detections per year. Given
the aforementioned redshift cut, the total number of gal-
axies actually considered in the analysis is 362528.
Because of the apparent magnitude cut for spectroscopic
targets, data from SDSS beyond z =~ 0.1 must be used with
caution. Since the detection efficiency drops by as much as
90% at 7 = 0.15, the galaxy number count seriously under-
estimates the actual number of host candidates. While for
simulations, where one has complete control over the
system, this might be a reasonable choice, in real observa-
tions the probability of missing the real host is unaccept-

ably high. Thus the bias introduced in the estimate of ()
would be very significant with the result of drawing the
wrong conclusions about the evolution of the Universe. A
more realistic approach when assessing the performance of
a GW observatory for high z events is to use numerical
N-body simulations to define the galactic population, as
done in [12], which do not suffer from incompleteness. The
sampled z and D;, which is calculated assuming a con-
cordance ACDM cosmology with {h, Q,, Q; Qp} =
{0.7,0.3, 0.0, 0.7} [34], are shown in Fig. 2, top and central
panels, respectively. The detection threshold was set at a
signal-to-noise ratio of 5.5 in each of the detectors’ part of
the HLVIJ network. The distributions of network signal-to-
noise ratios for the HLV, the HLVJ, and HLVIJI networks
are also shown in Fig. 2, bottom panel. Please note that for
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FIG. 2. Properties of the 1000 GW events catalog. Top: distri-
bution of the distances D; calculated from a ACDM universe
and the galaxy redshift. Center: distribution of the redshifts z of
the sources (solid line) compared to the overall SDSS redshift
distribution (dashed line). Bottom: distribution of the network
signal-to-noise ratio pework for the HLV network (solid line),
the HLVJ network (dotted line), and the HLVIJ network (dashed
line). The distributions for z and for p ...k have been scaled to
facilitate the comparison.

the three different networks considered the GW events are
the same. The mode of the redshift distribution for the GW
catalog is ~0.03, so a posteriori we are justified in choos-
ing SDSS as a baseline for the generation of the GW events
and as a prior probability distribution of z, a, §. As already
mentioned, SDSS is complete to z =< 0.1; therefore all the
events detected by second generation interferometers have
a very high probability of being hosted by a galaxy that is,
or will be, identified by current, or near-future, wide-field
surveys. A typical redshift z ~ 0.03 corresponds to a typi-
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cal “Hubble flow” velocity of ~9000 km - s~!. About
50% of the whole galaxy population is found in bound
associations such as clusters or groups, e.g., [35]. Typical
peculiar velocities v, within these associations, are
100 km-s™! < v <1000 km - s™!, so ~1%—10% of the
redshift is possibly not of cosmological origin but due to
the proper motion of the host galaxy. Therefore, we can
anticipate that if only very few events are observed, in
addition to the bias possibly introduced by the well-known
inclination—distance degeneracy, the estimate of fl and,
in particular, of & can be biased by a similar percentage.
It is therefore of crucial importance for the effective
“averaging” obtained from the computation of the joint
posterior distribution in Eq. (1) from many events to mini-
mize this potential source of bias. It is worth noting that,

even if one does not aim at estimating fl, the proper motion
of the host galaxy might affect similarly the estimate of the
component masses, with potential pernicious effects on the
reconstruction of mass dependent quantities.

IV. ANALYSIS

This section is divided into three subsections. The first
one will present the setup of the data analysis simulation;
in particular, it will reiterate the prior probability distribu-
tions for the parameters of interest. The second subsection
will present results for the case of a single GW event and
will compare the performance of the different networks in

sky localization and in the estimation of (). The third
subsection will instead deal with the joint posterior distri-

bution for ) in the three networks.

A. Prior probabilities

The analysis of each signal has been performed using a
nested sampling algorithm [36]. The parameters that are

estimated for each signal are () = h, Q),,, (O, 5, with the
boundary condition €, + Q,, + Q, = 1, the redshift z,
the sky position «, 8, the orientation ¢, i, the chirp mass
M, the symmetric mass ratio 7, and the time of arrival at
the geocenter #,. The cosmological hypothesis FH consid-
ered for the analysis is a Friedmann—Robertson—Walker—
Lemaitre universe whose luminosity distance-redshift
relation is given in Eq. (7). Some of the prior probabilities
for all these parameters have already been briefly intro-
duced in Sec. II. For the sake of clarity, let us iterate on
their choice again:

(i) p(M|I) uniform in the interval 1, 15M;

(ii) p(n|I) uniform in the interval 0.01, 0.25;

(iii) p(y|T) uniform in the interval 0, 27;

(iv) p(¢|T) proportional to sine in the interval 0, 277;

(v) p(t.|I) uniform in the interval =1 s around the

correct time of arrival;
(vi) p(¢é.|I) uniform in the interval 0, 27r;
(vii) p(z, @, 8|I) is set by the (3D) positions ex-
tracted from SDSS [see Eq. (9)] with the constraint

043011-6



INFERENCE OF COSMOLOGICAL PARAMETERS FROM ...

z = 0.1. The total number of possible hosts for
each event is 362 528;

(viii) p(h|I), p(Q,,17) and p(Q,|T) are uniform in
the intervals [0.1,1.0], [0.0,1.0], and [0.0,1.0],
respectively.

Each of the nested sampling simulations on which the
results are based has been run using a collection of 1000
live points providing an average of 5000 posterior samples
per GW event. For each event, the nested sampling algo-
rithm has been run over 10 independent noise realizations.
This totals to 10000 simulations per detector network,
yielding approximately 240 000 CPU h per network.

1. Sampling the galaxy catalog space

For a detailed description of the nested sampling algo-
rithm, the reader is referred to [36] for its general details and
to [37] for an implementation in the context of GW parame-
ter estimation. The Monte Carlo sampling of sky position
and redshift is done by choosing only values of «, §, and z
corresponding to one of the galaxies in the catalog. However,
a direct uniform sampling would be extremely computation-
ally intensive, and therefore a different scheme had to be
implemented. At the beginning of the simulation, the full set
of galaxies in the catalog are organized in a kd tree, and each
live point is assigned a triplet «;, d;, z; corresponding to a
random galaxy. The algorithm computes then the covariance
matrix C for the ensemble of live points. Note that the
computation of the covariance matrix is repeated every fixed
number of steps of the nested sampling algorithm. At each
iteration, when a new live point needs to replace the one
having the lowest likelihood in the pool, a randomly chosen
one is copied over and evolved via a Markov chain Monte
Carlo procedure. Let &, 6, and z be the initial values of
sky position and redshift; the new values of «, &, and z are
picked by searching the kd tree for all galaxies within a

radius r = y/o% + 0% + o of the starting point e, 8¢, Z.

Among all the galaxies obtained, the proposed new live point
is assigned «, 0, and z corresponding to a randomly picked
one from the pool. Because of the very nature of the nested
sampling algorithm, the live points tend to occupy a pro-
gressively smaller volume of the parameter space; therefore,
since C is recomputed every fixed number of steps, the
search radius r decreases as the simulation progresses.
With the procedure described above, the sampling of «, &,
and z is very inefficient at the beginning of the simulation,
when the diagonal elements of the covariance matrix C have
a size comparable to the width of the prior distribution but
increases progressively. At the same time, one is guaranteed
an approximately uniform sampling of all galaxies.

B. Single GW event

Without a one-to-one electromagnetic identification,
from a single GW event it is not possible to measure ()
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with sufficient accuracy. For a reasonable estimate, the
combination of the information coming from a number of
sources is pivotal [6]. However, it is still interesting to
quantify the performance of the networks under considera-
tion and compare them. As it is impossible to report a
detailed comparison for all 1000 GW events, what follows
will concentrate on the direct comparison of a particular
GW event chosen from the mode of the signal-to-noise
ratio distribution shown in Fig. 2 and then report a few
statistical properties for the whole 1000 events (see Table II
below). The parameters of the sample event under consid-
eration are given in Table I. Figure 3 shows the joint
two-dimensional posterior distribution for « and 6 for
the two networks under consideration for the source whose
parameters are given in Table I. The large dots are the
galaxies identified as the possible hosts of the GW event.
The first striking difference between the HLV and the
remaining two networks is the sky resolution. The benefits
of adding more interferometer to the global network
has already been strongly stressed by the works in
[15,24,25,38], and here we see how a better localization
accuracy translates into the number of identified putative
hosts. For the same event considered as an example in this
section, the 95% confidence area goes from 14.8 deg?
measured by the HLV network to 3.9 deg? for the HLVJ
one and to 2.2 deg? instead for the HLVJI one. This trans-
lates in a number of hosts identified as 600, 339, and 230,
respectively. However, the redshift z and 4 are inferred
with similar accuracies; see Fig. 4 for & and z. The joint z
and & posterior shows some interesting features; from the
two-dimensional distribution we evince the multimodal
character of the distribution itself. The comparison with
the joint posterior for cost and % sheds some light on the
nature of the multimodality; the amplitude of a GW, in fact,
depends mostly on the instrument geometrical response to
the wave and its distance, since the chirp mass is estimated
from phase information. Since « and 6 are determined
mainly by the relative phase shifts in each instruments, in
other words, by the different times of arrival of the GW at
each detector location, the only angular variables that
affect the amplitude determination are the orientation of
the binary ¢ and ¢. The polarization ¢ is determined by
the antenna pattern function once « and 6 have been con-
strained, and what is left affecting the amplitude of the GW
is only ¢. In fact, the bottom panels of Fig. 4 show clearly
the correlation between /& and cosc. There is, however, a
remarkable difference between the three networks. In the
three interferometers case the coset, i distribution is not
multimodal. The reason for this has been already given
implicitly above; the HLV network is very much less
accurate in the determination of the sky position of a
source; therefore the constraints from the geometrical
response to the GW are much weaker. This implies that
neither ¢ nor cose are as well constrained, which leaves
more freedom to z, cost, and & to rearrange and give the
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TABLE I. Summary of the properties of the source to which the results presented in the Sec. IV B refer.
D; /Mpc z dec/rad  R.A./rad t/rad i /rad M/Mg N PH PL PV P PI
313 0.069381 0435262 2.142747 0.339614 0519744 6350444 0.178603 7.1 75 85 71 70

same value of the likelihood. This further stresses the
importance of combining multiple observations to break
this three-way degeneracy if we are to estimate Q at all
from GW.

Table II reports the median 95% confidence interval
widths for all the parameters estimated by each simulation
for all the GW events observed from the HLV, top row, the
HLVIJ, central row, and HLVJI, bottom row, networks.
None of the networks is able to provide, on average, a

clean measurement of any of the Q. The median 95%
interval widths for (), and Q) , are equal to 0.95; therefore
we expect that these two parameters will not be measurable
as this is also the 95% width of their prior distributions. So,
none of the networks will be able to constrain the energy
density parameters (), and ) ,. This is not surprising as,
for z < 0.1, a change in one of the energy density parame-
ters is reflected in a change in D; by about 1%, which is
very much smaller than the typical measurement uncer-
tainty on D; of = 30%. However, the median 95% width
for h is 0.63-0.54; therefore, on average, the 95% width of
the posterior distribution is about half the size of the prior
width. H,, can be measured by second generation interfer-
ometers. In the next section, we will find out to which
accuracy this measurement can be done. Regarding the
other parameters, the findings presented in Table II confirm
and are in agreement with what was already found by
several other studies [15,24,25,38]. A fourth detector in
the worldwide network will improve the sky localization
accuracy by a factor of ~2, and the advantage in having

more than four detectors is marginal. This improvement is
mostly due to the more accurate determination of the time
of coalescence ¢, from the higher number of relative time
delays between the detectors. A more precise determina-
tion of the position of a source on the celestial sphere has
very important consequences. The obvious ones for the
electromagnetic follow-up of GW observations are dis-
cussed in [25]. However, there are more subtle consequen-
ces of a better sky localization. When a galaxy catalog is
used as a prior, what one obtains is a set of galaxies that,
due to their position in the sky, are classified as potential
hosts of the current GW event. For each event then the
properties of the putative galactic population can be
studied statistically. For example, one can study the lumi-
nosity function of the potential hosts or their clustering.
This kind of study would indicate which morphological
types are more likely to host compact coalescing binary
and their typical masses and colors as well as the properties
of their environment. Having a smaller number of putative
counterparts ensures a faster emergence of the features that
characterize the typical GW event host. What can be
learned from the galaxy population will be the object of
future studies. As found in [38], the measurement of the
inclination is improved by a factor of ~10% in going from
three to four detectors and marginally in going from four
to five. The redshift of a source, when using a galaxy
catalog as previously in this study, can be determined
with essentially the same accuracy, regardless of the num-
ber of detectors constituting the GW network.
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FIG. 3 (color online). Two-dimensional posterior distributions for the sky position of a sample source as observed by the HLV
network (left), by the HLVJ network (center), or by the HLVIJI network (right). The source signal-to-noise ratios for this particular
injection are H:7.1, L:7.5, V:8.5, J:7.1, I:7.0. The remaining parameters are given in Table I. In both panels, the cross indicates the
location of the GW real host. The (colored) dots indicate the galactic population identified as consistent with the GW event, color
coded according to their redshift, while the black dots indicate all the galaxies within the field of view. Left: two-dimensional posterior
distribution for @ and 6 for the HLV network for which p,cworc = 13.4. The contours indicate the 95% and 75% confidence intervals.
The 95% confidence area is equal to 14.8 deg?, giving a total number of possible hosts of 600. Center: two-dimensional posterior
distribution for & and 6 for the HLVJ network for which pcwork = 15.1. The contours indicate the 95% and 75% confidence intervals.
The 95% confidence area is equal to 3.9 deg?, within which the number of possible hosts identified is 339. Right: two-dimensional
posterior distribution for & and § for the HLVJI network for which p ok = 17.7. The contours indicate the 95% and 75% confidence
intervals. The 95% confidence area is equal to 2.2 deg?, within which the number of possible hosts identified is 230.
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FIG. 4 (color online). Top: joint two-dimensional posterior distributions for the redshift and for / of the same source as in Fig. 3 as
observed by the HLV network (left), by the HLVJ network ( center), or by the HLVIJI network (right). The star indicates the real value
of the redshift and of /. Bottom: joint two-dimensional posterior distributions for # and cost. The star indicates the injection value. In
all panels, the contours indicate the 95%, 75%, 50%, 25%, and 5% confidence intervals. In all cases the strong correlation between h
and z is evident, which is an obvious consequence of Eq. (7), and between h and cosc. This last degeneracy is just the translation of the
known D; — ¢ degeneracy that ultimately is the limiting factor in the determination of the parameters appearing in the amplitude of the
GW. Moreover, the distributions are multimodal, corresponding to the different combinations of %, z, and cost that give constant D; .
The accuracy of the estimation of the redshift is similar for all networks. However, the increase in resolving power for cos¢ when more
detectors are considered is noticeable.

C. Multiple GW events distribution, and having zeros in any bin at any time thanks

We have already stressed many times the importance of ~ © the constraint that the total probability of a sample

combining the information coming from multiple GW  ending in any bin is equal to 1. Figure 5 shows the—
average—medians and 95% confidence intervals as a func-

tion of the number of GW events included in the analysis.
The three columns correspond to observations from the

events for the purpose of inferring the value of Q. In this
subsection I will present the result of computing the joint

posterior distribution on Q using Eq. (1). In particular, the .
results will be presented in the form of an average over 20  HLV network, on the left, from the HLVJ network, in the

independent GW event catalogs obtained from the 1000  center, and from the HLVII network, on the right. Let us
events presented in Sec. III. The joint posterior distribu-  focus first on €1,, and (. Even when we combine infor-
tions have been computed by making histograms of the  mation from 50 events, none of these two parameters can
posterior Samples from each nested Sampling chain and be estimated by second generation interferometers—their
then combined together using the correspondence between  distance reach is just too small. I did the unrealistic
a histogram and the Dirichlet distribution that describes the ~ exercise, given the expected rates, of combining all the
probability of each sample ending up in a particular bin 1000 simulated GW events to test whether any kind of
[39]. This approach avoids procedures as convolving with  information can be extracted and found that not even in that
a Gaussian kernel, which might smooth out features of the =~ case can we measure the Universe energy densities. We

TABLE II. Noise averaged median 95% confidence interval widths from the 1000 GW events for all the parameters measured and for
the three networks under consideration. The last two columns report the median number of galaxies identified as potential hosts and its
variance, respectively. Please note that the 95% confidence width for ¢ is not a reliable indication of the performance of the networks
since the posterior distribution for ¢ is typically bimodal and the modes are spaced by 7.

Network h  Q, Q Q) z dec/rad RA /rad cost #/rad t./ms M/My 7  Ngaxies \/N21‘ ~ (Ngutaxies)?
galaxies

HLV 063 095 1.55 095 0.04 0.05 0.05 045 1.6 1.1 0.01 0.01 283 332
HLV]J 0.57 095 1.55 095 0.04 0.04 0.03 040 1.6 0.6 0.007 001 171 192
HLVJI 054 095 1.55 095 0.03 0.03 002 034 1.6 0.4 0.006 001 118 137
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FIG. 5 (color online). Evolution of the medians (solid line) and 95% confidence intervals evolution for ) as a function of the number
of events included in the computation of the joint posterior distributions. Each data point, and relative error bar, is the result of
averaging over 20 independent realizations of the GW events catalog. The left column presents the result for the HLV network, the
center column present the result for the HLVJ network, while the right column is relative to the HLVJI network. In all figures the (red)
dashed line is the injected value. The irregular jumps are due to the finite bin size. The convergence of (), toward the injected value 0 is
artificial and due to the prior probability choice for the analysis. See text for a discussion.

therefore conclude that for a GW-based determination of
these two parameters we will have to wait for either third
generation observatories or space-based ones.

The situation is quite different for 4 and seemingly for
Q. The reduced Hubble constant 4 will be accurately
measured already by second generation instruments with
little more than 10 events. Table III reports the average
median of & and its 2.5% and 97.5% values for the three
networks. After as few as 10 events, the measurement of &
is accurate to 14.5%, 7%, and 6.7% for the HLV, HLVJ, and
HLVIJI networks, respectively. The relative uncertainties I
find make GW observations already competitive with
results from the Hubble Key Project [20], which reports a
value for h, obtained after combining the results from
different methods, of 0.72 = 0.08 (11%). With more GW

observations the accuracy on % keeps improving, even if
not very significantly. However, after 50 GW observations
the HLV, HLVJ, and HLVII achieve an accuracy of 5%,
2%, and 1.8%, respectively. These measurements have a
comparable accuracy to the latest, and most accurate,
results available in literature. Komatsu et al. [21], combin-
ing the information from WMAP, baryonic acoustic oscil-
lation, and supernovae type la in conjunction with the
assumption of a flat universe ({1; = 0), obtain a best
estimate &7 = 0.702 = 0.014 at 1o, which, from this study,
seems achievable by GW observations alone. A closer look
at Fig. 5 reveals that the increase in accuracy cannot go
on arbitrarily. The limiting factor is, as for every noise-
dominated system, the signal-to-noise ratio. While for
the first 10-20 events the uncertainty scales like /N,
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Noise averaged median and 95% confidence intervals for 4, averaged over 20 GW event catalog realizations, as a

function of the number of events observed for the three networks under consideration.

HLV HLVIJ HLVIJI
No. events (hysq) (h) (ho7.59%) (hysq) (h) (ho7.5%) (hysq) (h) (ho7.5%)
5 0.644 0.753 0.982 0.664 0.701 0.765 0.663 0.705 0.779
10 0.671 0.714 0.775 0.675 0.699 0.725 0.674 0.698 0.721
15 0.676 0.705 0.754 0.681 0.699 0.716 0.682 0.697 0.712
20 0.679 0.701 0.722 0.684 0.698 0.711 0.684 0.697 0.709
30 0.681 0.698 0.717 0.688 0.699 0.708 0.687 0.697 0.707
40 0.686 0.700 0.714 0.687 0.699 0.707 0.689 0.697 0.704
50 0.686 0.700 0.714 0.687 0.700 0.706 0.689 0.700 0.703

eventually one hits the Cramer—Rao lower bound and no
further information can be gained by including further
observations.

Other methods relying on the additional assumption that
at least one of the components of the coalescing binary
system is a neutron star give similar uncertainties. For
instance, if one uses only coincident observations of
GRBs and GW detections, Nissanke et al. [15] find that,
with a five interferometers network, # can be measured
with ~13% fractional error with 4 events, improving to
~5% for 15 events. The required number of events in-
creases by 50% and 75% for a four and three instruments
network, respectively. Using the neutron star mass function
as a statistical mean to extract the redshift of each source,
Taylor et al. [16] suggest that 4 can be determined to
~10% using 100 observations.

Quite surprisingly, even if second generation interfer-
ometers will not be able to constrain (2, and () ,, Fig. 5
suggests that, regardless of the network size, we should be
able to constrain ). However, this is most likely not a real
effect. In fact, we cannot measure (), or {),, so therefore
their posterior distribution is, just like their prior, a uniform
distribution in [0, 1]. The boundary condition at z =0
implies that Q, =1 — (Q,, + Q). The distribution of
the sum of two uniformly distributed variables in [0, 1] is
a triangular distribution whose mean is 1. It follows that the
mean of  if (,, and ), are uniformly distributed in
[0, 1] is 0. The reason for the apparently successful infer-
ence of (), thus relies on the choice of the priors for (),
and () ,. Different choices of the prior ranges would have
led to a different inferred value of (). If we would have
chosen uniform priors but within the interval [0, 2] instead,
we would have inferred for (); a median value of —1.
Therefore, the convergence of the 95% confidence inter-
vals toward the correct value ), = 0 is purely a mathe-
matical artifact that follows from the particular choice of
the priors. Therefore, we must conclude that second gen-
eration interferometers will not constrain (), either.

V. CONCLUSIONS

This paper presented a scheme for the joint inference of the
parameters of a source of GW and any set of cosmological

parameters. The scheme herein described allows for a simple
inclusion in the analysis of any additional information avail-
able. We have seen how previous related studies can be
interpreted within this scheme. To exemplify the workings
of the method, it has been specialized to the study of the
expected performance of the upcoming global network of
GW observatories. In particular, we compared the two LIGOs
and Virgo network with two extended ones including an
interferometer in Japan, LCGT, and an interferometer in
India, Indigo. In particular, the method has been applied to
the case in which the information about the redshift of the
sources is obtained using a galaxy catalog as prior, as for the
case in which the redshift is known only statistically.

Our findings corroborate the fact that adding more instru-
ments to the network substantially increases the accuracy
with which the sky parameters can be measured and, most
importantly, that the pernicious D; — ¢« degeneracy can be, at
least partially, broken by an extended network. However, for
the purpose of estimating the cosmological parameters, the
three networks behave very similarly. The energy density
parameters (), and (), will not be measured by the upcom-
ing network of GW observatories, regardless of their number.
In contrast, 2 will be measured with a precision that is
comparable with what is obtained by current electromag-
netic methods. After 10 GW observations, the accuracy (at
95% confidence) on & is 14.5%, 7%, and 6.7% for the HLV,
HLV]J, and HLVII networks, respectively, and after 50 GW
observations it is 5%, 2%, and 1.8%, respectively. Hence,
second generation GW detectors will deliver a measurement
of the Hubble constant, which is comparable with the current
value derived from WMAP 7-yr observations.

The very good accuracy that will be obtained for H is, in
the writer’s opinion, only a fortunate collateral effect. The
greatest achievement, in the context of cosmology at least,
that GW detectors can achieve is an independent test of the
current cosmological paradigm. Electromagnetic and GW
methods are affected, in fact, by entirely different system-
atics. The former is afflicted by the curse of the calibration
of the distance ladder, which relies on a plethora of empiri-
cal relations that are applicable only either in a certain range
of distances, as the period-luminosity relation for Cepheid
stars, or to a certain class of objects, as the Tully—Fisher
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relation for spiral galaxies or the Faber—Jackson relation for
ellipticals. All the various independent methods need to be
calibrated against one another to obtain a reliable distance
indicator ladder. Further effects also need to be taken
into account, as the correction for the galactic interstellar
medium absorption and reddening, a similar correction for
the observed galaxy interstellar medium, and other more
subtle effects depending on the details of the actual method.

This problem in GW simply does not exist. The
Universe is, for all practical purposes, transparent to GW
and, most important, the luminosity distance can be
observed directly. As such, it is not unreasonable to foresee
a future in which GW will be the primary calibrator for all
other distance indicators, earning not only the name of
“standard sirens,” but also the status.

However, GW are not a ““clean” system. They are still, in
fact, affected by some kind of systematics. These include,
but are not limited to, uncertainties in the exact shape of the
signal, uncertainties in the calibration of the detector, the
intrinsic degeneracy between the inclination of the orbital
plane of the compact binary and its distance, and eventually
even uncertainties in the theory of gravity. The actual con-
sequences on the estimation of the cosmological parameters
of the aforementioned sources of bias are not well known or
understood. A few studies tried to quantify some of them.
According to [40], calibration uncertainties induce system-
atic errors that are typically smaller than the intrinsic statis-
tical uncertainties. However, the study has been performed
only for nonspinning systems, and whether the conclusion
will hold when spins are included in the analysis is still a
matter of debate. The effect of spins on parameter estimation
in general is still uncertain. There are indications that having
spinning templates actually improves the accuracy of the
inference due to the additional dynamics of the binary
system [41], but no systematic study is available yet.
These potential sources of bias need to be investigated in
detail, quantified, and, if possible, minimized.

A further possible cause of systematic biases in the par-
ticular example of inference of Q presented in this study is
the incompleteness of the catalog. When the real host is too
faint to be detected by the survey and thus to be considered
for the analysis, each single event posterior distribution for

sky position, redshift, and hence () will be displaced com-
pared to the case in which the true host is included. We can

PHYSICAL REVIEW D 86, 043011 (2012)

get a feeling of the consequences of an incomplete galaxy
catalog by considering two extreme scenarios: (i) the dis-
placement is purely stochastic; (ii) the true host is always
farther away than what is implied by the overall distribution
of galaxies in the catalog. For the former case, the compu-
tation of the joint posterior across multiple events will simply
average out the single events biases. No special precautions
need to be considered, and the analysis presented herein
remains approximately valid. For the latter case, since the
prior on the redshift leads us to always underestimate its
value, the joint posterior for Q will also lead to an under-
estimate of Hjy. One might be tempted to consider only
events that are louder than some, predetermined, signal-to-
noise ratio threshold. Since the signal-to-noise ratio scales
essentially like z72, we would be effectively considering
sources whose hosts are very unlikely to be missed by our
survey. However, the above choice does not yet guarantee
that the estimate of H, would be unbiased. The only way to

obtain an unbiased estimate of € from an incomplete galaxy
catalog is to include in the analysis terms that describe the
likelihood of observing a GW whose host was not detected
by the survey given its sensitivity. This class of problems—of
which the incompleteness of galaxy catalogs is an
example—is discussed and formally solved in [42].
Regardless of all the problematic issues raised by the
fine details of the measurement process for GW, none of
the mentioned potential sources of systematic errors is
shared with electromagnetic methods. A GW-based cos-
mology is, currently, the only viable way of testing inde-
pendently what we think we know of the Universe.
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