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In any realistic particle physics model of inflation, the inflaton can be expected to couple to other fields.

We consider a model with a dilatonlike coupling between a Uð1Þ gauge field and a scalar inflaton. We

show that this coupling can result in observable non-Gaussianity, even in the conventional regime where

inflation is supported by a single scalar slowly rolling on a smooth potential: the time-dependent inflaton

condensate leads to amplification of the large-scale gauge field fluctuations, which can feed back into

the scalar/tensor cosmological perturbations. In the squeezed limit, the resulting bispectrum is close to the

local one, but it shows a sizable and characteristic quadrupolar dependence on the angle between the

shorter and the larger modes in the correlation. Observable non-Gaussianity is obtained in a regime where

perturbation theory is under control. If the gauge field is identified with the electromagnetic field, the

model that we study is a realization of the magnetogenesis idea originally proposed by Ratra, and widely

studied. This identification (which is not necessary for the non-Gaussianity production) is however

problematic in light of a strong coupling problem already noted in the literature.
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I. INTRODUCTION

Over the next few years cosmic microwave background
(CMB) and large-scale structure probes will measure the
primordial cosmological fluctuations with substantial
improvements in accuracy and over a widening range of
scales. With this wealth of data there is an exciting
prospect to strongly constrain, or perhaps measure, non-
Gaussian statistics of the primordial density perturbations.
Non-Gaussian effects encode a wealth of information
about the physics of the very early Universe and might
provide a powerful tool to discriminate between different
models. (See [1] for a recent review.)

It is often claimed that primordial non-Gaussianity will
be undetectable in the simplest models, where the inflation
is driven by a single field that is slowly rolling along a
smooth, flat potential. The physical reason is that non-
Gaussianity is a measure of the strength of interactions,
while the requirement of a flat potential usually constrains
inflaton self-interactions to be weak [2–5]. A number of
models have been constructed which do produce a detect-
able non-Gaussian signature, for example, using sound
speed effects [6], higher derivatives [7], nonvacuum initial
conditions [6,8–10], sharp potential features [11,12], post-
inflationary effects [13,14], etc.

However, in general there are not only inflaton self-
couplings, or gravitationally suppressed couplings. For
instance, in any realistic particle physics framework, the
inflaton field ’ can be expected to couple to ‘‘matter’’
fields.1 Such couplings are certainly necessary for success-
ful reheating after inflation, and they are much less con-

strained by the requirement of slow roll. Their consistent
inclusion can radically impact the phenomenology of the
model; see the works [15–24] for explicit examples and
scenarios.
We focus our attention to inflaton interaction with gauge

fields. For a singlet inflaton, there are two very natural
classes of gauge field interactions to consider, depending
on the parity. For a pseudoscalar inflaton one expects axial
interactions of the type

L pseudo
int ¼ �’

f
F�� ~F��; (1)

where F�� ¼ @�A� � @�A� is the field strength associated

to someUð1Þ gauge field A� and F�� ¼ �����F��=2 is its

dual. For a scalar inflaton, on the other hand, one may
expect couplings of the form

L scalar
int ¼ � I2ð’Þ

4
F��F��; (2)

where Ið’Þ plays the role of a field-dependent gauge
coupling. The interaction (2) is typical of moduli or dila-
tonlike fields in string theory and supergravity frameworks.
As noted in [25], coupling the inflaton to a gauge field is
actually the only way to reheat for some of these models.
Pseudoscalar couplings of the type (1) have been studied

extensively in [17–19]. For natural values of f, such cou-
plings lead to a copious production of gauge field fluctua-
tions that feed back on the scalar and tensor cosmological
perturbations. Observable non-Gaussianity of the equilat-
eral type is naturally generated, without any exotic model-
building ingredients [17,18]. Moreover, this is correlated
also with a gravitational wave signal that can be detectable
with interferometers [19,23].

1Here we use the word matter to describe any fields that do not
play a significant role in driving the inflationary expansion.
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In this paper, we show that a similarly rich phenome-
nology is possible also in simple models with a single
scalar inflaton in slow roll, via the coupling (2). The under-
lying mechanism is quite novel. The time-dependence of
the inflaton condensate ’0ðtÞ ¼ h’ðt; ~xÞi breaks the con-
formal invariance of the gauge field sector and leads to
amplification of the quantum fluctuations of A�, similarly

to the well-known mechanism that produces scale-
invariant curvature fluctuations during inflation. For sim-
plicity, we focus our attention on the case where large-scale
fluctuations of the gauge field are produced during inflation
with a scale-invariant ‘‘magnetic’’ component. We notice
that the same coupling that leads to production of gauge
field fluctuations also implies that these produced fluctua-
tions must, in turn, couple to the cosmological perturba-
tions of the inflaton, �’ðt; ~xÞ ¼ ’ðt; ~xÞ � ’0ðtÞ. We find
that the feedback of produced gauge fluctuations on �’
contributes a new component to the observable curvature
fluctuations that is highly non-Gaussian and is uncorrelated
with the usual spectrum from quantum vacuum fluctua-
tions. For reasonable parameters, we obtain nearly local-
type non-Gaussianity with shape

h� ~k1
� ~k2

� ~k3
i / 1þ cos2ð ~k1; ~k2Þ

k31k
3
2

þ permutations (3)

and at the level fNL ¼ Oð10–100Þ. Such values are close to
current observational limits and will be probed in the near
future. The shape (3) has a strong overlapping with the
local template in the squeezed limit, where both shapes are
enhanced. However, in this limit, (3) has a quadrupolar
dependence on the angle between the shorter side and
either of the longer sides. Contrary to what typically hap-
pens for non-Gaussianity sourced by scalar fields [26], this
angular dependence does not vanish in the squeezed
limit, and it contributes to about 1=5 of the amplitude
of (3). This therefore appears as a signature of non-
Gaussianity from higher spin fields, and it may be an
important distinguishing feature when the model is con-
fronted with observations.2

Our scenario is a realization of the ‘‘feeder’’ mechanism
[27]; consequently, the probability distribution function
exhibits a nonhierarchical structure. This unique feature
could help to observationally distinguish the model from
other constructions that give nearly local non-Gaussianity
(for example, the curvaton [28,29]).

Models of vector fields producing non-Gaussianity were
also proposed in [30]. In these models the vector is ampli-
fied either from the time-dependence of its kinetic term, as
we consider here, or from a nonminimal coupling (as an
effective mass term) to the scalar curvature R. This second
case, however, introduces a longitudinal vector compo-
nent, which turns out to be a ghost [31,32]. (In some of

these models, the energy in the vector field sources aniso-
tropic inflation; we do not study this possibility here, but
we refer the reader to Ref. [33] for a review.) In these
models, the vector acts as a curvaton, and it contributes to
the spectrum and the bispectrum through its energy den-
sity. We compute instead the non-Gaussianity resulting
from the same coupling that leads to production of gauge
field fluctuations, and which remains imprinted in the
inflaton perturbations even when the energy density in
the gauge field is very negligible at reheating. The model
of Ref. [34] studied non-Gaussianity from a gauge field
amplified analogously to what we do here, but imprinted
through the waterfall field of hybrid inflaton [35].
It is interesting to contrast the mechanism considered in

this paper to the closely related physics of inverse decay
that was studied in [17,18]. In the case at hand, the feed-
back of the produced gauge field fluctuations on the
inflaton fluctuations leads to a superhorizon growth of
the curvature perturbation. Such growth is consistent, since
the produced gauge field fluctuations provide a source of
large-scale isocurvature perturbations. Consequently, we
find a bispectrum which is very close to the local shape. On
the other hand, for axial couplings one finds [17] that the
relevant production of inflaton perturbations arises near
horizon crossing, and then the bispectrum is instead nearly
equilateral.
Models of the type which we study have received con-

siderable attention in the literature, in connection with
primordial magnetogenesis [36–45]. At face value, our
choice of I2ð’Þ can produce large-scale magnetic fields
with a sufficient amplitude to account for observations at
galaxy and cluster scales; see [46–50] for reviews. This
would open the interesting possibility of correlating the
magnetic field with the primordial perturbations [45],
although the correlation would only involve the component
of metric perturbations that are sourced by the vector field,
and that is typically subdominant with respect to the
vacuum part. Moreover, the magnetic field would induce
non-Gaussianiy from its direct coupling to the CMB
photons [51]. This effect can be observed for a magnetic
field at the�nG� 10 nG level, while the non-Gaussianity
we have obtained arises from the direct coupling to the
inflaton that generated the gauge field, and can be observ-
able even if the current magnetic field is significantly
smaller. A list of works that study the general signatures
of a magnetic field on the CMB can be found in the review
[48]. In particular, magnetic fields continue to source scalar
and tensor perturbations until neutrino decoupling.
References [52] shows that this effect constrains the mag-
netic field to be& few nG at present. We show in Sec. II C
that the ‘‘magnetic field’’ generated in the cases of our
interest is of Oð10�10Þ nG or less.
One major problem with identifying the gauge field

with the electromagnetic one is due to the fact that a
scale-invariant magnetic field can only be obtained if the

2We thank Antony Lewis for stressing the importance of this in
a private communication.
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effective gauge coupling, gðtÞ ¼ I½’0ðtÞ��1, decreases by
many orders of magnitude during inflation (specifically, by
a factor of e2Ntot , where Ntot is the number of e-folds of
inflation).

If one starts from gin ¼ Oð1Þ, then the gauge coupling at
the end of inflation will be much too small to identify A�

with the standard model photon. Normalizing instead the
coupling constant to be the electromagnetic one at the end
of inflation would instead entail an unacceptable break-
down of perturbation theory. This problem was stressed in
[44], and it is a serious obstacle in identifying the gauge
field of the mechanism with the photon. In the following,
we discuss some unsuccessful attempts of solving this
problem. We cannot of course rule out that a solution of
the problem can be found, but we believe that it would
require a substantial modification of the model.

As a consistency check on our calculation, we have
verified that perturbation theory is well under control using
a variety of different diagnostics, including backreaction
effects, the amplitude of curvature perturbations, the en-
ergy density in fluctuations, and the Weyl tensor. We show
that the ‘‘new’’ metric perturbations which are sourced by
the gauge field fluctuations are generically subdominant, as
compared to the standard vacuum contribution.

The organization of this paper is as follows. In Sec. II we
introduce our model and compute the production of gauge
field fluctuations. We then discuss the challenging connec-
tion to magnetogenesis. In Sec. III we give a succinct
review of the key phenomenological predictions for the
spectrum and bispectrum of curvature fluctuations, and
also the spectrum of tensor fluctuations. In Sec. IV we
present a detailed computation of the two-point and three-
point correlation functions of the scalar perturbations.
In Sec. V we present the computation of the two-point
correlation function of gravitational wave fluctuations. In
Sec. VI we discuss the validity of our perturbative analysis.
Finally, in Sec. VII, we conclude. Appendix A gives some
technical details on second-order cosmological perturba-
tion theory in the spatially flat gauge. In this paper we
compute the feedback of the produced gauge field fluctua-
tions on the inflaton using the Green function method that
was developed in [20,22] and employed also in [17,18].
This formalism is equivalent to the ‘‘in-in’’ approach at
leading order. In Appendix B we demonstrate this equiva-
lence explicitly for the case at hand. (See also [19].)

II. GAUGE FIELD PRODUCTION

A. The model

We consider a simple model with a dilatonlike coupling
of the inflaton to a Uð1Þ gauge field A�

S ¼
Z

d4x
ffiffiffiffiffiffiffi�g

p �
M2

p

2
R� 1

2
ð@’Þ2 � Vð’Þ � I2ð’Þ

4
F2

�
(4)

In this action, F�� is the field strength of A�, and I and V

are functions of the inflaton ’. We assume that the poten-
tial Vð’Þ is sufficiently flat to support a long phase of
quasi-de Sitter expansion. As usual, we require that �,
j�j � 1 where the slow roll parameters are

� � M2
p

2

�
V;’

V

�
2
; � � M2

p

V;’’

V
(5)

To simplify the calculation, we choose Ið’Þ and Vð’Þ to
be related to each other in such a way as to obtain the
solution I / an, where a is the scale factor of the Universe,
during inflation. The required relation can be obtained [53]
by taking the ratio of the slow roll relations

H2 ’ 1

3M2
p

V; 3H _’ ’ �V;’ (6)

(assuming that the interaction with the gauge field provides
negligible corrections to the dynamics, see below). Here
and in the following, dot denotes derivative with respect to
physical time, ‘‘; ’’’ denotes derivative with respect to ’,
whileH is the Hubble rate,H ¼ _a

a . In this way, one forms a

differential equation for da=d’, that is integrated into a /
exp½�R Vd’

V;’M
2
p
�. The functional form of Ið’Þ can be then set

to the n-th power of the right-hand side expression. For
definiteness, we consider a monomial inflaton potential

V ¼ �4�r’r; I ¼ Iend exp

�
� n’2

2rM2
p

�
(7)

although other choices are clearly possible. Here Iend is the
value of the coupling function at the end of inflation, when
the inflaton is in the vacuum ’ ¼ 0. We therefore assume
that, after inflation, the function I sets to a constant. We
could then normalize Iend ¼ 1.
We found it algebraically convenient to define ‘‘elec-

tric’’ and magnetic components of the gauge field as

Ei � �hIi
a2

A0
i; Bi � hIi

a2
�ijk@jAk (8)

where here and in the remainder of this work the Coulomb
gauge A0 ¼ 0 is assumed. We do not necessarily assume
A� is the standard model photon (more on this later),

however, we will sometimes use the language ‘‘electric
field’’ and ‘‘magnetic field,’’ by analogy with standard
electromagnetism.
As the gauge field has no classical expectation value, its

perturbations do not couple to that of the inflaton or of the
geometry at linearized order. We can therefore solve for
these perturbations by assuming a Friedmann-Robertson-
Walker (FRW) background, and by treating I as a classical
function. Therefore, we can simply set I / an for the
remainder of this section. The time component of the
vector equation of motion is solved by @iAi ¼ 0, and we
can decompose the vector potential as
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~A¼ X
	¼�

Z d3k

ð2
Þ3=2 ~�	ð
~kÞei ~k� ~x

�
a	ð ~kÞA	ðkÞþay	ð� ~kÞA�

	ðkÞ
�
;

(9)

where the circular polarization operators satisfy ~k �
~��ð ~kÞ ¼ 0, ~k	 ~��ð ~kÞ ¼ 
ik ~��ð ~kÞ, ~��ð� ~kÞ¼ ~��ð ~kÞ�, and
are normalized according to ~�	ð ~kÞ� � ~�	0 ð ~kÞ ¼ �		0 . The

annihilation/creation operators satisfy ½a	ð ~kÞ; ay	0 ð ~k0Þ� ¼
�		0�ð3Þð ~k� ~k0Þ.

The vector mode functions then satisfy

V00
	 þ

�
k2 � I00

I

�
V	 ¼ 0; V	 � IA	 (10)

where prime denotes derivative with respect to conformal
time �. For a constant I, one recovers the typical

Minkowski e�ik�=
ffiffiffiffiffi
2k

p
solution for the mode functions,

due to the fact that the gauge field is conformally coupled
to the FRW metric. For our purposes, it is sufficient to
obtain the leading expression of the mode functions in
a slow roll expansion. Namely, for the de Sitter limit
a ¼ � 1

H� , the mode solution that, up to an arbitrary con-

stant phase, is normalized to e�ik�=
ffiffiffiffiffi
2k

p
(the so-called

adiabatic vacuum) in the asymptotic early time/high
momentum regime is

V	 ¼ i

ffiffiffiffi



p
2

ffiffiffiffiffiffiffi��
p

Hð1Þ
nþ1=2ð�k�Þ: (11)

This solution has been discussed at length in [44] for all
values of n, and it is unnecessary to review all their study
here. We only discuss the n ¼ 2 case, which results in a
scale-invariant magnetic field. Interesting non-Gaussian
properties of the primordial perturbations may be possible
also for other values of n. The arbitrary phase in (11) has
been chosen so that the function V	 is real and positive in
the superhorizon limit.

In this case, the electric and magnetic gauge field
operators during inflation reduce to

~E ¼
Z d3k

ð2
Þ3=2 e
i ~k� ~x ~E ~k;

~E ~k ¼ �H2�ffiffiffi
2

p X
	

1

k1=2
~�	ð ~kÞ½a	ð ~kÞ þ ay	ð� ~kÞ�

~B ¼
Z d3k

ð2
Þ3=2 e
i ~k� ~x ~B ~k;

~B ~k ¼
3H2ffiffiffi
2

p X
	

	
1

k3=2
~�	ð ~kÞ½a	ð ~kÞ þ ay	ð� ~kÞ�; �k� � 1

(12)

in the superhorizon limit. As for the standard scalar case,
the mode function does not oscillate in the superhorizon
regime, which is a signal that the field has become classical
[54]. The energy densities are given by

�E ¼ h ~E2i
2

’ H4�2

4
2

Z
dkkð1þ k2�2Þ;

�B ¼ h ~B2i
2

’ 9H4

4
2

Z dk

k
:

(13)

We must only compute the energy in the classical fields,
and we therefore limit the integrals to momenta that have
exited the horizon during inflation. Modes of smaller
wavelength remain in their vacuum state and their contri-
bution to the energy density must be renormalized away
(this is part of the cosmological constant problem). The
smallest momentum kmin ’ 1

��in
corresponds to modes that

have exited the horizon at the start of inflation (we stress
that we are computing theoretical expectations under a
constrained and finite value for the total number of
e-foldings of inflation). For any moment �, the largest
momentum kmax ’ 1

�� corresponds to modes that have

just exited the horizon at that moment. Therefore, for any
� � �in during inflation,

�E ’ 3H4

16
2
; �B ’ 9H4

4
2
ln

að�Þ
að�inÞ : (14)

These behaviors are very different from the usual be-
havior � / a�4 for radiation. This shows that energy is
being transferred from the inflaton to the gauge field
through the I2F2 coupling. We also note that the energy
in the magnetic component is greater than that in the
electric one. The energy in the magnetic component is
scale-invariant, and the logarithmic increase in the final
result is due to the increase of the phase space of the modes
that have become classical. We also note, that, despite for

most of the superhorizon modes the density d�E

dk is several

orders of magnitude smaller than d�B

dk , and decreases with

time, the total value of �E is ‘‘only’’ logarithmically sup-
pressed with respect to that of �B. This is due to the fact
that the integral for �E has most of its support in the UV
region, where the electric and magnetic energy densities
are not too different from each other.
In passing, notice that our choice to produce scale-

invariant magnetic fields—as opposed to electric fields—
is essentially arbitrary from the perspective of primordial
non-Gaussianity. Indeed, there is an electric/magnetic
duality that leaves the Maxwell equations invariant under

the replacement ~E ! � ~B, ~B ! ~E and I ! 1=I; see [55]
for more discussion. In this case at hand, this means that we
can interchange the electric and magnetic spectra simply
by taking n ¼ �2 rather than n ¼ 2. The feedback of these
produced fluctuations on the scalar inflaton is essentially
unchanged under such a replacement.

B. Backreaction bounds

Throughout the discussion above, we have assumed that
the produced gauge field fluctuations have a negligible
effect on the homogeneous background dynamics during
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inflation. To ensure that this assumption is consistent, we
must verify several backreaction constraints. First, we
require that the energy density in the magnetic field is
much smaller than the potential energy driving inflation.
Hence, we require

�B

V
’ 3

4
2

H2

M2
p

ln
að�Þ
að�inÞ � 1: (15)

A second constraint arises because the produced gauge
field fluctuations modify the homogeneous Klein-Gordon
equation for the inflaton condensate ’0ðtÞ. To ensure that
the usual slow roll Eqs. (6) are reliable, we require that the
‘‘driving force’’ in the inflaton equation of motion is domi-
nated by the derivative of the inflaton potential. That is, we
require

jV;’j �
��������I;’I hB2i

�������� (16)

Finally, we note that the backreaction of produced gauge
fields can also lead to a correction for the effective mass of
the inflaton. The easiest way to see this effect is to note that
the action (4) contains a term of the form ðI2Þ;’’ð�’Þ2hF2i
once we expand ’ ¼ ’0 þ �’ and replace F2 which its
vacuum average, to estimate the magnitude of backreaction
effects. We require that this new correction to the inflaton
mass is much smaller than the Hubble scale so that we do
not spoil the scale invariance of the spectrum. This
amounts to a constraint

1

�M2
p
hB2i � H2 (17)

The conditions (16) and (17) are more stringent than
(15). In both cases, we obtain a constraint on the total
number of e-foldings of inflation of the form

Ntot � 10�1P�1 (18)

where Ntot ¼ ln½aend=ain� and we have defined

P ’ H4

4
2 _’2
’ H2

8
2M2
p�

’ 2:5 � 10�9 (19)

which gives the amplitude of the power spectrum from the
usual vacuum fluctuations [56]. (In this model there is also
an additional contribution to the power spectrum coming
from second-order effects, however, we will always work
in a regime where this is subdominant. More on this later.)

The condition (18) then indicates that backreaction is
negligible provided that Ntot � Oð107Þ. Note that Ntot

enters in this condition because the magnetic field energy
grows (proportionally to the number of e-folds) during the
whole duration of inflation. We stress that Ntot may be
much greater than the number of e-folds NCMB ’ 50–60
which separates the moment at which the largest CMB
scales exited the horizon to the end of inflation.

C. Connection with magnetogenesis

Magnetic fields have been observed at many scales.
They are present in structures (e.g., galaxies, galaxy clus-
ters and high redshift protogalactic structures) with
strength �10�6 � 10�3 G, and in the low-density inter-
galactic space with strength �10�14 � 10�17 G. See
[46–48,50] for reviews. The origin of these fields is not
well-understood. Although an astrophysical mechanism is
not ruled out, the observed homogeneity and large coher-
ence length (�kpc�Mpc) could suggest a primordial
origin.
For a standard electromagnetic action, the photon is

conformally coupled to a FRW geometry; loosely speak-
ing, the scale factor drops from the action term

ffiffiffiffiffiffiffi�g
p

F2,

and the photon remains in its vacuum state. Mechanisms
for generation of magnetic field during inflation break the
conformal invariance by introducing some extra term. For
instance, in [57] couplings to the curvature invariants of the
type RA2 and R��A

�A� were considered. These couplings

however break the Uð1Þ invariance associated to the elec-
tromagnetic field, and one should worry about the longitu-
dinal photon component that they introduce. It was shown
in [31,32] that, with the R2A2 coupling introduced in [57],
the longitudinal photon is a ghost. It is safer to consider
models that preserve the Uð1Þ invariance. Axial couplings
1
f ’F

~F have been considered in [58–60]. In such models it

is typically difficult to produce a sufficiently large field.
Note that any attempt to generate primordial magnetic
fields via an axial coupling must take into account the
limits on f due to non-Gaussianity from inverse decay
effects [17–19], which are much more stringent than back-
reaction bounds.
The model (4) has been studied in connection with

primordial magnetogenesis [36–38,40,43–45]. It is indeed
tempting to identify A� with the standard model photon. If

we do so, and we assume that the electromagnetic energy
density scales in the standard way � / a�4 from the end of
inflation on, we find

�
d�B

d lnk

�
1=2

today
’ 10�15 G

�
H

1015 GeV

�
2=3

�
Trh

109 GeV

�
2=3

(20)

where we have assumed matter domination due to the
coherent inflaton oscillations until reheating takes place
at the temperature Trh. We have also disregarded the
current departure from matter domination (this gives a
negligible correction to the estimate), and treated the value
of H as constant during inflation. We note that a lower
reheating temperature results in a smaller value of the
magnetic field today [44]; the estimate obtained in [45]
assumes that radiation domination starts immediately after
inflaton. In this case the expression (20) evaluates to
10�10 GðH=1015 GeVÞ.
The problem arising in associating the field A� with the

electromagnetic photon has already been stressed in [44].
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The model (4) must be supplemented by the action for the
matter fields. The most minimal approach is to assume that
I2ð’Þ only enters in the F2 term, so that the relevant terms
for the electromagnetic coupling of the (standard model)
fermions are

L matter ¼ � I2ð’Þ
4

F2 � �c
�ð@� þ ieA�Þc : (21)

If this is the case, the ‘‘instantaneous’’ electric coupling
constant is

ephysical � eI�1½’0ðtÞ�: (22)

During inflation we have I / an and, consequently, for
n > 0, the electric coupling constant decreases by a huge
factor during inflation (we recall that the scale-invariant B
field is obtained for n ¼ 2). Thus, if we take ein & Oð1Þ at
the start of inflation, then the gauge coupling at the end of
inflation will be extremely tiny. Assuming no further evo-
lution of ephysicalðtÞ in the post-inflationary epoch, we

clearly cannot identify A� with our photon. Alternatively,

if we normalize I such that ephysical after inflation coincides

with the present value, we necessarily imply that ephysical
was extremely large all throughout inflation, apart from the
very last stages. Even if there were no real charged parti-
cles during inflation, this would lead to strong quantum
effects from the vacuum fluctuations of these fields, and to
a quantum theory (at the very least) out of computational
control. This poses serious questions on any result obtained
from the model. We stress that this problem is not present if
A� is a hidden sector gauge field, since in this case one may

assume that its associated physical coupling constant is
& Oð1Þ at the start of inflation.

We briefly comment on a few (unsuccessful) attempts to
solve this problem. Firstly, we note that moving the func-
tion I2ð’Þ outside the entire electromagnetic-sector
Lagrangian does not affect this issue. Indeed, multiplying
the second term of (21) by any factor ~I affects both the
fermionic kinetic term �c @�c and the vertex �cA�c ;

however, the fermionic field enters quadratically in both
expressions. After canonical normalization of the fermi-
onic field, the factor ~I drops out from the physical value of
the electric coupling constant. It is also difficult to imagine
how one may try to modify the structure of the covariant
derivative without spoiling gauge invariance.

Secondly, one may try to arrange for a time evolution of
I during reheating in such a way that ephysical is brought

from a very tiny value at the end of inflation (so as to avoid
the strong coupling problem during inflation) to the present
value before the onset of big-Bang Nucleosynthesis (given
that only a fractional discrepancy from the current value
can be tolerated then [61,62]). We stress that this requires a
huge change of I, which can be difficult to accomplish
without disrupting the result for the magnetic field
achieved during inflation. The comoving energy densities

��B ¼ 1

2
2

Z
dkk4V2 �

Z
dk ��Bk

��E ¼ 1

2
2

Z
dkk2

�
V 0 � I0

I
V

�
2 �

Z
dk ��Ek

(23)

need to satisfy

d

d�
ð ��Ek þ ��BkÞ ¼ �2

I0

I
ð ��Ek � ��BkÞ: (24)

If the electric component in this expression can be ne-
glected, one finds ��Bk / I2; alternatively, if the magnetic
component can be neglected, one finds ��Ek / I�2. In gen-
eral, achieving such a large change in I during reheating
does not appear feasible.
Thirdly, one may abandon the idea of identifying A�

with the electromagnetic field, but still generate a large-
scale value of a hidden sector and weakly coupled A�, and

then try to convert it to an electromagnetic field through
some coupling. For instance, gauge invariance allows for

�L ¼ �

2
F��F em

�� or �L ¼ �

2
�����F��F em

��: (25)

The first coupling was originally proposed in [63], and one
can promote � from a constant parameter to the expecta-
tion value of a scalar field; in the second case, � is a
pseudoscalar function. One could imagine that � experi-
ences a quick transition from zero to a nonvanishing value
�� at some given time �� after inflation, when I has set to
one (we model the transition with a step function; clearly
this approximation will break at very small scales). Solving
the equations of motion in vacuum at leading order in ��,
and requiring continuity of the vector potentials at ��, one
finds that the turning on of � results in a partial conversion
of the electric or of the magnetic component of A� into

our electric field: ~Eem ’ �� ~E in the first case in (25), and
~Eem ’ �� ~B in the second case. This solution is obtained in
absence of any charged particle. However, as soon as a
plasma is formed, it shuts off the electric field well before it
can convert into a magnetic field. If already present at ��,
the plasma would prevent any electric field generation at
all.
In conclusion, none of these attempts appears to provide

a solution to the strong coupling problem.We believe that a
solution, if at all possible, will require a more radical
modification of the model than those mentioned here.

III. OVERVIEW OF THE MECHANISM AND
PHENOMENOLOGY

In this section, we describe how the model impacts the
cosmological perturbations. The emphasis is in describing
the key points, and in summarizing the results. The actual
rigorous computations are performed in Secs. IV and V.

NEIL BARNABY, RYO NAMBA, AND MARCO PELOSO PHYSICAL REVIEW D 85, 123523 (2012)

123523-6



A. Summarized discussion of the mechanism

In the last section, we showed that the homogeneous
condensate ’0ðtÞ � h’ðt; ~xÞi leads to the production of a
scale-invariant spectrum of primordial magnetic fields via
the coupling I2ð’ÞF2. However, this same coupling also
provides a channel for the produced gauge field fluctua-
tions to feed back into the perturbations of the inflaton
�’ðt; ~xÞ � ’ðt; ~xÞ � ’0ðtÞ. Heuristically, we can see this
effect by looking at the equation of motion for the inflaton
perturbations. This has the general form

�’00 þ 2H�’0 � 4�’þ a2M2�’

¼ a2
I;’
I
½ ~E2 � ~B2� þ � � � (26)

where H � a0=a, M2 � H2, 4 ¼ @i@i, and � � � denotes
gravitational interactions and also terms involving more
derivatives of Ið’Þ, all of which give subdominant correc-
tions to the phenomenology. We see from (26) that the
large-scale gauge field fluctuations can source inflaton
perturbations. Schematically, the solution of (26) behaves
as

�’ ¼ �’vac|ffl{zffl}
homogeneous

þ �’sourced|fflfflfflffl{zfflfflfflffl}
particular

: (27)

The homogeneous solution is just the usual quantum vac-
uum fluctuation amplified by the quasi-de Sitter expansion,
�’vac �H=ð2
Þ. On the other hand, we have an additional
contribution which is sourced by the gauge field fluctua-
tions. This new sourced contribution is uncorrelated with
the vacuum fluctuations, hence its contribution in the
n-point correlation functions will add incoherently with
the standard results. Moreover, the source contribution to
�’ is highly non-Gaussian; it is bilinear in the (nearly)
Gaussian gauge field fluctuations. The curvature fluctua-
tion � ¼ � H

_’0
�’ therefore will also be characterized by a

new contribution that is non-Gaussian and uncorrelated
with the vacuum part.

A completely analogous discussion applies also to the
tensor perturbations. Since the produced gauge field fluc-
tuations carry anisotropic stress/energy, they provide a new
(essentially classical) source of gravitational waves which
is uncorrelated with the standard vacuum fluctuations.

The underlying physics discussed here is very similar to
the inverse decay processes that have been computed
in [17–19] and also the rescattering effects considered in
[20–22]. However, in both of those cases the second-order
‘‘sourcing’’ of inflaton perturbations occurred near horizon
crossing, leading to a (nearly) equilateral bispectrum.
Here, on the other hand, we have a source term that is
most significant on very large scales. This large-scale
entropy mode leads to a (logarithmic) time evolution of
�sourced on superhorizon scales, and consequently the bis-
pectrum is of nearly local shape.

B. Summary of the key phenomenology

We define the power spectrum of curvature fluctuations
via

h� ~k� ~k0 i ¼
2
2

k3
P� ðkÞ�ð3Þð ~kþ ~k0Þ: (28)

The final result for P� , evaluated on large scales and at the

end of inflation, is

P� ¼ P ½1þ 192PN2
CMBðNtot � NCMBÞ� (29)

where P 1=2 � H2

2
j _’0j is the amplitude of the power spec-

trum of the vacuum modes, NCMB denotes the number of e-
folds between the moment at which the large scales CMB
modes leave the horizon and the end of inflation, andNtot is
the total number of e-folds of inflation. The first term in
(29) is the usual contribution from the vacuum while the
second term is the ‘‘sourced’’ contribution described heu-
ristically in the last subsection. Here we work to leading
order in slow roll parameters, so the spectrum (29) is
exactly flat. In a more complete computation we would
see small departures from scale invariance / kns�1.
We can physically understand the structure of (29) as

follows. The suppression P � 1 in the second term arises
simply because we are computing an effect which is
higher-order in perturbation theory.3 The factors of
NCMB, on the other hand, arise due to the logarithmic
time evolution, �sourced � lna, outside the horizon. Such
growth is consistent since we have large-scale entropy
perturbations playing an important role in the dynamics.
Finally, the factorNtot � NCMB is related to the phase space
of contributing gauge field fluctuations. It is related to the
number of B-modes that source the inflaton perturbation,
and it is the counterpart of the logarithmic enhancement
in the background density (14). We explain this in
details after Eq. (57). We should stress that Eq. (29)
is valid only when Ntot � NCMB. Otherwise the factor
Ntot � NCMB is replaced by an order 1 factor.
Throughout this paper we will require that the sourced

contribution to the power spectrum is subdominant:

192PN2
CMBðNtot � NCMBÞ< 1 (30)

This yields a constraint on the total number of e-foldings
Ntot � NCMB <Oð10�6ÞP�1 (taking NCMB � 60 for illus-
tration) which is considerably more stringent than the
backreaction bounds discussed in the last section.
The bispectrum is given by the three-point correlation

function

h� ~k1
� ~k2

� ~k3
i � B� ðkiÞ�ð3Þð ~k1 þ ~k2 þ ~k3Þ (31)

We have found that our bispectrum is very close to the local
shape. Indeed, the ‘‘cosine’’ between our bispectrum and

3See [27] for more discussion on the counting of such factors
in models with particle production.
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the local shape, as defined in [64] (this is a measure on how
well a template reproduced a given bispectrum), is about
0.98. Nevertheless, here we will retain the full momentum-
dependence of the bispectrum, since it has a simple ana-
lytical shape.

As is conventional in the literature (see e.g. [65]), we
defined a k-dependent nonlinearity parameter from com-
puting the bispectrum and the power spectrum of � , and by
comparing them with those obtained from

�ð ~xÞ ¼ �gð ~xÞ þ 3

5
fNL½�2gð ~xÞ � h�2gð ~xÞi� (32)

where �g is Gaussian. An explicit computation gives the

result

fNLðkiÞ
’ fequiv:localNL

	 3

4

1þcos2ð ~k1; ~k2Þ
k3
1
k3
2

þ 1þcos2ð ~k1; ~k3Þ
k3
1
k3
3

þ 1þcos2ð ~k2; ~k3Þ
k3
2
k3
3

1
k3
1
k3
2

þ 1
k3
1
k3
3

þ 1
k3
2
k3
3

fequiv:localNL

’ 1280PN3
CMBðNtot � NCMBÞ

’ 0:7

�
NCMB

60

�
3ðNtot � NCMBÞ (33)

where we have assumed that (30) is satisfied. We can a
posteriori see that this condition is indeed always satisfied
whenever the result (33) is within the observational limits.

We have defined our ‘‘equivalent’’ local nonlinearity
parameter as follows: we first note that both our bispectrum
and the local template are enhanced in the squeezed limit.
In this limit, our bispectrum satisfies

k31k
3
3h� ~k1

� ~k2
� ~k3

i/1þcos2ð ~k1; ~k3Þ; k3�k1’k2

/ cos�Y0
0þsin�Y0

2 ; �� tan�1 1

2
ffiffiffi
5

p ’0:22

(34)

where Y0
l are normalized spherical harmonics, character-

ized by the angle between ~k1 and ~k3. The average of fNL
over all possible values of this angle is then equal to the

average of f
equiv:local
NL . Note that the current CMB limit

on local shape non-Gaussianity is �10< flocalNL < 74 at
95% CL [66].

Using the local template to study this signature is clearly
a good approximation, given that the local template is
characterized by the monopole part only in (34), and that
cos� ’ 0:98. However, we note more than 1=5 of the
amplitude in (34) is contributed by the quadrupole part.
This is in contrast to what typically happens in non-
Gaussianity from scalar fields only, where the quadrupole
and higher harmonic terms in the squeezed limit expansion
are suppressed by powers of k3=k1 and give a negligible
contribution in this limit [26]. The angular dependence is
imprinted by a ‘‘directionality’’ generated by the largest

wavelength mode k�1
3 , seen by the smaller modes when

they leave the horizon. In the scalar case, the directionality
is typically due to a gradient, and therefore it vanishes in
the k3 ! 0 limit. In our case, the directionality is due to the
polarization of the vectors, and it therefore remains finite in
the limit.
Let us also discuss the parametrical dependence of

fequiv:localNL . The factor N3
CMB is due to the superhorizon

growth of the three modes used in computing the three
point function. The factor Ntot � NCMB is due to the num-
ber of superhorizon modes that contribute to the correlator,
analogously to what we have described in relation to (29).
Also in this case, this factor is replaced by an order 1 factor
if Ntot is close to NCMB.
The magnetic fields also produce gravity wave modes,

which add incoherently with the vacuum ones. The power
of gravity waves produced during inflation is convention-
ally parametrized by the ratio r of their power divided by
the scalar power. We find

r � PGW

P�

’ 16�
1þ 48�PN2

CMBðNtot � NCMBÞ
1þ 192PN2

CMBðNtot � NCMBÞ
(35)

which gives the standard result r � 16� when the vacuum
modes dominate the power spectrum of curvature
fluctuations.

IV. SCALAR PERTURBATIONS

To encode the effect of the gauge field on the cosmo-
logical perturbations we need to study the perturbations up
to second order. Therefore, we decompose

’ ¼ ’0 þ �1’þ �2’;

g�� ¼ g��0 þ �1g�� þ �2g��; A�: (36)

The gauge field has no zero-order part, and, as we discuss
below, we do not need to evaluate it at second order.
Since the gauge field has no zero-order part, the metric/

inflaton perturbations do not mix with the gauge field
modes at linear order; this is because the gauge field enters
already quadratically in the action for the perturbations,
through the expansion of the last term in (4). This is the
same reason that in the previous section allowed us to
compute A� disregarding inflaton and metric perturba-

tions. We note that the gauge field can still affect the
first-order metric/inflaton perturbations through its back-
reaction on the background evolution. This can be disre-
garded under the assumption that the two conditions (15)
and (18) hold.
Therefore, at the linearized level the standard results of

scalar field inflation hold. We work in the spatially flat
gauge for the scalar perturbations, �gij ¼ 0. In this gauge,

the curvature perturbation on uniform density hypersurfa-
ces is � ¼ � H

_’0
�’. As we show in Appendix A, one finds
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�
@2

@�2
þ 2H

@

@�
�4þ

�
a2V;’’ � 3

ð’0
0Þ2

M2
p

��
�1’ ¼ 0;

(37)

which is the standard equation for the Mukhanov-Sasaki
[67,68] variable rewritten in terms of � ; the last term in this
equation has been simplified using slow roll approxima-

tion. Finally, H ¼ a0
a ¼ aH. Here we have disregarded

corrections to the effective mass due to backreaction
effects; see Sec. II. In the end we will only perform
computations at leading order in slow roll parameters,
hence this neglect has no impact on our final results.

To compute the effect of the gauge fields on the cosmo-
logical perturbations we expand all the equations of the
system at second order in the perturbations. We combine
these equations in the same formal way that they are
combined to obtain (37). In this way we obtain a ‘‘master
equation’’ for �2’ that does not contain any �2g�� mode.

As we show in Appendix A, this equation reads�
@2

@�2
þ 2H

@

@�
�4þ

�
a2V;’’ � 3

ð’0
0Þ2

M2
p

��
�2’

¼ J1½A2� þ J2½ð�1’Þ2; ð�1gÞ2; �1’	 �1g� (38)

where

J1½A2� � a2

2

I2;’

I2
ð ~E2 � ~B2Þ � a2’0

0

2HM2
p

� ~E2 þ ~B2

2

þ 1

a4
4�1 @�ða4 ~r � ð ~E	 ~BÞÞ

�
: (39)

As for the linear theory equation, we have disregarded a
backreaction-induced correction to the effective mass.

Note that our model (4) contains higher-dimension in-
teractions between the inflaton and gauge fields of the formP

ncnð�’ÞnF2 which arise from expanding the coupling
function I2ð’Þ in powers of �’. These couplings will enter
into the calculation explicitly at higher order in perturba-
tion theory. Using the in-in formalism, we have verified
that such high dimension operators do not modify our
leading-order results for the spectrum and bispectrum.

The right-hand side of (38) comprises two sources for
�2’; the first source contains terms at second order in
the gauge perturbations, and has been completely given in
(39). The second source contains terms that are the product
of two first-order inflaton perturbations, or of two first-
order metric perturbations (not only the scalar ones), or of
one first-order inflaton perturbations times one first-order
metric perturbation. We note that no ‘‘mix source’’ of the
type �1’	 A or of the type �1g�� 	 A� in present in (38),

because A� does not enter linearly in (4).

Expression (38) and (39) was first obtained in [43] by
extremizing the cubic-order action of the perturbations.
This is equivalent to working directly with the equations
expanded at second order, and we have verified that our

result coincides with that of [43]. The source J2 is the
standard result obtained at second order in single scalar
field inflation. The scalar part of this expression in the
gauge we have adopted is explicitly given in [69].
Therefore, the inflaton perturbation is formally given by

�’ ¼ ð�1’þ �2’jsourced byJ2Þ þ �2’jsourced byJ1 (40)

The part in parenthesis is the standard result obtained in
single scalar field inflation, with only negligible correc-
tions coming from the backreaction of the gauge field on
the background dynamics. The �2’jsourced byJ2 term is

clearly negligible in the primordial power spectrum, and
also leads to unobservable non-Gaussianity [2–5]. We
therefore disregard it in this work. The last term in (40)
encodes the effect of the gauge field on the inflaton per-
turbations. We note that this term is uncorrelated with the
other two, since the quantum/statistical operators entering
in J1 are those of the gauge field. Therefore, we are
interested in computing

h�’2i ’ hð�’vacuumÞ2i þ hð�’sourcedÞ2i;
h�’3i ’ hð�’sourcedÞ3i

(41)

where

�’vacuum � �1’; �’sourced � �2’jsourced byJ1 : (42)

We combine (37) and (38) in a unique equation for
�’ ¼ �’vacuum þ �’sourced, where the two quantities are
defined in (42). We approximate this equation in slow roll
approximation and we keep only the leading source term
that arises from the direct I2F2 coupling. This gives�

@2� þ 2
a0

a
@� �4

�
�’ ’ J;

J ¼ a2

2

I2;’

I2
½E2 � B2� ’ �

ffiffiffi
2

�

s
a2

Mp

½E2 � B2�: (43)

We note that the source E2 � B2 interacts with the
inflaton perturbation with a strength that is gravitationally
suppressed but slow roll 1=

ffiffiffi
�

p
enhanced (this is one of the

enhancements that make non-Gaussianity visible in the
model). The remaining terms in (39) have the same
scale-dependence, but an interaction strength that is both
gravitationally and slow roll

ffiffiffi
�

p
suppressed. The same

suppression characterizes all the terms in J2. Therefore,
the dominant source is that one arising from the direct
inflaton-gauge field coupling I2ð’ÞF2. We explicitly see
that simply computing the effect on �’ from the gauge
fields in an unperturbed metric reproduces the leading
results for �2’.
In this calculation, we have estimated the curvature

perturbation in flat gauge as � ¼ �H
’0
0
�’. This equation

actually receives corrections at second order; however,
these corrections are (1) subdominant at the end of infla-
tion, and (2) become even smaller (by several orders of
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magnitude) during reheating, when the energy in the gauge
field decreases faster than the one of the dominating
plasma (the equation of state of the dominating plasma is
either the one of matter—for perturbative reheating—or
intermediate between the one of matter and radiation
[70]—in the nonperturbative case). We explicitly show
this in Appendix B.

A. The two-point correlation function, and the
correction to the power spectrum

We are interested in the primordial curvature perturba-
tion, given by

�ðt; ~xÞ ¼ � H

_’0

�’ðt; ~xÞ: (44)

The two-point correlation function in momentum space is
related to the power spectrum by the standard expression

H2

_’2
0

�
�’~k

a

�’~k0

a

	
¼h� ~k� ~k0 i�P� ðkÞ2


2

k3
�ð3Þð ~kþ ~k0Þ (45)

where all quantities are evaluated at some time �, and
where we use the convention

�’ð�; ~xÞ ¼ 1

a

Z d3k

ð2
Þ3=2 �’~kð�Þei ~k� ~x;

�’~k ¼ ��kað ~kÞ þ ���
ka

yð� ~kÞ:
(46)

We define the Fourier transform of the source as

J ~k�a
Z d3x

ð2
Þ3=2 e
�i ~k� ~xJ

¼�
ffiffiffi
2

�

s
a3

Mp

Z d3p

ð2
Þ3=2 ½
~E ~p � ~E ~k� ~p� ~B ~p � ~B ~k� ~p� (47)

where (12) and (43) have been used. We find

J ~kð�Þ ’ �H4a3ð�Þffiffiffiffiffiffi
2�

p
Mp

X
	;	0

Z d3p

ð2
Þ3=2 ~�	ð ~pÞ � ~�	0 ð ~k� ~pÞ

	
�

�2

j ~pj1=2j ~k� ~pj1=2 �
9		0

j ~pj3=2j ~k� ~pj3=2
�

	 ½a	ð ~pÞ þ ay	ð� ~pÞ�½a	0 ð ~k� ~pÞ þ ay
	0 ð� ~kþ ~pÞ�:

(48)

We stress that the first term in the square parenthesis in the
first line of (48) is the E-contribution to the source, while
the second term is the B-contribution.

Combining Eqs. (43), (46), and (47), the equation for the
Fourier modes of the inflaton perturbations reads

�’00
~k
þ

�
k2 � a00

a

�
�’~k ’ J ~k (49)

where all quantities are evaluated at the time �.

The homogeneous solution to this equation is the stan-
dard vacuum solution, which leads to the standard result
(19) for the power spectrum (45). The homogeneous equa-
tion is obtained with the Green function method

�’~kjsourced ¼
Z �

�in

d�0Gkð�; �0ÞJ ~kð�0Þ: (50)

The leading-order result in slow roll approximation is
obtained by using the retarded Green function of Eq. (49)
in de Sitter space.

Gkð�; �0Þ ’ 1

k3��0
½k�0 cosðk�0Þ � sinðk�0Þ�;

jk�j � 1 ’ � �02

3�
; jk�j; jk�0j � 1:

(51)

Using the source (48), and the identity

j ~�	ð ~pÞ � ~�	0 ð ~qÞj2 ¼ 1

4
ð1� 		0p̂ � q̂Þ2 (52)

(where hat denotes a unit vector) we obtain�
�’~k

a

�’~k0

a

	
�

��������sourced

’H4�ð3Þð ~kþ ~k0Þ
9�M2

pk
3

Z d3q

ð2
Þ3
Z dy0

y0
Z dy00

y00



½1þcos2ð ~q;k̂� ~qÞ�

	
�

y02y002

j ~qjjk̂� ~qjþ
81

j ~qj3jk̂� ~qj3
�

þ18cosð ~q;k̂� ~qÞ y02þy002

j ~qj2jk̂� ~qj2
�

(53)

where we have introduced the dimensionless integration
variables ~q ¼ ~p=k, y0 ¼ �k�0, and y00 ¼ �k�00. The mo-
mentum integral need to be restricted so that the gauge
modes participating in the original convolution were inside
the horizon at the start of inflation (otherwise they would
not be produced by this mechanism). This means

j ~qj; jk̂� ~qj> 1

kj�inj : (54)

The time integrations are instead restricted to times which
are between �in and �, and for which the sourcing modes
have exited the horizon. This means �in, � 1

j ~pj , � 1

j ~k� ~pj <
�0, �00 < �. We do not need to include �in in this condition
thanks to (54). Therefore, the time integrals in (53) are
restricted to

kj�j< y0; y00 <Min

�
1

j ~qj ;
1

jk̂� ~qj
�

(55)

In Sec. II we saw that the energy density in the produced
B-field is logarithmically enhanced with respect to that in
the E-field. Equation (53) shows that an analogous loga-
rithmic enhancement takes place in the source of�’. In this
case, all the three integrals in (53) present an enhancement.
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Disregarding the subdominant E-contribution, and per-
forming the time integrals, the expression (53) gives�
�’~k

a

�’~k0

a

	
�

��������sourced

’ 9H4

�M2
p

�ð3Þð ~kþ ~k0Þ
k3

Z d3q

ð2
Þ3
1þ cos2ð ~q; k̂� ~qÞ

j ~qj3jk̂� ~qj3

	 ln2
Min½ 1j ~qj ; 1

jk̂� ~qj�
kj�j : (56)

The momentum integral has most of its support at the two
logarithmic poles; due to the symmetry between the
two poles, we can simply evaluate the integral for
j ~qj ’ 1

kj�inj � 1 and multiply the result by two

�
�’~k

a

�’~k0

a

	
�

��������sourced
’ 12


2

H4

�M2
p

�ð3Þð ~kþ ~k0Þ
k3

ln2
1

kj�j lnðkj�injÞ:

(57)

The first logarithmic enhancement is due to the growth of

the two modes
�’~k

a and
�’~k0
a in the superhorizon regime. The

growth is due to the presence of the entropy modes A�. At

the end of inflation ln2 1
kj�j ¼ N2

CMB. The second enhance-

ment lnðkj�injÞ ¼ Ntot � NCMB is due to the number of
gauge field modes that source the inflaton perturbation.
More specifically, we have seen that each sourced inflaton
mode is obtained as a convolution of two gauge fieldmodes.
The momenta of these two modes need to add up to the
momentum of the inflaton mode. The second enhancement
occurs in the IR limit of one of the two gauge modes. This
enhancement is the counterpart of the enhancement taking
place for �B, which is also due to the number of large
wavelength modes produced during inflation.

As we discussed, the contribution (57) adds up incoher-
ently with the vacuum one in (45). Using the relation
� ¼ � H

_’0
�’, the sum gives

P� jend inflation ’ P ½1þ 192PN2
CMBðNtot � NCMBÞ� (58)

where we recall that P is the contribution from the vacuum
term, for which the standard slow roll expression (19)
holds. We also remind that NCMB ’ 50–60 is the number
of e-folds before the end of inflation when the largest scale
CMB modes left the horizon, while Ntot is the total number
of e-folds of inflation. The enhancement from the momen-
tum integral takes place for Ntot � NCMB; if inflation only
lasted about the observed number of e-folds, then we
estimate that the final momentum integral produces an
order 1 result, so that the result (58) remains valid as an
order of magnitude estimate.

For Ntot � NCMB � 60, the ratio between the sourced
and the standard power spectrum is ’ 1:7	 10�3Ntot. The
standard term dominates provided that inflation lasted less
than about 600 e-folds. In the work, we assume that this is
the case.

B. The three-point correlation function,
and observable non-Gaussianity

We are interested in the three-point correlation function
of � as a measure of non-Gaussianity. A common parame-
trization of non-Gaussianity is the nonlinearity parameter
fNL, introduced by assuming that the curvature perturba-
tion may be expanded as

�ð ~xÞ ¼ �gð ~xÞ þ 3

5
fNL½�2gð ~xÞ � h�2gð ~xÞi� (59)

where �gðxÞ is a Gaussian random field (see our discussion

in [18] for a detailed explanation of the sign conventions
and 2
 factors in the following expressions). Both � and �g
may be decomposed as in (46) so that the relation between
the q-modes of the Fourier decomposition is

� ~k ¼ �g; ~k þ
3

5
fNL

Z d3p

ð2
Þ3=2 �g; ~k�g; ~k� ~p: (60)

The three-point correlator of �g vanishes, as this field is

Gaussian. However, due to the quadratic term in (59), the
three-point correlator of � is nonvanishing, and can be
expressed through a sum of two-point correlators of �g.

One finds

h� ~k1
� ~k2

� ~k3
i ¼ 3

10
ð2
Þ5=2fNLP� ðkÞ2�ð3Þð ~k1 þ ~k2 þ ~k3Þ

P
i
k3i

�ik
3
i

(61)

where the power spectrum was defined in (45). To obtain
this expression, one identifies the two point function
of � with that of �g (as the difference is subleading in a

perturbative expansion), and disregards the mild scale-
dependence of the power spectrum.
By evaluating h�3i, and by inserting it in (61), one

defines an ‘‘effective’’ (momentum-dependent) nonlinear-
ity parameter, even when the intrinsic non-Gaussianity is
not of the local form (59). The dependence of fNL on the
relative size of the momenta is denoted as ‘‘shape’’ of the
non-Gaussianity. Ref [64] provides a method to evaluate
whether the shape obtained in a given model is well
reproduced by the local template [namely, fNL constant in
(61)] or by any other template employed in data analysis.
As non-Gaussianity from the vacuum term is negligible,

we need to compute

h� ~k1
� ~k2

� ~k3
i ’ �H3

_’3
0

��’~k1

a

�’~k2

a

�’~k3

a

	��������sourced
(62)

where each expression is evaluated at some given time �.
We proceed as in the previous subsection by inserting

the source (48) into (50) and by evaluating the correlator.
Keeping only the dominant magnetic source, we obtain
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�Y3
i¼1

�’~ki

a

	
�

��������sourced
’ 1

a3ð�Þ
729

8
9=2

H3

�3=2M3
p

Y3
i¼1

Z
d�i

Gkið�; �iÞ
ð��iÞ3

X
	i�i

Z
d3pi

~�ð	iÞð ~piÞ � ~�ð�iÞð ~ki � ~piÞ
j ~pij3=2j ~ki � ~pij3=2

��1	2
�ð3Þ

	 ð ~k1 � ~p1 þ ~p2Þ��2	3
�ð3Þð ~k2 � ~p2 þ ~p3Þ��3	1

�ð3Þð ~k3 � ~p3 þ ~p1Þ (63)

(where the �-functions emerge from commutators between a and ay gauge field operators in the standard way) where the
integration regions are bounded in an analogous way as for the two-point function:

j ~pij; j ~ki � ~pij> 1

j�inj ; j�j< j�ij<Min

�
1

j ~pij ;
1

j ~ki � ~pij
�
: (64)

Performing the time integrals and employing the �-functions, we obtain�Y3
i¼1

�’~ki

a

	
�

��������sourced
’ 27

8
9=2

H6

�3=2M3
p

�ð3Þð ~k1 þ ~k2 þ ~k3Þ
Z

d3p lnMin

�
1

j ~pjj�j ;
1

j ~k1 � ~pjj�j
�

	 lnMin

�
1

j ~k1 � ~pjj�j ;
1

j ~k3 þ ~pjj�j
�
lnMin

�
1

j ~k3 þ ~pjj�j ;
1

j ~pjj�j
�

	
P
	1

�ð	1Þ�
k ð ~pÞ�ð	1Þ

i ð ~pÞP
	2

�ð	2Þ�
i ð ~p� ~k1Þ�ð	2Þ

j ð ~p� ~k1ÞP
	3

�
ð	3Þ�
j ð ~pþ ~k3Þ�ð	3Þ

k ð ~pþ ~k3Þ

j ~pj3j ~p� ~k1j3j ~pþ ~k3j3
(65)

where, due to (64), the integration region is delimited by

j ~pj; j ~p� ~k1j; j ~pþ ~k3j> 1

j�inj : (66)

The momentum integral in (65) has most of its support at
the three logarithmic poles; each pole occurs when one of
the three quantities in (66) reaches its minimal value 1

j�inj .
Formally,�Y3

i¼1

�’~ki

a

	
�

��������sourced
’ Cj ~pj’ 1

j�inj
½ ~k1; ~k2; ~k3�

þ Cj ~p� ~k1j’ 1
j�in j

½ ~k1; ~k2; ~k3�

þ Cj ~pþ ~k3j’ 1
j�in j

½ ~k1; ~k2; ~k3� (67)

where C refers to the contribution to the integral in (65)
from the region close to the pole indicated by the suffix.

To evaluate the contribution from the second region, we

redefine the integration variable as ~p ! ~pþ ~k1; we then
see that this contribution is formally equal to the contribu-
tion from the first region, provided the external momenta in

the first region are changed as ~k1 ! ~k2, ~k2 ! ~k3, and ~k3 !
~k1. Analogously, to evaluate the contribution from the third

region, we redefine the integration variable as ~p ! ~p� ~k3;
we then see that this contribution is formally equal to the
contribution from the first region, provided the external

momenta in the first region are changed as ~k1 ! ~k3, ~k2 !
~k1, and ~k3 ! ~k2. We therefore have

�Y3
i¼1

�’~ki

a

	
�

��������sourced
’ Cj ~pj’ 1

j�in j
½ ~k1; ~k2; ~k3� þ permutations:

(68)

To evaluate this contribution, we use the identity

X
	

�ð	Þ�i ð ~pÞ�ð	Þj ð ~pÞ ¼ �ij � p̂ip̂j (69)

and we obtain

�Y3
i¼1

�’~ki

a

	
�

��������sourced

’ 27

8
9=2

H6

�3=2M3
p

�ð3Þð ~k1 þ ~k2 þ ~k3Þ

	


ln

1

k1j�j ln
1

k3j�j lnMin

�
1

k1j�j ;
1

k3j�j
�

	 8


3
½1þ cos2ð ~k1; ~k3Þ� 1

k31k
3
3

lnMin½k1j�inj; k3j�inj�

þ permutations

�
: (70)

Assuming that the external momenta are not too hier-
archical (see below), we disregard the difference among
them in the argument of the logarithms. The expression for
the correlator, evaluated at the end of inflation, then sim-
plifies to
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�Y3
i¼1

�’~ki

a

	
�end

��������sourced

’144

ffiffiffiffi
2




s
P 3=2H3�ð3Þð ~k1þ ~k2þ ~k3ÞN3

CMBðNtot�NCMBÞ

	
�
1þcos2ð ~k1; ~k2Þ

k31k
3
2

þ1þcos2ð ~k1; ~k3Þ
k31k

3
3

þ1þcos2ð ~k2; ~k3Þ
k32k

3
3

�
:

(71)

We can now evaluate the three-point function of the cur-
vature perturbation using the relation � ¼ � H

_’0
�’ and

introduce a momentum-dependent nonlinearity parameter
by comparison with (61). We find:

fNLðkiÞ

’ f
equiv:local
NL 	 3

4

1þcos2ð ~k1; ~k2Þ
k3
1
k3
2

þ 1þcos2ð ~k1; ~k3Þ
k3
1
k3
3

þ 1þcos2ð ~k2; ~k3Þ
k3
2
k3
3

1
k3
1
k3
2

þ 1
k3
1
k3
3

þ 1
k3
2
k3
3

fequiv:localNL

’ 1280
P 3

P� ðkÞ2
N3

CMBðNtot � NCMBÞ: (72)

If the power spectrum is dominated by the vacuum fluctu-
ations (which we assume for this work) then we have

P� ðkÞ � P and f
equiv:local
NL ’ 1280PN3

CMBðNtot � NCMBÞ.
We conclude by noting that a more precise shape than

(72) can be readily obtained from (70) also for hierarchical
momenta; for instance, in the limit k1 � k2 ’ k3, the third
term in the numerator of fNLðkiÞ becomes irrelevant,

and the NCMB factors entering in f
equiv:local
NL should read

NCMB;1N
2
CMB;2ðNtot � NCMB;1Þ, where NCMB;i refers to the

horizon exit of the mode with momentum ki.

V. TENSOR MODES

Production of gauge field fluctuations during inflation
and its effect on the curvature perturbation have been
discussed in the previous sections. The produced gauge
quanta, however, affect not only the scalar but also tensor
perturbations (gravity waves). Metric perturbations couple
to each content of the Universe and are inevitably sourced
by the produced gauge field fluctuations. To see the effect,
we consider the transverse and traceless components of the
spatial metric perturbations: gij ¼ a2ð�ij þ hijÞ, with

hii ¼ 0 and @ihij ¼ 0. As the matter content is scalar and

vector, hij is the only tensor perturbations in the model.

From the Einstein equations, one finds the same equa-
tions for hij in terms of the physical Ei and Bi as in [18],

1

2a2

�
@2� þ 2

a0

a
@� �4

�
hij ¼ � 1

M2
p

ðEiEj þ BiBjÞTT

(73)

where TT denotes the transverse and traceless projection of
the spatial components of the energy-momentum tensor of
the gauge field.4 Since the gauge field has no expectation
value, there is no coupling to the tensor perturbations at
linearized level. Thus (73) is in fact up to second order, and
the right-hand side should in principle contain the source
terms from squares of the first-order inflaton and metric
perturbations. As for �2’, such source terms are uncorre-
lated and subdominant to those from the gauge field.
Tensor modes [or gravity waves (GWs)] are transverse

and traceless part of �gij and have two physical degrees of

freedom, the left-handed (L) and right-handed (R). It is
convenient to decompose tensor perturbations as

hijð�; ~xÞ ¼
Z d3k

ð2
Þ3=2 e
i ~k� ~x X

s¼L;R

�ij;sð ~kÞĥsð ~kÞ (74)

where ĥsð ~kÞ ¼ hsðkÞasð ~kÞ þ h�sðkÞays ð� ~kÞ, and the helicity

projectors are �ij;L=Rð ~kÞ ¼ eð
Þ
i ð ~kÞeð
Þ

j ð ~kÞ, which clearly

have the properties �ii;sð ~kÞ ¼ k̂i�ij;sð ~kÞ ¼ 0. Note that

hsðkÞ depends only on the magnitude of ~k. Since the
mechanism of GW production is analogous to that of the
curvature perturbations, presented in detail in the previous
sections, we merely show the result of our computation
here. Define GW power spectrum PL=R in the usual way,

hĥsð ~kÞĥsð ~k0Þi � PsðkÞ 2

2

k3
�ð3Þð ~kþ ~k0Þ (75)

where s ¼ L=R. As for the scalar perturbations, the GW
modes produced by the gauge quanta are uncorrelated with
those from vacuum fluctuations, and so the two contribu-
tions simply add up in the power spectrum. The two
helicity states are produced in the same amount, and their
sum gives

PGWðkÞffi 2H2


2M2
p

�
1þ 6H2


2M2
p

ln2
að�ÞH

k
ln

k

að�inÞH
�

(76)

where the first term in the square brackets is the contribu-
tion from the vacuum and the latter from the source.
Evaluating this expression at the end of inflation gives

PGWjend inflation ¼ 2H2


2M2
p

�
1þ 6H2


2M2
p

N2
CMBðNtot � NCMBÞ

�
:

(77)

As expected, the standard vacuum part dominates in the
regime we are interested in: when the vacuum contribution
to P� is dominant over that from the source, the same is

also true for the GW power spectrum; this is due to the fact
that the tensor modes are only produced gravitationally,
while the dominant source of the scalar modes is the direct

4This projection can be done by an operator Oij;lm, which can
be expressed in the momentum space as Oij;lmðk̂Þ ¼
Pilðk̂ÞPjmðk̂Þ � 1

2Pijðk̂ÞPlmðk̂Þ, where Pijðk̂Þ ¼ �ij � k̂ik̂j.
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inflaton-gauge field coupling; (this coupling is mathemati-
cally enhanced with respect to the gravitational one by
1=�). In this regime, the tensor-to-scalar ratio r reproduces
the standard result5:

r � 16�: (78)

VI. VALIDITY OF PERTURBATION THEORY

It is important to verify that cosmological fluctuations
remain small in our model, to justify a perturbative analy-
sis. In this section we consider several different diagnos-
tics, arguing that perturbation theory is well under control,
and that the second-order results we have computed are
subdominant with respect to the standard first-order results
(apart of course for what concerns the non-Gaussian nature
of � , which is not present in the linearized theory).

As discussed previously, the produced gauge field fluc-
tuations backreact on the classical background, by contrib-
uting to the total energy density in the Friedmann equation
and by introducing dissipation into the equation for the
homogeneous inflaton. A first consistency check is to
ensure that these effects are negligible, which we have
already shown in Sec. II.

Another important diagnostic is the variance of curva-

ture fluctuations, h�2i1=2 (in general, we need to compute
the variance of a perturbation as a measure of the value of
that perturbation in real space). Using our previous result
for the two-point correlation function in momentum space,
it is straightforward to compute the total variance of cur-
vature fluctuations

h�2ð�; ~xÞi ¼ h�2ð�; ~xÞijvac þ h�2ð�; ~xÞijsourced;

ffi P
Z dk

k
þ 192P 2

Z dk

k
ln2

�
að�ÞH

k

�
ln

�
k

ainH

�
;

ffi P ln

�
að�Þ
ain

��
1þ 16P ln3

�
að�Þ
ain

��
:

(79)

To compute (79) we have integrated from kmin ¼ ainH to
kmax ¼ að�ÞH, since we should count the phase space of
superhorizon modes from the onset of inflation to the time

�. Equation (79) shows that h�2i1=2 � 1 generically and,
moreover, contributions from sourcing effects are con-
trolled by the small parameter P � 10�9.

Since the spectrum of sourced curvature fluctuations
exhibits a logarithmic growth, one might worry about
estimators of inhomogeneity that contain derivatives of
the fluctuations, for example, the energy density or the
Weyl curvature. We consider such diagnostic in the next
two subsections, which are devoted to the contributions
from tensor and scalar modes, respectively. In the final

subsection we conclude that perturbation theory is well
under control.

A. Tensor modes

We first consider the contribution to the energy density
and Weyl tensor from tensor perturbations, since they are
technically simpler to evaluate.
The energy density in gravitational waves contains a

contribution due to the usual vacuum fluctuations, and an
uncorrelated contribution from sourcing effects. The for-
mer is given by

��GWjvac ¼
M2

p

16
2a2

X
	

Z
dkk2½jh0	ðkÞj2 þ k2jh	ðkÞj2�vac

� H2

4
2

1

a2

Z dk

k
½k2 þ 2k4�2� � H4

4
2
: (80)

The sourced contribution is given by

��GWjsourced � H2

4
2

1

a2

Z dk

k

�
6H2


2M2
p

	 ln

�
k

ainH

��
1

�2
þ k2ln2

�
að�ÞH

k

���

� 3H6

4
4M2
p

ln2
�
að�Þ
ain

�
: (81)

In both (80) and (81) and we have integrated from kmin ¼
ainH to kmax ¼ að�ÞH, as discussed above. We see that the
sourced contribution is subdominant to the vacuum one,
being suppressed by the small number H2=M2

p � 10�10.

The constraint ��GW � 3H2M2
p is easily satisfied.

It is interesting to compare the time-dependence in the
final results (80) and (81) and with what would be obtained
by inspecting the spectral densities. In position space, the
sourced contribution exhibits a logarithmic growth, rela-
tive to the vacuum contribution (we note that, however, it
remains always very subdominant). For the spectral den-
sities, on the other hand, we see that the results differ by a
power-law dependence on � (this does not imply that either
result is growing with time; indeed, neither term grows,
due to the time-dependence of the scale factor outside the
integral). This difference in behavior is not seen in the
integrated result, when the phase space of relevant modes
is accounted for.
The Weyl tensor is a gauge-invariant object which van-

ishes for a FRW Universe and thus may be considered as a
measure of inhomogeneities. A good estimator for the size
of typical entries in the Weyl tensor (from gravity wave
perturbations) is the quantity

CTð�; ~xÞ � h00 þ 4h: (82)

References [71] used as a dimensionless diagnostic of
the validity of perturbation theory the ratio between the
entries of this tensor and those of the Ricci tensor, whose

5We define the tensor-to-scalar ratio in the usual way, by
normalizing the power in GW to that in curvature perturbations:
r � PGW=P� ¼ ðPL þ PRÞ=P� .
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background components are of the order H 2. Proceeding
as above, the contribution from vacuum fluctuations is

H �4hðCTðt; ~xÞÞ2ijvac � �4

2
2

Z dk

k

�
8H2k6�2

M2
p

�

� 2

3
2

H2

M2
p

: (83)

For the sourced contribution we instead have

H�4hðCTðt; ~xÞÞ2ijsourced � �4

2
2

Z dk

k

�
12H4


2M4
p

ln

�
k

ainH

�

	
�
1

�2
� k2 ln

�
að�ÞH

k

��
2
�

� 3H4


4M4
p

ln2
�
að�Þ
ain

�
(84)

Again, we see that the contribution from sourcing effects
exhibits a logarithmic growth, but remains safely sub-
dominant to the vacuum part. As for the energy density,
the power-law time-dependence in the spectral density is
compensated by phase space factors.

B. Scalar modes

We now consider contributions to the energy density and
Weyl tensor from scalar fluctuations. The energy in inflaton

fluctuations, ��’¼ 1
2a2

hð�’0Þ2þð ~r�’Þ2þa2V;’’ð�’Þ2i,
is given by

��’ ¼ ��’jvac þ ��’jsourced;

ffi H4

8
2


�
1þ 3� ln

�
að�Þ
ain

��

þ 96P ln2
�
að�Þ
ain

��
1þ �

2
ln2

�
að�Þ
ain

���
; (85)

where the first term is the usual contribution from the
vacuum, the second term arises due to the feedback of
produced gauge fluctuations into the inflaton perturbations,
and � � V;’’=ð3H2Þ is the standard slow roll parameter.

We see that the condition��’ � 3H2M2
p is easily satisfied,

and that the sourced contribution is subdominant.
A good estimator for the size of the contribution of the

scalar fluctuations to the Weyl tensor is the quantity

CS � 4ð�þ�Þ (86)

where� and� are the gauge-invariant Bardeen potentials.
This estimator is discussed in some detail in Appendix A.
Again, we compare this to H 2 to have a dimensionless
diagnostic of the validity of perturbation theory. The con-
tribution to our estimator (86) from the usual vacuum
fluctuations arises at linear order in perturbation theory

CSð�; ~xÞjvac � �ð� 001 �4�1Þ: (87)

It is straightforward to compute the variance

H�4hðCSð�; ~xÞÞ2ijvac ¼ �2H�4hð� 001 �4�1Þ2i;

ffi �2�4
Z d3k

ð2
Þ3 ju
00
k þ k2ukj2;

ffi �2P : (88)

where in the second line we have introduced the notation

ukð�Þ � �i
3=2P 1=2ð��Þ3=2Hð1Þ
3=2ð�k�Þ for the mode func-

tions. Before moving on, it is worth commenting on the
constancy of the result (88). Even if the Fourier transform
of 4�=H 2 is decreasing in time in the superhorizon
regime, the momentum integral that gives the variance
(88) is dominated by the UV cutoff k ¼ aH; this phase
space factor compensates for the factor H�2 ¼ ðaHÞ�2.
(Note that this same phase space compensation was seen
also in Sec. II when we computed the energy density in
electric and magnetic fields, showing that �E is only log-
arithmically suppressed with respect to �B, even though
the electric field Fourier modes decay as a�1 outside the
horizon.) Despite not decreasing in time, the integrated
result is � 1.
At second order in perturbation theory there arises also a

contribution to the Weyl tensor due to the feedback of the
produced gauge fluctuations on the inflaton and scalar
metric perturbations. In Appendix A we show that this is
of the form

CSð�; ~xÞjsourced ¼ �ð� 002 �4�2Þ þ�: (89)

The source term � is quadratic in gauge field fluctuations
and the full expression (given in Appendix A) is quite
cumbersome. For our purposes, it suffices to consider a
representative contribution to the source term

�� a2

M2
p

½ ~E2 þ ~B2� þ � � � (90)

During inflation, such quantities are tiny as compared to
H 2 by virtue of the backreaction constraint �E þ �B �
3H2M2

p. Moreover, notice that the source term � will

quickly decay as a�2 after inflation has ended (at which
point the production of gauge fluctuations comes to a halt
and we recover the usual behavior �E � �B � a�4). By
contrast, we expect that �2 becomes frozen on large scales
after inflation. Therefore the source term � in (89) should
be irrelevant for any late-time observable.
Let us now compute the variance of the first term in (89).

Following very closely our previous computations we find

H �4hðCSð�; ~xÞÞ2ijsourced ffi 96�2P 2ln2
�
að�Þ
ain

�
þ � � �

(91)

This exhibits a logarithmic growth during inflation but
it always remains much smaller than the vacuum
contribution.
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C. Summary

To summarize, in this section we have computed the
contribution to various physical quantities from both the
usual vacuum fluctuations and also from the feedback of
produced gauge field fluctuations on the inflaton and
scalar metric perturbations. We have found that the new
contributions from sourcing effects generically exhibit
logarithmic growth during inflation and remain safely sub-
dominant with respect to the standard result. This state-
ment applies to the curvature perturbation, the energy
density in fluctuations, and the Weyl tensor. We have
computed our diagnostics during inflation. In principle,
these results should be evolved through reheating and
into the radiation phase, to ensure that the Universe re-
mains homogeneous and isotropic after the end of inflation.
We do not expect any problem, since all the physical
quantities at the end of inflation are dominated by the usual
vacuum contribution (which does not lead to any unac-
ceptable instability), since the energy density in the gauge
field is subdominant, and since we assume a standardffiffiffiffiffiffiffi�g
p

F2 term from the end of inflation onwards.

References [71,72] argued that the gauge field produc-
tion in these frameworks leads to an unacceptable break-
down of homogeneity and isotropy soon after inflation,
after the perturbations are matched to the post-inflationary
epoch.6 We believe that the core of their claim is in the
time-dependent behavior of the spectral density of the
sourced part of the Weyl tensor during inflation; they
pointed out this feature in the scalar sector, but we per-
formed computations also in the tensor sector because the
identical feature appears also there, and the computations
are simpler to present. We note that indeed there is a
different time-dependence in the spectral densities of
Eq. (80) vs (81) and of Eq. (83) vs (84). We note, however,
that this does not imply that the sourced term dominates
over the vacuum one in physical integrated quantities like
the energy density and the Weyl tensor (if the dominance
does not take place before the end of inflation, it will not
take place afterwards). All the sourced quantities that we
have studied remain small both in real and momentum
space, and do not grow as power law of the scale factor.

VII. CONCLUSION

In this paper, we have considered a simple model where
the scalar inflaton is coupled to some Uð1Þ gauge field in a
way that would be typical for moduli or dilatonlike fields.
We have seen that the time-dependence of the condensate
during inflation leads to a production of large-scale gauge
field fluctuations, analogous to the usual mechanism that
amplifies the quantum vacuum fluctuations of the inflaton
or gravity wave perturbations. Focusing on the case where

the spectrum of produced magnetic fields is scale-
invariant, we have shown that (nearly) local non-
Gaussianity is very naturally generated at the level fNL *
Oð10Þ, which should be probed in the near future.
Although we have neglected slow roll corrections to the
running of the spectrum and bispectrum, we can still see a
logarithmic running of the effective fNL parameter with
scale. This arises since the sourced contribution to the
curvature perturbation experiences a superhorizon evolu-
tion during inflation, due to the presence of large-scale
isocurvature perturbations. Logarithmic running of this
type may be of observational interest; see [73–75] for
example. Moreover, since the non-Gaussian part of � is
uncorrelated with the Gaussian part, we have a nonhier-
archical scaling which can lead to interesting signatures in
probes that are sensitive to the global structure of the
probability distribution function [27].
A novel feature of our result is the dependence of fNL on

the Ntot � NCMB which measures the number of ‘‘extra’’
e-foldings of inflation, beyond the minimal NCMB � 60
e-foldings between the end of inflation and horizon exit
for CMB scales. Ordinarily, one would expect that such
extra e-foldings are completely unobservable, since scalar
modes which leave the horizon prior to NCMB should just
be absorbed into a renormalization of the homogeneous
background. However, in our model the total duration of
the quasi-de Sitter phase impacts the energy density of
produced gauge field [44]. Indeed, if Ntot is too large
then the backreaction of produced gauge fields will be-
come appreciable and spoil inflation. In a restricted sense,
we see that in this model the extra e-foldings of inflation
can influence physical observables.
We have seen that the correlation functions of scalar and

tensor cosmological perturbations exhibit a logarithmic
time-dependence which is related to the growing phase
space of produced gauge fluctuations. These logarithms
should not be confused with the IR logs that have been
discussed extensively in the literature in association with
loop effects during inflation [76–79] (see also [74] for a
related discussion). In the case at hand the interpretation of
this logarithmic time-dependence is straightforward. The
production of gauge field fluctuations in our model arises
simply because the effective gauge coupling is time-
dependent. This time-dependence leads to a growth in
the energy density of gauge fluctuations, which is drained
from the scalar condensate. The energy transfer provides a
physical clock, and its logarithmic growth is a real physical
effect that is not related to the de Sitter background or to
the quantization of gravitational fluctuations.
There are a number of interesting directions for future

research. It may be, for example, interesting to study
effects that can arise if the vector field has a vacuum
expectation value already at zeroth order in perturbation
theory. It would also be interesting to consider different
choices of coupling function, for example, n � 2, �2. In

6These comments refer to version 1 of [71,72] as it appeared
on the public archive. See our comments in the Note Added at
the end of this manuscript.
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connection with this, it would be interesting to explore in
more detail the non-Gaussian phenomenology of our
model, in particular, as regards higher moments, scale-
dependence, and large-scale structure probes. It may also
be possible to obtain interesting signals for gravitational
waves at interferometers. Finally, it would be worthwhile
to investigate whether this mechanism for the amplification
of the gauge magnetic modes can be consistently modified
so to avoid the strong coupling problem of [44], and there-
fore be used as a mechanism for magnetogenesis.
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APPENDIX A: COSMOLOGICAL
PERTURBATION THEORY

We work in the spatially flat gauge and expand the
metric up to second order in perturbation theory as

g00 ¼ �a2ð1þ 2�1 þ 2�2Þ; (A1)

g0i ¼ a2@iðB1 þ B2Þ; (A2)

gij ¼ a2�ij: (A3)

Similarly, the scalar and gauge fields are expanded as

’ðt; ~xÞ ¼ ’0ðtÞ þ �1’ðt; ~xÞ þ �2’ðt; ~xÞ; (A4)

A�ðt; ~xÞ ¼ ð0; �1Aiðt; ~xÞ þ �2Aiðt; ~xÞÞ: (A5)

The equation of motion for the inflaton field is

1ffiffiffiffiffiffiffi�g
p @�ð ffiffiffiffiffiffiffi�g

p
g��@�’Þ � dV

d’
¼ 1

4

dI2

d’
F��F��: (A6)

We expand (A6) up to second order, using the Einstein
constraint equations to eliminate the metric fluctuations in
order to close the system. This procedure has already been
detailed in [69]; here we generalize those results to include
also the presence of the gauge field. (The analogous pro-
cedure for an axial coupling is discussed in [18].)

At linear order in perturbations, the Klein-Gordon
Eq. (A6) gives

�1’
00 þ 2H�1’

0 � 4�1’þ a2V;’’�1’� ’0
0�

0
1

þ 2a2V;’�1 � ’0
0 4 B1 ¼ 0: (A7)

From the 0� 0 and 0� i Einstein equations we can derive
the results

H 4 B1 þ 1

2M2
p

½2a2V�1 þ ’0
0�1’

0 þ a2V;’�1’� ¼ 0;

(A8)

H �1 � 1

2M2
p

’0
0�1’ ¼ 0: (A9)

Using these to eliminate �1 and B1 from (A7) we obtain

�
@2

@�2
þ 2H

@

@�
�4þ

�
a2V;’’ � 3

ð’0
0Þ2

M2
p

��
�1’ ¼ 0;

(A10)

where we have made use of the background equations and
work to leading order in slow roll parameters.
At second order in perturbation theory the procedure is

nearly identical, save for the appearance of source terms,

SðiÞ, which are quadratic in first-order fluctuations. From
the Klein-Gordon Eq. (A6) we have

�2’
00 þ 2H�2’

0 � 4�2’þ a2V;’’�2’� ’0
0�

0
2

þ 2a2V;’�2 � ’0
0 4 B2 ¼ Sð1Þ (A11)

Sð1Þ � II;’

a2
½�1A

0
i�1A

0
i � @i�1Aj@i�1Aj þ @i�1Aj@j�1Ai�

þ � � � (A12)

where � � � denotes terms of the form ð�1’Þ2 which will not
be important for our computation. These have already been
studied in [69] and they are known to give a negligible
contribution to non-Gaussianity [5]. The relevant con-
straint equations are

H 4 B2 þ 1

2M2
p

½2a2V�2 þ ’0
0�2’

0 þ a2V;’�2’�¼ Sð2Þ;

(A13)

H �2 � 1

2M2
p

’0
0�2’ ¼ Sð3Þ; (A14)

where the source terms are given explicitly by

Sð2Þ � � I2

4a2M2
p

½�1A
0
i�1A

0
i þ @i�1Ajð@i�1Aj � @j�1AiÞ�

þ � � � (A15)
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Sð3Þ � I2

2a2M2
p

4�1 ½@i�1A
0
jð@i�1Aj � @j�1AiÞ

þ �1A
0
i 4 �1Ai� þ � � � (A16)

Again, we have suppressed terms of the form ð�1’Þ2.
Combining the constraints (A13) and (A14) with (A11)
we can eventually arrive at the master equation�
@2

@�2
þ 2H

@

@�
�4þ

�
a2V;’’ � 3

ð’0
0Þ2

M2
p

��
�2’

¼ a2
I;’
I
ð ~E2 � ~B2Þ � a2’0

2HM2
p

� ~E2 þ ~B2

2

þ 1

a4
4�1 @�ða4 ~r � ð ~E	 ~BÞÞ

�
þ � � � (A17)

where the physical electric and magnetic fields are

Ei � � hIi
a2
�1A

0
i and Bi � hIi

a2
�ijk@j�1Ak respectively.

Equation (A17) is the main result of this appendix.
Before we finish, we briefly consider the Weyl tensor,

which is discussed in Sec. VI. The Weyl tensor from scalar
perturbations has only an electric part which is given by

Eij ¼ 1

2

�
@i@j �

�ij

3
4
�
ð�þ�Þ (A18)

where � and � are gauge-invariant potentials, defined
explicitly in [80]. A good estimator for the typical size of
entries in (A18) is the quantity

CS � 4ð�þ�Þ ¼ 4�þ4B0; (A19)

where in the second equality we have restricted to the flat
slicing.

Equation (A19) can be rewritten in a suggestive manner.
Introducing the gauge-invariant curvature perturbation

�n ¼ �H
’0
0
�n’ the constraint equations can be written in

a convenient form

�1 ¼ ���1; �2 ¼ ���2 þH�1Sð3Þ; (A20)

4 B1 ¼ �� 01; 4B2 ¼ �� 02 þH�1Sð2Þ � ð3� �ÞSð3Þ;
(A21)

at linear and quadratic order. It is now straightforward to
expand (A19) in perturbation theory. Working to leading
order in slow roll parameters we find

CS
1 ffi �ð� 001 �4�1Þ; (A22)

CS
2 ffi �ð� 002 �4�2Þ � ð3� �Þ@�Sð3Þ þH�1 4 Sð3Þ

þH�1@�S
ð2Þ � ð1� �ÞSð2Þ: (A23)

APPENDIX B: EXACT DEFINITION OF �

In this Appendix we compute the exact expression for
the gauge-invariant curvature perturbation. We denote the

exact expression by �exact. We instead denote by � the
combination � ¼ � H

_’0
�’, as we do everywhere in this

paper. In this Appendix we show that the difference be-
tween � and �exact is completely negligible for all our
purposes. We decompose

�exact ¼ �exact;1 þ �exact;2

¼ ð�exact;1 þ �exact;2jsourced by�1’ and �1g��
Þ

þ �exact;2jsourced by�1A�
(B1)

where the number in the suffix denotes the order in per-
turbation theory, and where, in total analogy with what we
did in (40), we have separated the part of �exact;2 sourced by
the first-order vacuum fluctuations of the inflaton and the
metric from the part sourced by the vector field (we remind
that �1A� coincides with the quantity denoted by A� in the

main text, since the gauge field has no vacuum expectation
value). The two terms in the round parenthesis are uncor-
related with the last term. These two terms coincide with
those computed without gauge field (more precisely, the
gauge field affects them only due to the backreaction on the
background dynamics, which we impose to be subdomi-
nant). As in the standard case, for these terms we have at
superhorizon scales

�exact;1 þ �exact;2jsourced by�1’ and �1g��

¼ � H

_’0

�1’þO½ð�1’Þ2; ð�1g��Þ2; ð�1’	 �1g��Þ�:
(B2)

The precise expression for the second term is given in
Eq. (7.71) of [80]. Since the standard single scalar field
inflation results apply for these terms, we know that the
quadratic term in this expression gives a negligible con-
tribution to the power spectrum and leads to unobservable
non-Gaussianity. Therefore, we disregard it in this work.
The formal expression for �exact;2jsourced by�1A�

can be

immediately obtained from eq. (7.71) of [80]. This expres-
sion is written before fixing any gauge, and reads

�exact;2

¼�c 2�H
�0
0

�2�þO½ð�1’Þ2;ð�1g��Þ2;ð�1’	�1g��Þ�

(B3)

where c 2 is a second-order perturbation entering in the
spatial part of the metric, �2gij;scalar ¼ a2½�2c 2�ij þ
2E2;ij�. In the (spatially) flat gauge that we are using (c 2 ¼
E2 ¼ 0) this first term is absent. The third term in (B3) is
the term �exact;2jsourced by�1’ and �1g��

that we are disregard-

ing. Therefore
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�exact;2jsourced by�1A�
¼ �H

�0
0

�2�jsourced by�1A�
: (B4)

We stress that this is an exact relation.
From now on, when wewrite a second-order quantity we

only mean the part sourced by �1A�, without indicating it

explicitly. The quantity �2� in (B4) is the second-order
perturbation of �T0

0 . By evaluating it, we have

�exact;2 ¼ �H
�0
0

�
1

a2
’0

0�2’
0 � 1

a2
’02

0 �2 þ V;’�2’

þ 1

2
ðE2 þ B2Þ

�
(B5)

where�2 is the metric perturbations defined in (A3), while
E and B are the electric and the magnetic field modes,
respectively. Using Eq. (A14) to eliminate �2 from this
expression, we find

�exact;2 ¼ �2 � � 02
3H

� Sð3Þ

3H
þ E2 þ B2

6ð�0 þ p0Þ (B6)

where Sð3Þ is the quantity defined in (A16), while �0 and p0

are the background energy density and pressure, respec-
tively. Also this relation is exact.

We now show that the last three terms on the right-hand
side of this expression can be completely disregarded with
compared to the first one. We do so by showing that
(1) they are already subdominant during inflation, and
(2) they decrease relatively to the first term by many orders
of magnitude during reheating. Already the statement (1)
would be sufficient to disregard them.

To verify the statement (1), we compare the root mean
square of the various terms during inflation, when the
modes are on superhorizon scales. From (79), we haveffiffiffiffiffiffiffiffiffi

h�22 i
q

’ 4P ln2
�
að�Þ
ain

�
(B7)

where we remind that P , defined in Eq. (19), is the stan-
dard result for the first-order power spectrum. We then
have

� 02
3H �2

��������r:m:s:
’ 2

3 lnað�Þain

during inflation: (B8)

This ratio evaluates to 2=ð3NtotÞ< 0:01 at the end of
inflation (we recall that Ntot denotes the total number of
e-folds of inflation).

For the third term in (B6), we see that the quantity Sð3Þ
defined in (A16) has three terms that are parametrically of
the same order. Therefore we can estimate

Sð3Þjr:m:s: &
3I2

2a2M2
p

h�A0
i�Aii (B9)

where the factor of 3 accounts for the possibility that the
contributions from the three terms add up in magnitude,

although there may actually be cancelations (in this way
we obtain a safe upper bound for this third term). Inserting
(9) in this expression, and using (11) in the superhorizon
regime (we recall that n ¼ 2), we obtain

Sð3Þ

3H �2

��������r:m:s:
&

3�

2 lnað�Þain

during inflation: (B10)

So we see that the contribution of the third term in (B6) is
suppressed by an � factor with respect to the already
negligible contribution from the second term.
For the last term in (B6), using Eq. (14), we have instead

E2 þ B2

6ð�0 þ p0Þ�2

��������r:m:s:
’ 3

4 lnað�Þain

during inflation (B11)

which again evaluates to <0:01 at the end of inflation.
We see that the corrections to �exact;2 � �2 can be dis-

regarded already at the end of inflation (they are smaller
than the accuracy with which we have evaluated �2).
Although this is not needed, we can actually verify that
these corrections even decrease by several orders of mag-
nitude during reheating.

For a massive inflaton potential, j’0j / a�3=2 during
reheating. Therefore, the energy density and pressure of
the inflaton behave as those of nonrelativistic matter. The
energy density in the gauge field instead decreases as a�4

at the superhorizon scales of our interest. Therefore, the
system rapidly approaches the single fluid regime, with a
frozen �exact;2 ’ �2. One can easily verify that the last two

terms in (B6) also rapidly decrease; specifically, they scale

as a�3=2 and a�1, respectively. Assuming an instantaneous
inflaton decay at t ¼ treh, the ratio of the scale factor
between the end of inflation and reheating is

aend infl
areh

’ 10�10

�
Trh

109 GeV

�
4=3

�
1015 GeV

Hinf

�
2=3

(B12)

where Trh is the temperature of the bath formed by the
inflaton decay products.
Therefore, we have explicitly verified that � ¼ � H

_’0
�’

is a perfectly good expression for the gauge-invariant
curvature perturbation in this model.

APPENDIX C: THE IN-IN FORMALISM

In this Appendix we verify that the Green’s function
method employed in the text is equivalent to the ‘‘in-in’’
formalism at leading order. To compute correlation func-
tions using the in-in method, we must first identify the
interaction Hamiltonian. To this end, we employ the
Arnowitt-Deser-Misner form of the metric and integrate
out the lapse function and shift vector. This procedure has
been described in [43] and also [18], so we do not repro-
duce the details of the calculation here. The quadratic
action for the inflaton perturbation is
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S2 ¼ 1

2

Z
d�d3xa2

�
ð@��’Þ2 � @i�’@i�’

�
�
a2V 00 � 3

ð’0
0Þ2

M2
p

�
�’2

�
: (C1)

The cubic interaction terms in the Lagrangian are

S3 ¼
Z

d�d3xa4
I;’
I
�’½ ~E2 � ~B2�

þ
Z

d�d3xa4
’0

0

HM2
p

�’

�
� 1

4
ð ~B2 þ ~E2Þ

� 1

2a4
4�1 @�ða4 ~r � ð ~E	 ~BÞÞ

�
: (C2)

Here we have suppressed terms of the form ð�’Þ3, which
are irrelevant for our calculation. Varying (C1) and (C2)
and expanding �’ ¼ �1’þ �2’ reproduces exactly the
master Eq. (A17).

For the choice of Ið’Þ under consideration the inter-
actions on the first line of (C2) are controlled by the

dimensionful coupling
������I;’

I

������� ffiffi
1
�

q
1
Mp

. In contrast, the in-

teractions in the second line of (C2) are controlled by a

coupling
������ ’0

0

HM2
p

�������
ffiffi
�

p
Mp

. Therefore in the slow roll limit,

� � 1, the interactions on the first line of (C2) are the
dominant ones.

At leading order in a slow roll expansion, the interaction
Hamiltonian HIðtÞ ¼ �R

d3xa3L3 can be written as

HIðtÞ ¼ _’0

H

Z
d3qJ~qð�Þ�� ~qð�Þ; (C3)

where � ¼ � H
_’0
�’ is the curvature perturbation and the

source Jkð�Þ was defined in (47). The in-in formula is

h� ~k1
� ~k2

� � � � ~kn
ðtÞi

¼ X1
N¼0

ð�iÞN
Z t

dt1
Z t1

dt2 � � �
Z tN�1

dtN

	 h½½½� ~k1
� ~k2

� � � � ~kn
ðtÞ; HIðt1Þ�; HIðt2Þ� � � � ; HIðtNÞ�i:

(C4)

A key simplification arises from noting that the mode
functions of the produced gauge fluctuations are real-
valued, up to an irrelevant constant phase. This implies
that the produced gauge field fluctuations are commuting
variables, to a very good approximation. We have

½@�Ai; Aj� � 0; (C5)

where it is understood that only superhorizon modes are
relevant. Consequently, the source terms JqðtÞ in (C4) are

mutually commuting and they may be pulled out of the
nested commutator. The remaining commutators are easily
evaluated using the formula

½� ~k1
ð�1Þ; � ~k2

ð�2Þ� ffi �i
H2

_’2
0

Gk1ð�1; �2Þ
að�1Það�2Þ �

ð3Þð ~k1 þ ~k2Þ; (C6)

where the Green function was defined in (51). This formula
is valid only for �1 � �2.
Using the commutativity of the source terms and the

formula (C6) it is straightforward to evaluate the sourced
contribution to the n-point correlation functions of � . For
the two-point and three-point we have

h� ~k1
� ~k2

ð�Þijsourced
�
�
� H

a _’0

�
2Z �

�1
d�1d�2Gk1ð�;�1ÞGk2ð�;�2Þ

	hJ ~k1
ð�1ÞJ ~k2

ð�2Þi;
h� ~k1

� ~k2
� ~k3

ð�Þijsourced
�
�
� H

a _’0

�
3Z �

�1
d�1d�2d�3Gk1ð�;�1ÞGk2ð�;�2ÞGk3ð�;�3Þ

	hJ ~k1
ð�1ÞJ ~k2

ð�2ÞJ ~k3
ð�3Þi:

These coincide exactly with what we obtained previously
using the Green function method. We have also verified
that the cross correlation of gauge field fluctuations with
the curvature perturbation agrees with what was presented
in [45], at leading order.
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