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The first flavor-tagged amplitude analysis of the decay D0 to the self-conjugate final state KþK��þ��

is presented. Approximately 3000 signal decays are selected from data acquired by the CLEO II.V, CLEO

III, and CLEO-c detectors. The three most significant amplitudes, which contribute to the model that best

fits the data, are ��0, K1ð1270Þ�K�, and nonresonant KþK��þ��. Separate amplitude analyses of D0

and �D0 candidates indicate no CP violation among the amplitudes at the level of 5% to 30% depending on

the mode. In addition, the sensitivity to the CP-violating parameter �=�3 from a sample of 2000 Bþ !
~D0ðKþK��þ��ÞKþ decays, where ~D is a D0 or �D0, collected at LHCb or a future flavor facility, is

estimated to be ð11:3� 0:3Þ� using the favored model.

DOI: 10.1103/PhysRevD.85.122002 PACS numbers: 13.25.Ft, 11.30.Er, 14.40.Lb

I. INTRODUCTION

A rich variety of interesting physics may be explored by
investigating the decay D0 ! K�Kþ�þ��. Study of the
relative contribution of the intermediate resonances partic-
ipating in the decay can help in the understanding of the
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behavior of the strong interaction at low energies. The
mode is also of interest for its application in CP violation
studies, both for improving the knowledge of the CKM
unitarity triangle, and in probing for new physics effects
through direct CP violation searches in D meson decays.
Although results on the resonant structure of the decay
have been reported by the E791 [1] and FOCUS [2] col-
laborations, studies of higher precision are required. In
particular, neither of these previous analyses differentiated
between D0 and �D0 decays.

An important goal in flavor physics is the precise deter-
mination of the CKM unitarity triangle angle � (denoted
by others as �3), the phase of Vcb relative to Vub. This
parameter can be measured through the study of interfer-
ence effects in the decay B� ! ~D0K�. Here ~D0 indicates
either a D0 or a �D0 meson decaying to a hadronic final
state. Experimentally, in order to obtain the best possible
knowledge of � it is important to make use of as many ~D0

decay modes as possible. The decay ~D0 ! KþK��þ��
has been noted as being of potential interest in this respect
[3], especially since large numbers of B� ! ~D0K� decays
involving this mode will be collected by the LHCb
Collaboration. The existing knowledge of the substructure
of D0 ! KþK��þ�� is, however, inadequate to make a
reliable assessment of the potential sensitivity to �, and so
improved information is required.

A search for direct CP violation in singly Cabibbo-
suppressed (SCS) charm decays is a promising method to
test for the contribution of new physics, which in several
plausible scenarios could lead toOð1%Þ effects, an order of
magnitude higher than is expected in the standard model
[4]. Evidence of CP violation has recently been reported in
two-body SCS decays [5]; hence it is important to look
elsewhere. The decay D0 ! KþK��þ��, with a rich
structure of intermediate resonances, is a suitable mode
in which to perform such a search. CP violation studies
involvingD0 ! KþK��þ�� have been conducted by the
FOCUS [6] and BABAR [7] collaborations, using the
method of T-odd correlations, and null results have been
reported. A CP violation search made with an amplitude
analysis remains valuable however, as it probes each inter-
mediate resonance of the decay separately, and hence can
expose effects which may be diluted or concealed by the
more inclusive T-odd correlation approach.

This paper describes a flavor-tagged amplitude analysis
of the decay D0 ! KþK��þ�� made using data col-
lected by the CLEO Collaboration in eþe� collisions at
the Cornell Electron Storage Ring (CESR). An amplitude
model is constructed and a CP violation study performed.
The model is also used to assess the potential sensitivity of
the decay in a future B� ! ~D0K� � measurement. The
data analyzed were collected with several different con-
figurations of the CLEO detector, and at different center-
of-mass energies. Comparison of the results obtained for
each data set provides a powerful test of systematic robust-

ness. One sample consists of CP-tagged decays from
CLEO-c running at the c ð3770Þ. These events provide
unique access to the strong-phase differences between
the intermediate resonances in a manner which was not
available to previous studies.
The paper is organized as follows. Section II discusses

the data sets used in the analysis. Section III describes the
amplitude fit procedure and the development of the reso-
nance model. Section IV presents the final model, summa-
rizes the systematic uncertainties, and gives the result of
the CP violation test. The sensitivity of the decay D0 !
KþK��þ�� in a measurement of � with B� ! ~D0K�
decays is considered in Sec. V, and conclusions are given in
Sec. VI.

II. DATA SET AND EVENT SELECTION

The data analyzed in this paper were produced in sym-
metric eþe� collisions at CESR between 1995 and 2008,
and collected with three different configurations of the
CLEO detector: CLEO II.V, CLEO III, and CLEO-c.
In CLEO II.V [8] tracking was provided by a three-layer

double-sided silicon vertex detector and two drift cham-
bers. Charged particle identification came from dE=dx
information in the drift chambers, and time-of-flight
(TOF) counters inserted before the calorimeter. For
CLEO III [9] a new silicon vertex detector was installed,
and a ring imaging Cherenkov (RICH) detector was de-
ployed to enhance the particle identification abilities [10].
In CLEO-c the vertex detector was replaced with a low-
mass wire drift chamber [11]. A superconducting solenoid
supplied a 1.5 T magnetic field for CLEO II.V and III, and
1 T for CLEO-c operation, where the average particle
momentum was lower. In all detector configurations neu-
tral pion and photon identification was provided by a 7800-
crystal Caesium Iodide electromagnetic calorimeter.
Four distinct data sets are analyzed in the present study:
(1) approximately 9 fb�1 accumulated at

ffiffiffi
s

p �10GeV
by the CLEO II.V detector;

(2) a total of 15:3 fb�1 accumulated by the CLEO III
detector in an energy range

ffiffiffi
s

p ¼ 7:0–11:2 GeV,
with over 90% of this sample taken at

ffiffiffi
s

p ¼
9:5–10:6 GeV;

(3) 818 pb�1 collected at the c ð3770Þ resonance by the
CLEO-c detector;

(4) a further 600 pb�1 taken by CLEO-c at
ffiffiffi
s

p ¼
4170 MeV.

These samples are referred to as the CLEO II.V, CLEO III,
CLEO-c 3770, and CLEO-c 4170 data sets, respectively.
The analysis considers two classes of signal decays, for

both of which information on the quantum numbers of the
meson decaying to the signal mode is provided by an
event tag.
(i) Flavor-tagged decays are selected from the CLEO

II.Vand CLEO III data sets, in which the flavor of the

M. ARTUSO et al. PHYSICAL REVIEW D 85, 122002 (2012)

122002-2



decaying meson is determined by the charge of the
‘‘slow pion’’ �s in the D�þ ! D0�þ

s decay chain.
Flavor-tagged decays are also selected from the two
CLEO-c data sets, where here the tag is obtained
through the charge of a kaon associated with the
decay of the other D meson in the event.

(ii) CP-tagged decays are selected in the CLEO-c 3770
data set alone. In c ð3770Þ decays the D� �D pair is
produced coherently. Therefore, the CP of the sig-
nal D can be determined if the other D meson is
reconstructed in a decay to a CP eigenstate. Useful
information is also obtained if the tagging meson is
reconstructed decaying into the modes K0

S�
þ�� or

K0
L�

þ��, for which the relative contribution of
CP-even and CP-odd states is known [12].

Detector response is studied with GEANT-based [13]
Monte Carlo simulations of each detector configuration,
in which the Monte Carlo events are processed with the
same reconstruction code as used for data.

A. Flavor-tagged CLEO II.V and CLEO III samples

Selections are run on both the CLEO II.V and CLEO III
data sets to identify events containing the fully recon-
structed decay chain D�þ ! D0�þ

s , D
0 ! KþK��þ��.

These selections are not identical for the two data sets, on
account of the different detector responses.

Requirements are first placed on the attributes of the
individual charged tracks used in the reconstruction. The
tracks must be well measured and satisfy criteria based on
fit quality. They must also be consistent with coming from
the interaction point in three dimensions. In the CLEO III
analysis, the polar angle of each considered track is re-
quired to satisfy j cos�j< 0:9. The momentum of the slow
pion candidate must be above 100ð150Þ MeV=c in the
CLEO II.V (CLEO III) analysis and below 500 MeV=c,
and that of the other final-state particles must be between
200 MeV=c and 5000 MeV=c.

Particle identification information plays an important
role in the selection. In the CLEO III analysis, candidate
tracks with momentum above 500 MeV=c are classified
as kaons if they have at least three associated photons in
the RICH detector, and a ring fit to the photon hits
indicates that the kaon hypothesis is more probable
than that of the pion. Lower momentum tracks, and
those tracks lying outside the angular acceptance of
the RICH, are identified as kaons if they have a
dE=dx value within 2:1� of that expected for a true
kaon. Pion candidates are required to have a dE=dx
value within 3:2� of that expected for a true pion. In
the CLEO II.V study, tracks with dE=dx information are
identified as kaon candidates if they have a dE=dx value
lying within 2:1ð2:5Þ� of that expected for a true kaon
(pion). When TOF information is available, both kaon
and pion candidates are required to lie within 2:5� of
their expected value.

A possible background to the signal arises from the
decay D0 ! K0

Sð�þ��ÞKþK�, and so a K0
S veto proce-

dure is performed. If the two pions have an invariant mass
compatible with a K0

S decay, the event is rejected if the

flight distance of the K0
S candidate from the interaction

point, normalized by the assigned error, is greater than 2, or
either pion has an impact parameter in the transverse plane
greater than 1.5 mm.
After all selection criteria 3.0% of the remaining events

in the CLEO II.V sample are found to have more than a
unique pair ofD�þ andD0 candidates. If there is more than
one D�þ candidate, the D�þ chosen is the one which has a
D�þ �D0 invariant-mass difference closest to the ex-
pected value. If there is more than one D0 candidate, the
one that is chosen is the D0 for which the dE=dx informa-
tion of the four daughter tracks best matches the signal
hypothesis. In the CLEO III sample only 0.3% of events
contain multiple candidates; these events are discarded.
Two kinematic fits are performed to the decay with the

constraint that the four tracks from theD0 meson candidate
originate from a common vertex, and also that the D0

candidate and the slow pion from the D�þ originate from
another common vertex. Loose criteria are placed on the
quality of these fits. The analysis is optimized to favor
charm mesons produced in the primary interaction, rather
than B meson decay, and so it is required that the D�þ
momentum is at least half the maximum kinematically
allowed value. This requirement suppresses the combina-
toric background.
Figure 1 shows the spectrum of the D0 candidate invari-

ant mass, mD, and that of the invariant-mass difference,
�m, between the D�þ and D0 candidates for the CLEO
II.V selection after the vertex-constrained fit. In Fig. 2 we
show the equivalent plots for the CLEO III analysis.
The mD and �m distributions are fit with single (sum of

bifurcated) Gaussians for the signal peaks in the CLEO
II.V (CLEO III) sample, and with empirical functions
to describe the background. A signal region is defined
as being within �5:0 MeV=c2 ( þ8:3

�11:2 MeV=c2) of the

world average value of the D0 mass [14] for mD in the
CLEO II.V (CLEO III) case, and within �0:80 MeV=c2

(þ0:72
�0:80 MeV=c2) of the world average value of the D�þ �
D0 mass difference for �m. An analysis of the �þ��
invariant-mass spectrum, detailed in Sec. III, indicates
that the peaking background from D0 ! K0

SK
þK� events

in the sample is negligible, and so the overall signal yield
and background level can be extracted directly from these
fits. For both data sets the fits to the mD and �m spectra
give consistent results. In total, 279 events are selected in
the signal region from the CLEO II.V data set, with an
estimated purity of ð74� 3Þ%. In the CLEO III analysis
1225 events are selected with a purity of ð89:2� 0:4Þ%.
In order to learn about the characteristics of the con-

tamination in the signal region, dedicated background
samples are also selected. These are taken from three
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separate regions of mD � �m space: one with the same
acceptance on mD as the signal region, but with 148:5<
�m< 155:5 MeV=c2, and two others with the same ac-
ceptance on �m as for the signal sample, but with 1:7<
mD < 1:8 GeV=c2 and 1:9<mD < 1:95 GeV=c2, respec-
tively. Simulation studies indicate that these regions con-
tain negligible contributions from true signal decays, and
that the attributes of the selected events are representative
of those of the background events in the signal sample.

In order to improve the resolution of the four-momenta
used in the amplitude analysis, the selected events in the
signal sample are subjected to a kinematical fit in which the
D0 candidate daughter particles are constrained to origi-
nate from a common vertex, and to have an invariant mass
equal to the nominal D0 mass. The same procedure is
applied to the selected events in the background sample.

The performance of the flavor tag is calibrated in data
using D0 ! K��þ���þ decays. These decays, accom-
panied by a slow pion, are selected with the same proce-
dure as for the signal sample. By comparing the charge of
the tagging slow pion with that of the slow pion from the
fully reconstructed D decay, it is possible to determine
directly the mistag rate, that is, the fraction of occasions on
which the tagging decision is incorrect. Small corrections
are applied to account for the contribution from doubly

Cabibbo-suppressed decays. Simulation studies are used to
validate that the mistag rate as determined by this proce-
dure is consistent with that of D0 ! KþK��þ�� decays.
This study is only performed on the CLEO III sample,
yielding a mistag rate of ð0:64� 0:05Þ. In the subsequent
amplitude analysis the same value is taken to apply for the
CLEO II.V sample, and a relative 50% uncertainty is
assigned to account for this assumption.

B. Flavor-tagged CLEO-c samples

Flavor tagging is performed in both CLEO-c data sets by
searching for another charged kaon in the event, in addition
to those used in reconstructing the signal D decay. Such a
tagging kaon originates from the decay of the other D
meson. If this decay is assumed to be Cabibbo favored,
and there are no other additional kaons in the event, then
the charge of the tagging kaon indicates the flavor of the
decaying meson, and hence the flavor of the signal decay
can be inferred.
Standard CLEO-c selection criteria, as described in

Ref. [15], are imposed on the tracks used in the D0 recon-
struction and for the tagging kaon. Events are only consid-
ered with a single tagging kaon candidate, on which a
momentum cut is applied. Selecting higher momentum

FIG. 2 (color online). (a) �m (after mD selection) and (b) mD (after �m selection) distributions of CLEO III D0 candidates.

FIG. 1 (color online). (a) �m (after mD selection) and (b) mD (after �m selection) distributions of CLEO II.V D0 candidates.
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kaons is found to be advantageous both in enhancing the
purity of the sample and in suppressing events where the
tagging decision is incorrect. The momentum of the tag-
ging kaon is required to exceed 400 MeV=c in the CLEO-c
3770 data set, and 600 MeV=c in the CLEO-c 4170
data set.

It is necessary to apply a more stringent K0
S veto to

suppress D0 ! K0
SK

þK� contamination than in the

CLEO II.V and CLEO III selections. This is because at
CLEO-c the D mesons are produced at or close to thresh-
old, and hence the flight distance of any resulting K0

S is

lower. Therefore, events are rejected in which a K0
S candi-

date has a flight distance, normalized by the assigned
uncertainty, of greater than 1, or in which either of the
daughter pions has an impact parameter in the transverse
plane greater than 1 mm.

1. CLEO-c 3770 sample

Two kinematical variables are defined: the beam-
constrained candidate mass,

mbc �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s=ð4c4Þ � p2

D=c
2

q
;

where pD is the momentum of the signal D candidate, and
�E � ED � ffiffiffi

s
p

=2, where ED is the sum of the energies of
the daughter particles of the signal D candidate. The dis-
tributions of mbc and �E are shown in Fig. 3 for kaon-
tagged candidates in the CLEO-c 3770 data set. The signal
decays peak at the nominalD0 mass inmbc and zero in�E.
In making the final selection a window of�5 MeV=c2 and
�15 MeV is placed around these expected values for mbc

and �E, respectively. A sample of 1396 events is selected
in the signal region, of which 14 contain two candidates.

In this latter class of events, only one candidate, chosen
at random, is retained for subsequent analysis.
Interpolating the results of fits to the sideband regions
into the signal window indicates that the contamination
from nonpeaking background is at the level of ð13:5�

0:5Þ%. The residual contamination from D0 ! K0
SK

þK�
decays is found to constitute ð2:4� 0:4Þ% of the sample, as
determined from the amplitude fit studies described in
Sec. III.
In addition, a sample of 763 events is selected for non-

peaking background studies from the regions defined by
�5< ðmbc � 1865 MeV=c2Þ< 5 MeV=c2 and j�E�
45 MeVj< 30 MeV. A further sample of 445 events
which fail the K0

S veto, but pass all other signal selection

criteria, are selected in order to characterize the residual
D0 ! K0

SK
þK� contamination.

The performance of the flavor tag is calibrated in data
using D0 ! K��þ���þ decays. These decays, accom-
panied by a tagging kaon, are selected with the same
procedure as for the signal sample. The method is validated
using simulated data, and corrections are made for the
doubly Cabibbo-suppressed decays in the sample as for
the CLEO III calibration. It is concluded that the mistag
rate of signal events in data is ð4:5� 0:5Þ%.
All selected events are subjected to a kinematical fit with

the invariant mass of the candidate constrained to that of
the D0, in order to provide the best possible resolution for
the amplitude study.

2. CLEO-c 4170 sample

At
ffiffiffi
s

p ¼ 4170 MeV, pairs of charm mesons can be
produced in a variety of configurations, including D �D,
D� �D, D� �D�, D� �D�, Dþ

s D
�
s , and D

þ�
s D�

s . Several of these
configurations may result in events which contain a D0

accompanied by a �D0, or aD0 and aD�. Depending on the
production process and subsequent strong or electromag-
netic decay, there will be one or more prompt pions or
photons also present in the event. Even without recon-
structing these additional particles it is possible to separate
statistically the different production and decay categories,
as they exhibit different distributions in mbc ��E space.
This property has been exploited in Ref. [16] to study
charm production at these energies.

FIG. 3. (a) mbc and (b) �E distributions of events passing the kaon-tagged D0 ! KþK��þ�� selection in the CLEO-c 3770 data
set. Each distribution is plotted after applying the selection cut on the other variable.
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D� �D� events have the highest rate and intrinsic purity,
and so these are isolated for the amplitude analysis. A
variable �Esig � a� bmbc is defined, where the coeffi-

cients a ¼ 2:112 GeV and b ¼ 1:12c2 are obtained from a
fit to the distribution of simulated signal candidates, and
events are selected in the region 2:005<mbc <
2:040 GeV=c2 and j�E��Esigj< 10 MeV. In addition,

to suppress background further, a restriction is placed on
the momentum of the D0 candidate that it be above
450 MeV=c. Figure 4(a) presents the distribution of mbc

with the cut on �E� �Esig applied, and Fig. 4(b) the

corresponding plot for �E��Esig, after selecting on

mbc. A total of 739 events is selected, of which five contain
a second candidate. In the case of these multiple candidate
events, only one candidate, chosen at random, is retained
for the subsequent analysis.

Two regions are selected to provide nonpeaking back-
ground samples. These are defined by the criteria 2:005<
mbc<2:040GeV=c2, jð�E��EsigÞ�45MeVj<20MeV,

and pD > 450 MeV=c. This selection yields a total of 978
background candidates. Simulation indicates that the den-
sity and nature of the candidates in this sample is compat-
ible with that of the contamination inside the signal
window. It is thus estimated that the fraction of nonpeaking
background in the signal sample is ð33� 1Þ%. The fraction
of D0 ! K0

SK
þK� decays in the signal sample is esti-

mated to be ð1:3� 0:4Þ%.
The performance of the kaon flavor tag is determined

usingD0 ! K��þ���þ events in the same manner as for
the 3770 MeV sample. The mistag rate is measured to be
ð7:5� 0:7Þ%.

As in the case of the 3770 MeV analysis, the selected
candidates are refit with the mass of the D0 imposed as a
constraint.

C. CP-tagged CLEO-c sample

CP-tagged events are selected from the 3770 MeV
CLEO-c data set in which both D-meson decays are re-
constructed, one through its decay to KþK��þ�� and the

other to a CP eigenstate. The latter decay provides a tag
through which the CP eigenvalue of the signal decay can
be determined. The signal decay is selected in the same
manner as for the flavor-tagged sample and is required to
lie within�5 MeV=c2 of the nominal D0 mass in mbc and
within �20 MeV of zero in �E. The selection criteria for
the CP tags are identical to those used in Ref. [17]. The CP
tags include the modes D ! K0

L�
0 and K0

L!, where the

presence of the K0
L meson is inferred from a missing-mass

technique, having reconstructed all the other particles in
the event. The number of selected candidates is presented
in Table I.
Events are also selected in which the tag is provided by

either of the decays K0
S�

þ�� or K0
L�

þ��, reconstructed
with the same requirements as in Ref. [12]. These modes
can be considered admixtures of CP-odd and CP-even
eigenstates and are exploited in the analysis thanks to
available measurements of the strong-phase variation
across the Dalitz space of each decay [12]. Table I reports
the yields for this category of event.
The level of contamination is estimated from the study

of sidebands in the two-dimensional mbc space of the
reconstructed D mesons, in the missing-mass sideband
for the events containing K0

L tags and using Monte Carlo

simulations to determine the contribution of peaking back-
grounds. The fraction of contamination is found to be

FIG. 4. Distributions of (a) mbc (after �E��Esig selection) and (b) �E��Esig (after mbc selection) for events passing the kaon-
tagged D0 ! KþK��þ�� selection in the CLEO-c 4170 data set.

TABLE I. CP-tagged D ! KþK��þ�� events selected from
the CLEO-c 3770 MeV data set.

CP-even tags CP-odd tags Admixture

Mode Yield Mode Yield Mode Yield

KþK� 11 K0
S�

0 15 K0
S�

þ�� 63

�þ�� 8 K0
S!ð�þ���0Þ 12 K0

L�
þ�� 87

K0
L�

0 9 K0
S�ðKþK�Þ 1

K0
S�

0�0 7 K0
S�ð��Þ 2

K0
L!ð�þ���0Þ 14 K0

S�ð�þ���0Þ 1

K0
S�

0ð�þ���Þ 1

Total 49 32 150
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ð35:9� 5:4Þ% for the CP-even tags, ð17:2� 3:4Þ% for the
CP-odd tags, ð16:5� 2:3Þ% for the K0

S�
þ�� tags, and

ð19:0� 2:2Þ% for theK0
L�

þ�� tags. The sidebands do not
provide a data set of sufficient size to allow the composi-
tion of the background to be studied. For this purpose, a
simulated background sample is prepared.

Multiple candidates occur in 1.3% of selected signal
events. In these events only a single candidate is propa-
gated for further analysis, taking the signal-tag combina-
tion in which the sum of mbc values is closest to twice the
nominal D0 mass. In events where the tag involves a K0

L,
the candidate is selected for which mbc of the signal decay
is closest to the D0 mass. All selected candidates are refit
with a D0 mass constraint.

D. Summary of signal samples

A summary of the tagged samples is presented in
Table II. A total of 3639 flavor-tagged events and 231
CP-tagged events are selected for the amplitude analysis
studies, of which 2959 and 181 events, respectively, are
estimated to be true signal decays.

III. AMPLITUDE ANALYSIS

The relative magnitudes and phases of the intermediate
resonances are determined by a maximum-likelihood fit to
the data selected. The formalism and composition of the
likelihood are described in Sec. III A. Sections III B and
III Cdescribe the calculation of the likelihood normaliza-
tion and the goodness of fit, respectively.

A. Likelihood fit

The likelihood contains probability density functions
(PDFs) for the signal amplitude model and background
components as a function of particle four-momenta. These
PDFs are modified to account for the variations in accep-
tance over phase space. The method to construct the PDFs
is similar to that used to describe a decay to three final-state
pseudoscalar mesons (three-body decay) performed previ-
ously by the CLEO Collaboration [18]. However, a decay
to four final-state pseudoscalar mesons (four-body decay)
is more complicated due to the nonuniform phase space

and the possibility of having two separate intermediate
resonances contributing to the amplitude.
The PDFs are functions of the four-momentum pj, of the

D0 and its decay products, where the index j ¼ 0, 1, 2, 3,
and 4, corresponds to D0, Kþ, K�, �þ, and �� mesons,
respectively. The four-body phase-space function R4ðpjÞ is
not uniform in any set of five independent kinematic
variables that are required to describe the phase space,
unlike the uniform three-body phase-space function over
the Dalitz plot. Therefore, an analytic form of R4ðpjÞ is
used that accounts for the kinematic constraints among the
four-momenta that arise from the invariant masses of the
D0 and its decay products [19].
There are several different amplitude types that can arise

in four-body decays.
(i) A single-resonance amplitude such as D0 !

K�ð892Þ0K��þ, K�ð892Þ0 ! Kþ��. Unless the
resonance is a scalar, there are several possible am-
plitudes with the same intermediate resonance but
with differing orbital angular momentum among the
final-state particles.

(ii) A quasi-two-body amplitude such as D0 ! ��0,
where subsequently � ! KþK� and �0 !
�þ��. If both intermediate particles are vector
mesons, then they can be in an S, P, or D wave
orbital angular-momentum state, which leads to
three distinct amplitudes.

(iii) A cascade amplitude such as D0 ! K1ð1270ÞþK�,
where subsequently K1ð1270Þþ ! K�ð892Þ0�þ
followed by K�ð892Þ0 ! Kþ��. If the first and
second intermediate resonances are both spin one
and of opposite parity, the second intermediate
resonance and the pseudoscalar meson can be in
either an S or D wave orbital angular-momentum
state, which leads to two distinct amplitudes.

In contrast, for a three-body decay only single-resonance
amplitudes, with unambiguous orbital angular-momentum
assignment, are possible.
The total amplitude for the D0 ! KþK��þ�� decay,

AD0 , is modeled as a coherent sum over the i intermediate
states considered,

A D0ðai; pjÞ ¼
X
i

aiAiðpjÞ; (1)

where ai ¼ jaijei�i is a complex factor and AiðpjÞ is a

parametrization of the intermediate-state amplitude. In the
likelihood fit the real and imaginary parts of ai are deter-
mined, rather than jaij and �i. This is because jaij and �i

are bounded and cyclic variables, respectively, which can
lead to numerical problems in the fit. The parametrization
of a signal-resonance amplitude is given by

A iðpjÞ ¼ GiðpjÞSiðpjÞF iðpjÞF DðpjÞ; (2)

where GiðpjÞ and SiðpjÞ are the line shape and spin factor

for the resonance, respectively. Here F iðpjÞ and F DðpjÞ

TABLE II. Summary of signal samples.

Sample Yield Purity (%) Mistag rate (%)

Flavor tags

CLEO II.V 279 74� 3 0:64� 0:32

CLEO III 1225 89:2� 0:4 0:64� 0:05

CLEO-c 3770 1396 84:1� 0:6 4:5� 0:5

CLEO-c 4170 739 65:7� 1:1 7:5� 0:7

CP tags

CP eigenstates 81 71:9� 3:1 � � �
Admixture 150 82:1� 1:5 � � �
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are the angular-momentum barrier-penetration factors for
the resonance and D0, respectively. For most resonances
the line shape is parametrized by a relativistic Breit-
Wigner propagator with a width that depends upon the
spin and the daughter momenta of the resonance [20].
The only exception is the f0ð980Þ ! �þ�� resonance,
where a coupled-channel (Flatté) line shape [21] is used.
The values of the mass and natural width used in the Breit-
Wigner propagators are taken from Ref. [14]. The parame-
ters used to describe the f0ð980Þ resonance are taken from
Ref. [2]. Nonresonant states in which there is orbital an-
gular momentum among the daughters are modeled as a
very broad resonance with a mass corresponding to the
measured invariant mass and a width that is very much
greater than the mass of theD0 meson; this leads to the spin
factor alone altering the distribution of the events over
phase space. The spin factors are Lorentz-invariant matrix
elements that describe angular-momentum conservation in
the decay and are described in Appendix A. The functional
form of F is that presented by Blatt and Weisskopf in
Ref. [22], which depends on both the spin and daughter
momenta of the resonance. The parametrization of a quasi-
two-body amplitude or a cascade amplitude is given by

A i ¼ G1
i ðpjÞG2

i ðpjÞSiðpjÞF 1
i ðpjÞF 2

i ðpjÞF DðpjÞ; (3)

where Gj
i ðpjÞ and F j

i ðpjÞ (j ¼ 1, 2) are the line shape and

Blatt-Weisskopf angular-momentum barrier-penetration
factors for the two intermediate resonances that participate
in the decay, respectively.

In the combined fit to events tagged as eitherD0 or �D0, it
is assumed that there is no CP violation in the decay.
Therefore, the amplitude for �D0 ! KþK��þ��,
A �D0ðpjÞ, is identical to AD0ðpjÞ, except that the charges
of the daughters are conjugated; this is equivalent to the
following interchanges of the four-momenta: p1 $ p2 and
p3 $ p4.

The D0 signal PDF SD0ðai; pjÞ is given by

S D0ðai; pjÞ ¼
�ðpjÞjAD0ðai; pjÞj2R4ðpjÞR
�ðpjÞjAD0ðai; pjÞj2R4ðpjÞdpj

; (4)

where �ðpjÞ is the acceptance parametrized in terms of the

four-momenta. The �D0 signal PDF S �D0 is identical, apart
from the substitution ofA �D0 forAD0 . A method that does
not require explicit evaluation of the functional form of � is
used to fit most data sets. This method is described in
Sec. III B.

The background PDF BðpjÞ is determined for each data

set, either from sideband or simulated data. The PDF
consists of both combinatoric components and those
from specific resonances, which are added incoherently.
The results of this parametrization are given in Sec. IV.
Therefore, the log-likelihood function for a flavor-tagged
data set is

lnL ¼ XND0

k

ln½fSfð1�!ÞSD0ðai; pk
jÞ þ!S �D0ðai; pk

jÞg

þ ð1� fSÞBðpk
jÞ	 þ

XN �D0

k

ln½fSfð1�!ÞS �D0ðai; pk
jÞ

þ!SD0ðai; pk
jÞg þ ð1� fSÞBðpk

jÞ	; (5)

where fS is the fractional amount of signal in the data
sample, ! is the mistag rate, pk

j are the four-momenta of

theD0 and its daughters for the kth event, and ND0 (N �D0) is
the number of events tagged as D0 ( �D0).
The signal PDF for CP-even (Sþ) and CP-odd (S�)

tagged data is given by

S �ðai;pjÞ¼
�ðpjÞjAD0ðai;pjÞ�A �D0ðai;pjÞj2R4ðpjÞR
�ðpjÞjAD0ðai;pjÞ�A �D0ðai;pjÞj2R4ðpjÞdpj

:

(6)

Hence, the log-likelihood function fit to CP-tagged data is

lnLCP ¼ XNþ

k

ln½fþS Sþðai; pk
jÞ þ ð1� fþS ÞBþðpk

jÞ	

þXN�

k

ln½f�S S�ðai; pk
jÞ þ ð1� f�S ÞB�ðpk

jÞ	;

(7)

where Nþ (N�), fþS (f�S ), and Bþ (B�) are the number of

tagged decays, the fraction of signal, and background PDF
for the CP-even (CP-odd) eigenstate, respectively.
The final type of data used in the fit is the CLEO-c 3770

sample of mixed CP tagged by K0
S;L�

þ��. The quantum-

correlated amplitude for KþK��þ�� vs K0
S�

þ�� decays

is given by

1ffiffiffi
2

p ½AD0ðpk
jÞAðm2�; m2þÞ �A �D0ðpk

jÞAðm2þ; m2�Þ	;
(8)

whereAðm2þ; m2�Þ is the amplitude forD0 ! K0
S�

þ�� as

a function of Dalitz plot variables m2þ and m2�, which are
the invariant-mass squared of the K0

S�
þ and K0

S�
� pairs.

[The amplitude for �D0 ! K0
S�

þ�� is equal to

Aðm2�; m2þÞ assuming there is no CP violation in the
decay.] Following Refs. [23,24], dividing the D0 !
K0

S�
þ�� Dalitz plot into bins symmetrically about the

line m2þ ¼ m2� allows the mixed-CP amplitude squared
for D0 ! KþK��þ�� in the mth bin to be written as

jAmðpjÞj2 / jAD0 j2K�m þ jA �D0 j2Km

� 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KmK�m

p ½cm ReðAD0A�
�D0Þ

þ sm ImðAD0A�
�D0Þ	; (9)

where Km is the fraction of D0 ! K0
S�

þ�� decays in the

mth bin and cm (sm) is the amplitude-weighted average of
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the cosine (sine) of the strong-phase difference betweenD0

and �D0 decays to K0
S�

þ�� within the bin. The pairs of

symmetric bins have indexm if they lie in the regionm2� <
m2þ and�m in the regionm2� >m2þ. The values ofKm, cm,
and sm used in this analysis are those measured by the
CLEO Collaboration [12]. There are several binnings pre-
sented in Ref. [12]; this analysis uses the binning in equal
intervals of the strong-phase difference, which is referred
to as the equal �	D binning in Ref. [12] and herein. There
is an equivalent expression for the amplitude of events
tagged by D0 ! K0

L�
þ��:

jA0
mðpjÞj2 / jAD0 j2K0�m þ jA �D0 j2K0

m

þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K0

mK
0�m

q
½c0m ReðAD0A�

�D0Þ
þ s0m ImðAD0A�

�D0Þ	; (10)

where K0
m, c

0
m, and s0m are analogous parameters to those

defined for D0 ! K0
S�

þ�� decays. The values of these

parameters used are those for the equal �	D binning
reported in Ref. [12]. The signal PDF for K0

S�
þ��

(K0
L�

þ��), Sð0Þ
m , is given by

S ð0Þ
m ðai; pjÞ ¼

�ðpjÞjAð0Þ
m ðai; pjÞj2R4ðpjÞR

�ðpjÞjAð0Þ
m ðai; pjÞj2R4ðpjÞdpj

: (11)

The log-likelihood function that is maximized for the
K0

L;S�
þ�� tagged event sample is

lnLCP�mixed ¼
X8

m¼�8;m�0

�XNm

k

ln½fCP�mix
S Smðai; pk

jÞ

þ ð1� fCP�mix
S ÞBCP�mixðpk

jÞ	

þXN0
m

k

ln½fCP�mix0
S S0

mðai; pk
jÞ

þ ð1� fCP�mix0
S ÞB0

CP�mixðpk
jÞ	

�
; (12)

where Nð0Þ
m , fCP�mixð0Þ

S , and Bð0Þ
CP�mix are the number of

tagged decays in each bin, the fraction of signal, and
background PDF for the K0

S�
þ�� (K0

L�
þ��) tagged

events, respectively.
The combined log-likelihood function to be maximized

is the sum of the expression in Eq. (5) for each flavor-
tagged data set, plus the log-likelihood functions given in
Eqs. (7) and (12). While performing the fit, one intermedi-
ate resonance component has ai fixed to unity such that the
amplitude and phase of the other components are deter-
mined relative to it.

B. Efficiency parametrization and normalization

The efficiency parametrization and normalization meth-
ods are presented together in this section as they are closely
linked. Consider first the logarithm of the flavor-taggedD0

signal PDF given by Eq. (4):

lnSD0ðai; pjÞ ¼ ln�ðpjÞ þ lnjAD0ðai; pjÞj2 þ lnR4ðpjÞ

� ln

�Z
�ðpjÞjAD0ðai; pjÞj2R4ðpjÞdpj

�
:

(13)

Only the second and last terms depend on the amplitude
model parameters, which means that only these need to be
computed while performing the fit. Therefore, the accep-
tance function �ðpjÞ is only required to compute the nor-

malization integral. The normalization integral is evaluated
by a Monte Carlo integration method, as described below,
which does not require an analytic form of �ðpjÞ. Not
requiring an analytic form is desirable, given such accep-
tance functions can be difficult to parametrize even over a
three-body phase space, due to the rapid change in effi-
ciency at the edge of phase space. These problems are
compounded for four-body decays due to the higher
dimensionality of the phase space.
However, the treatment is less straightforward in the

presence of background. The combined PDF, ignoring
the mistag rate, is

fSS þ ð1� fSÞB ¼ fS
�ðpjÞjAD0ðai; pjÞj2R4ðpjÞR
�ðpjÞjAD0ðai; pjÞj2R4ðpjÞdpj

þ ð1� fSÞ
BðpjÞR4ðpjÞR
BðpjÞR4ðpjÞdpj

;

(14)

where BðsÞ is a function that describes the background
distribution relative to phase space. Given that � no longer
factorizes from the second term, it has to be computed for
each event to minimize the log-likelihood function. The
combined PDF becomes

fSS þ ð1� fSÞB

¼ �ðpjÞR4ðpjÞ
�
fS

jAD0ðai; pjÞj2R
�ðpjÞjAD0ðai; pjÞj2R4ðpjÞdpj

þ ð1� fSÞ
B�ðpjÞR

�ðpjÞB�ðpjÞR4ðpjÞdpj

�
; (15)

where B�ðpjÞ is defined to be the background distribution

relative to the acceptance corrected phase space
[�ðpjÞR4ðpjÞ]. Now that � factorizes from the complete

PDF, it only has to be computed as part of the
normalization.
The normalization integrals are determined by a

Monte Carlo technique. The simulated events are gener-
ated according to the distribution

jAD0ðageni ; pjÞj2R4ðpjÞ;
where ageni are a fixed set of parameters. Using this set of
simulated events the normalization integral can be approxi-
mated by
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Z
�ðpjÞjAD0ðai; pjÞj2R4ðpjÞ

� 1

Ngen

XNgen

k

�ðpk
jÞ

jAD0ðai; pk
jÞj2

jAD0ðageni ; pk
jÞj2

; (16)

where Ngen is the number of simulated events.

Furthermore, the effect of the acceptance function can
be incorporated in determining this integral by summing
over events that satisfy the selection criteria described in
Sec. II for a given data set. The selection criteria are
applied to the events once they have passed through the
CLEO detector simulation. This is equivalent to generating
events according to the PDF:

�ðpjÞjAD0ðageni ; pjÞj2R4ðpjÞ:
Therefore, the normalization integral is given by

Z
�ðpjÞjAD0ðai; pjÞj2R4ðpjÞ

� 1

Nsel

XNsel

k

jAD0ðai; pk
jÞj2

jAD0ðageni ; pk
jÞj2

; (17)

where Nsel is the number of simulated events selected. The
background samples are also fit using these normalization
events so that the function B� is determined.

The number of integration events is chosen to ensure the
uncertainty on the integral is less than 0.3%. Two separate
samples of 1
 106 selected events each are used to per-
form the integration of the fits to CLEO III and CLEO-c
data. It is no longer possible to generate an additional
signal simulation sample of this size for the CLEO II.V
data. Given the similarity between the CLEO II.V and
CLEO III detectors, the CLEO III integration events are
used. To account for the small differences in particle
identification and tracking performance between CLEO
II.Vand CLEO III, the integration events are reweighted by

Y4
j¼1

�II:VðjpjjÞ
�IIIðjpjjÞ ; (18)

where �II:VðjpjjÞ [�IIIðjpjjÞ] is the efficiency as a function

of the momentum of the daughters in the laboratory frame,
jpjj, for CLEO II.V [CLEO III]. The ratios �II:V=�III are

computed from simulation. The mean value of the weight
applied is 0.87 with an rms of 0.04. Such a reweighting
does not account for correlations among the daughters and
the dependence of the acceptance on other variables; there-
fore, a conservative systematic uncertainty is assigned to
account for this approximation, which is discussed further
in Sec. IVD.

C. Goodness of fit

In order to quantify the quality of a given fit, a 
2 value
is computed. The four-body phase space can be described

completely by any five invariant-mass-squared variables
sij ¼ ðpi þ pjÞ2 and sijk ¼ ðpi þ pj þ pkÞ2. Therefore,

the events are binned in terms of s12, s123, s23, s234, and
s34 to compute the 
2. Initially, the phase space is divided
into equal bins. At least 50 events are required in each bin
so that the 
2 calculation is robust. Therefore, after the
initial equal division of the phase space, bins are merged
until they satisfy the minimum number of events criterion.
The 
2 is given by

Xn
p¼1

½Np � N
exp
p ðaiÞ	2

N
exp
p ðaiÞ

; (19)

where Np and N
exp
p ðaiÞ are the observed and expected

number of events per bin, respectively, and n is the number
of bins. In the general case the value of N

exp
p ðaiÞ is given by

N
exp
p ðaiÞ ¼ N

Z
bin p

½fSSD0ðaiÞ þ ð1� fSÞB	dpj; (20)

whereN is the total number of events in a particular sample
and the integral is over the pth bin. The Monte
Carlo integration events are used to compute this integral
such that

Nexp
j ðaiÞ ¼ N

Nsel

XNp
sel

p¼1

�
fSjAD0ðaiÞj2 þ ð1� fSÞB�

jAD0ðageni Þj2
�
; (21)

where Np
sel is the number of Monte Carlo integration events

in the pth bin.
The number of degrees of freedom, �, is given by

� ¼ ðn� 1Þ � npar; (22)

where npar is the number of free parameters in the ampli-

tude or background model being fit. The number of bins is
reduced by 1 because the number of expected events in the
final bin considered is determined by the overall normal-
ization and as such does not represent a degree of freedom.
The compatibility of the combined fit hypothesis to each
individual data set is estimated by determining the 
2 per
bin for that data set. TheCP-tagged samples are not used in
computing the 
2 because of the limited statistics in the
four subsamples.

IV. RESULTS

The results of the amplitude analysis of D0 !
KþK��þ�� are presented in this section. The fits to the
sideband samples used to parametrize the background in
each data set are presented in Sec. IVA. The method used
to arrive at the components in the baseline model and the
results are presented in Sec. IVB. Robustness tests of the
fitting method and cross checks of the final result are given
in Sec. IVC. The procedures to evaluate systematic un-
certainties are outlined in Sec. IVD. A search for CP
violation in the decay is presented in Sec. IVE.
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A. Background parametrization

The fraction of signal in each data set considered in the
amplitude fit has been estimated for the various selections
and is given in Table II. As well as the different relative
amount of background in each data set, the composition of
the background is also different due to the variation in the
value of

ffiffiffi
s

p
, the detector configuration, and the tagging

method. In addition, the type of backgrounds must be
classified into those that form candidates that are peaking
or nonpeaking at the nominal D0 meson mass.

Nonpeaking backgrounds are random combinations of
four particles that do not originate from the sameD0 decay,
but some may form a resonance such as a � or �. Separate
sideband samples have been selected, as described in
Sec. II, which are fit to determine the nonpeaking back-
ground PDFs for each data set. The model used to describe
the background is an incoherent sum of resonances along
with a nonresonant component, which is a constant, such
that

B�ðs; bi; bnrÞ ¼ bnr þ
X
i

bijAiðsÞj2; (23)

where bnr and bi are real parameters determined by the fit.
Various combinations of amplitudes are tested. The com-
bination with the lowest 
2=�, which does not contain any
components that contribute less than 0.5% to the total, is
selected. Table III gives the fractional contributions of the
different components for each flavor-tagged data set. All
data sets have a significant nonresonant component in the
background, but the resonances that contribute vary sig-
nificantly among the different data sets.

The only significant peaking background comes from
D0 ! K0

Sð�þ��ÞKþK� decays in the CLEO-c data sets.

The larger average momentum of the K0
S mesons in the

CLEO II.V and CLEO III data sets leads to a significant
displacement of most K0

S decay vertices from the interac-

tion point, which allows the efficient rejection of this

background. The lower average momenta at CLEO-c
mean that such a separation is less effective. The fraction
of this component is left as a free parameter in the fit to
data. A four-body model of the distribution of the
K0

Sð�þ��ÞKþK� events over the kinematic variables is

obtained by fitting events that fail the K0
S veto. The reso-

nant components of the model considered are a subset of
those reported in Ref. [25], and these are fit coherently to
this sample. Only those with a significant nonzero contri-
bution are retained. The model parameters found are then
used in the fits to the signal sample data to yield the
background fractions reported in Secs. II B 1 and II B 2.
The nonpeaking background distribution for the CLEO-

c CP-tagged data is estimated from a fit to a combination
of generic simulation events and data sidebands, because
of the limited statistics. There is also a peaking D0 !
K0

Sð�þ��ÞKþK� contribution, which is estimated from

the simulation alone. Because of the reliance of these
background estimates on simulated events, the strategy to
determine the systematic uncertainty related to the back-
ground in the CP-tagged sample is more conservative than
the flavor-tagged samples; this is discussed further in
Sec. IVD.

B. Model selection and results

There are many possible amplitudes which can contrib-
ute to the D0 ! KþK��þ�þ decay; therefore, a strategy
to determine the best combination is defined. From inspec-
tion of the invariant-mass squared projections (see Figs. 5
and 6) there is clear evidence for intermediate � !
KþK�, �K�0 ! K��þ, �0 ! �þ�� and a broad high-
mass kaon decaying to K��þ�� [K1ð1270Þ�,
K1ð1400Þ�, K�ð1410Þ�, K�

2ð1430Þ�, or K�ð1680Þ�].
Therefore, all models considered contain at least one am-
plitude with one of these intermediate resonances. In addi-
tion, for states that are not self-conjugate, the conjugate
amplitude is always included as well; for example, if

TABLE III. Fractional contribution of each component to the background for each flavor-tagged data set. The 
2=� of the
background fit is also given.

CLEO II.V CLEO III CLEO-c 3770 CLEO-c 4170

K1ð1270Þ�ð �K�
0ð1430Þ0��ÞKþ � � � � � � 0:019� 0:064 � � �

K1ð1270ÞþðK�0�þÞK� 0:053� 0:015 � � � � � � � � �
K1ð1270Þ�ð �K�0��ÞKþ 0:006� 0:015 0:032� 0:015 0:033� 0:021 � � �
K1ð1270Þþð�KþÞK� � � � � � � 0:005� 0:013 � � �
K1ð1400ÞþðK�0�þÞK� � � � 0:055� 0:014 0:015� 0:023 � � �
��þ�� � � � 0:079� 0:011 0:143� 0:022 0:102� 0:013
K�0 �K�0 0:007� 0:012 0:045� 0:014 0:101� 0:019 0:010� 0:017
�K�0Kþ�� � � � � � � � � � 0:032� 0:023
f0ð980ÞKþK� 0:033� 0:047 0:128� 0:049 0:293� 0:118 � � �
�KþK� � � � � � � � � � 0:243� 0:034
K�0K��þ � � � � � � 0:017� 0:035 0:098� 0:025
Nonresonant 0:899� 0:048 0:661� 0:046 0:373� 0:103 0:516� 0:078

2=� 1.32 1.20 1.17 2.13
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K1ð1270Þ�Kþ is a component in the model so is
K1ð1270ÞþK�.

Models containing seven components are tested and fit
to the combined data set. The five models with the smallest

2=� are considered further. An additional component is
then added, which either contains one of the principal
resonances discussed above or is nonresonant. All models,
including those from the previous iteration, are compared,
and the best five are retained. This process continues until
the five models with the lowest 
2=� are the same as those
in the previous iteration.

At this point, amplitudes containing intermediate reso-
nances not already considered, such as !, f0ð980Þ, and
f2ð1270Þ, are added. The best 50 models are then retained.

Any models that contain components contributing less than
5% are then simplified by removing these components, and
the revised model is fit to the data. Testing these simplified
models ensures that the improvement in the 
2=� by
including these small components is significant. Finally,
all models that have been tested are ranked according to
their 
2=�. The different amplitudes that have been in-
cluded in the models tested are listed in Appendix B.
The components of the model with the lowest 
2=� are

shown in Table IV. For some amplitudes, pairs of particles
do not decay via a resonance but are in a state of relative
orbital angular momentum (L); each such pair is sur-
rounded by curly brackets with an S or P subscript, in-
dicating an L ¼ 0 or L ¼ 1 state, respectively. The relative

FIG. 5. The (a) s12, (b) s13, (c) s14, (d) s23, (e) s24, and (f) s34 projections for all flavor-tagged data (points with error bars) with the
best fit (solid line) superimposed. The indices correspond to Kþ ¼ 1, K� ¼ 2, �þ ¼ 3, and �� ¼ 4. The contributions from mistag
(filled region) and background plus mistag (dashed line) are also shown.
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orbital angular-momentum state—S, P, or D wave—of
intermediate resonances and pairs of particles is also given
for an amplitude if more than one is possible. There are
other models with similar 
2=�; the principal variations
are either alternative or additional angular-momentum
states for the ��þ�� decay. More information on these
alternative models can be found in Appendix C. The 
2=�
for the combined fit and the 
2=bin for each flavor-tagged
data set are presented in Table V.

The best fit projected onto the distributions of sij and sijk
for the combined flavor-tagged data set are shown in
Figs. 5 and 6, respectively. Reasonable agreement is seen
between the data and the fit for most distributions. An
exception is the narrow peak in the background s34 distri-
bution, which is due to the peaking K0

SK
þK� background

found in the CLEO-c data. The best fit underestimates the
data in this region; therefore, an additional systematic
uncertainty, described in Sec. IVD, is assigned to account
for this discrepancy.
The best fit real and imaginary components of ai are

given in Table IV. The statistical correlations among the
real and imaginary components of ai are given in Ref. [26].
The values of the magnitude and phase of the amplitude
derived from the fitted parameters are given in Table VI

FIG. 6. Distribution of the three-body invariant-mass observables: The (a) s123, (b) s124, (c) s134, and (d) s234 projections for all
flavor-tagged data (points with error bars) with the best fit (solid line) superimposed. The contributions from mistag (filled region) and
background plus mistag (dashed line) are also shown.

TABLE IV. Real and imaginary parts of ai for combined fit to
all data. Only the statistical uncertainties are given. The daugh-
ters of the K1ð1270Þ� are assumed to be in an S-wave state.

Amplitude ReðaiÞ ImðaiÞ
K1ð1270ÞþðK�0�þÞK� 1.0 0.0

K1ð1270Þ�ð �K�0��ÞKþ 0:16� 0:08 �0:31� 0:06
K1ð1270Þþð�0KþÞK� 4:07� 0:64 4:22� 0:89
K1ð1270Þ�ð�0K�ÞKþ 6:90� 0:59 0:20� 1:10
K�ð1410ÞþðK�0�þÞK� 4:62� 0:56 �4:10� 0:72
K�ð1410Þ�ð �K�0��ÞKþ 2:61� 0:93 �6:25� 0:59
K�0 �K�0 S wave 0:32� 0:04 0:13� 0:04
��0 S wave �0:32� 0:15 0:99� 0:09
��0 D wave 0:20� 0:33 �1:43� 0:18
�f�þ��gS �1:70� 0:83 �5:93� 0:48
fK��þgPfKþ��gS 82:6� 6:8 11:4� 9:7

TABLE V. 
2=� for the combined fit or 
2=n for each flavor-
tagged data set. For the combined fit there are 22 free parame-
ters.

Data set 
2=� or 
2=n � or n

Combined 1.63 113

CLEO-c 3770 1.29 55

CLEO-c 4170 1.20 26

CLEO III 1.54 49

CLEO II.V 2.00 6
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along with the associated statistical and systematic uncer-
tainties. The fit fraction, which is defined as

R jAij2dpjR jAD0 j2dpj

; (24)

is also given for each component. The fit fraction indicates
the relative contribution of a component to the total
branching fraction. The individual component fractions
do not have to sum to 100% due to interference.
(Information about the interference among the amplitudes
is given in Ref. [26].) For the best fit the sum of the fit
fractions is ð96:7� 2:6� 9:8Þ%, where the first uncer-
tainty is statistical and the second is systematic. The domi-
nant intermediate state is the �� quasi-two-body decay.
There are three other decay modes which contribute over
10% to the total branching fraction: K1ð1270ÞþK�,
��þ��, and the nonresonant ðK��þÞPðKþ��ÞS.

A detailed comparison of these results to those presented
previously [1,2] is not straightforward given the lack of
flavor tagging in both analyses and the absence of spin
factors in the E791 study. However, there is agreement with
the previous findings in the presence of a significant ��0

contribution. Further, a significant ��þ�� is observed by
the E791 Collaboration [1]. Significant contributions from
both the �� and ��þ�� modes are anticipated because
there is only one singly Cabibbo-suppressed diagram that
contributes to the rate [1]. However, for other modes such
as K�0Kþ�� there are two leading-order amplitudes of
opposite sign, which result in a suppression of the decay
rate. In addition, there is evidence of a large K1ð1270ÞþK�
contribution, which was also observed by the FOCUS
Collaboration [2]. However, the expectation that
K1ð1270Þ mesons with the same charge as the W boson
in the decay will be the dominant amplitude [2] is not
observed. This may be a consequence of final-state inter-
actions playing a significant role. Further evidence of
final-state interactions is given by the presence of a statis-
tically significant K�0 �K�0 contribution, because in the

SU(3)-flavor limit, the two W-exchange amplitudes con-
tributing to this final state cancel [1].
There are two significant differences from the FOCUS

model. First, no significant f0ð980Þ�þ�� contribution is
found. Second, a nonresonant contribution with angular-
momentum structure is required to fit the data. (If there is
no angular momentum among the particles in the non-
resonant component the 
2=� increases to 2.1.)
It is of interest to assess the impact of the CP-tagged

data, given that the quantum-correlated states should pro-
vide additional information about �i compared to the
flavor-tagged data. Given the limited number of events in
the sample, it is not possible to fit the CP-tagged data
alone. However, the CLEO II.V flavor-tagged data sample
has a similar size and purity to the CLEO-cCP-tagged data
sample. Therefore, the statistical impact of these two
samples is compared by determining how much the mean
relative statistical uncertainty on ReðaiÞ and ImðaiÞ
changes when either the CP-tagged CLEO-c data set or
the flavor-tagged CLEO II.V data set is excluded from the
combined fit. The mean relative statistical uncertainty of
the ai increases by 12.3% when the CP-tagged data set is
removed, compared to 7.5% when the CLEO II.V data set
is removed, indicating that a small sample of CP-tagged
data is more powerful than an additional sample of flavor-
tagged events of similar size.

C. Robustness tests

Tests of the result are made by dividing the data into
different subsamples. First, separate fits to the data col-
lected at center-of-mass energies around the � resonances
(CLEO II.V and CLEO III) and data collected at CLEO-c
are made. This tests the compatibility of the results using
data produced at different center-of-mass energies and
selected with different tagging techniques. The resulting
fit fractions are compared to one another in Table VII. The
number of standard deviation difference between the
two results takes into account the uncorrelated systematic

TABLE VI. Modulus, phase, and fit fraction for each component of the baseline model. The
first uncertainty is statistical and the second is systematic.

Component jaij �i (rad) Fit fraction (%)

K1ð1270ÞþðK�0�þÞK� 1.0 0.0 7:3� 0:8� 1:9
K1ð1270Þ�ð �K�0��ÞKþ 0:35� 0:06� 0:03 1:10� 0:22� 0:23 0:9� 0:3� 0:4
K1ð1270Þþð�0KþÞK� 5:86� 0:77� 2:03 0:80� 0:13� 0:08 4:7� 0:7� 0:8
K1ð1270Þ�ð�0K�ÞKþ 6:90� 0:59� 3:07 0:03� 0:16� 0:23 6:0� 0:8� 0:6
K�ð1410ÞþðK�0�þÞK� 6:18� 0:64� 0:75 0:73� 0:11� 0:33 4:2� 0:7� 0:8
K�ð1410Þ�ð �K�0��ÞKþ 6:78� 0:65� 1:25 1:18� 0:13� 0:48 4:7� 0:7� 0:7
K�0 �K�0 S wave 0:34� 0:04� 0:14 0:39� 0:12� 0:18 6:1� 0:8� 0:9
��0 S wave 1:04� 0:10� 0:31 1:89� 0:14� 0:35 38:3� 2:5� 3:8
��0 D wave 1:44� 0:19� 0:38 1:43� 0:22� 0:48 3:4� 0:7� 0:6
�f�þ��gS 6:17� 0:52� 1:58 1:85� 0:13� 0:37 10:3� 1:0� 0:8
fK��þgPfKþ��gS 83:4� 6:8� 29:3 0:14� 0:12� 0:28 10:9� 1:2� 1:7
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uncertainties between the two data samples. There is good
agreement between the two samples.

The fitter is also tested on an ensemble of simulated data
sets to identify any bias in the fit and determine the
reliability of the statistical uncertainties returned by the
fit. The ensemble is 200 sets of 4000 events generated with
the CLEO-c simulation, which are fit individually. The
distribution of ai for the ensemble of experiments is shown
in Fig. 7; the values are seen to be scattered about the
generated values with no significant biases. The distribu-
tion of the pull, defined as the difference between the fitted
and generated parameters divided by the uncertainty on
the parameter returned by the fit, is formed for the real
and imaginary parts of ai for the ensemble of simulation

experiments. If the fit is unbiased and the uncertainties are
correctly determined, the pull distribution will be normal.
This is tested by fitting each pull distribution with a
Gaussian function. The width and mean found by the fit
to the pull distributions are given in Table VIII. The
ensemble study is performed with the fit using the gener-
ated and reconstructed four-momenta of the particles. As
the resolution is neglected in the fit, the difference between
the results obtained with the generated and reconstructed
four-momenta allows the systematic uncertainty related to
the resolution to be determined. Small biases are observed,
but only one is greater than 3 standard deviations from
zero. The widths of the pull distributions are all compatible
with unity, indicating the uncertainties are correctly eval-
uated. The small bias is accounted for in evaluating the
systematic uncertainties, which is described in Sec. IVD.
The average 
2=� for the ensemble of fits is 0:96� 0:01,
which is a further indication that the fitting algorithm is
well behaved.

D. Systematic uncertainties

The systematic uncertainties on the results fall into
several categories: amplitude model assumptions, parame-
trization of the background, modeling of experimental
effects, and the fitter performance. Each of these categories
is discussed below. The resulting systematic uncertainties
for the amplitudes, phases, and fit fractions due to each
contribution are given in Tables IX and X.
Three assumptions of the amplitude model are tested:

the mass and width of resonances, the barrier-penetration
factors, and the absence of quantum correlations in
the modeling of CLEO-c flavor-tagged data. The mass
and width assumed for the resonances in the model,
K1ð1270Þþ, K�0, Kð1410Þþ, �, and �0, are taken from
Ref. [14]; these are varied by the quoted uncertainties
to determine the related shift of the fit parameters.
These shifts are added in quadrature to obtain the total

TABLE VII. Fit fractions for the CLEO II.V/CLEO III and CLEO-c 3770/4170 data sets
fit separately, and the difference between the two results, normalized by the uncorrelated
uncertainty.

Fit fraction (%)

Component CLEO II.V/III CLEO-c Difference (�)

K1ð1270ÞþðK�0��ÞK� 4:4� 0:9� 0:8 9:8� 1:2� 4:6 1.1

K1ð1270Þ�ð �K�0��ÞKþ 3:6� 0:9� 1:1 0:2� 0:2� 2:3 1.2

K1ð1270Þþð�0KþÞK� 2:6� 0:8� 0:5 8:5� 1:4� 4:2 1.3

K1ð1270Þ�ð�0K�ÞKþ 7:9� 1:2� 0:8 3:5� 1:1� 3:4 1.2

K�ð1410ÞþðK�0�þÞK� 4:5� 0:9� 0:6 4:5� 1:1� 1:2 0.0

K�ð1410Þ�ð �K�0��ÞKþ 5:5� 1:0� 0:8 4:6� 0:9� 1:1 0.4

K�0 �K�0 S wave 7:5� 1:8� 1:8 5:2� 1:0� 2:0 0.7

��0 S wave 39:8� 2:7� 1:4 36:9� 3:2� 4:0 0.5

��0 D wave 4:7� 1:0� 1:1 1:7� 0:8� 2:3 1.0

�f�þ��gS 8:3� 1:2� 0:5 10:9� 1:7� 3:0 0.7

fK��þgPfKþ��gS 14:7� 1:8� 4:3 7:8� 1:4� 5:3 1.1

FIG. 7. Fitted ai (points) distribution for the ensemble test of
200 simulated data sets. Also shown is the generated value of ai
(asterisk). The labels correspond to (a) K1ð1270Þ�ð �K�0��ÞKþ,
(b) K1ð1270Þþð�0KþÞK�, (c) K1ð1270Þ�ð�0K�ÞKþ,
(d)K�ð1410ÞþðK�0�þÞK�, (e)K�ð1410Þ�ð �K�0��ÞKþ, (f)K�0 �K�0
S wave, (g) ��0 S wave, (h) ��0 D wave, (i) �f�þ��gS, and
(j) fK��þgPfKþ��gS. The values of ReðaiÞ and ImðaiÞ are
scaled by 0.1 for the fK��þgPfKþ��gS amplitude.
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TABLE VIII. Mean (�) and width (�) of the pull distributions from simulated data for all of
the fitted parameters using either the generated or reconstructed four-momenta.

Generated pi Reconstructed pi

Parameter � � � �

K1ð1270Þ�ð �K�0��ÞKþ ReðaiÞ �0:43� 0:13 1:02� 0:14 �0:36� 0:12 0:99� 0:13
K1ð1270Þ�ð �K�0��ÞKþ ImðaiÞ 0:03� 0:13 1:14� 0:12 �0:10� 0:14 1:13� 0:13
K1ð1270Þþð�0KþÞK� ReðaiÞ 0:08� 0:12 1:06� 0:12 0:16� 0:19 1:35� 0:19
K1ð1270Þþð�0KþÞK� ImðaiÞ �0:15� 0:09 0:85� 0:07 �0:29� 0:10 0:83� 0:10
K1ð1270Þ�ð�0K�ÞKþ ReðaiÞ �0:01� 0:11 0:88� 0:10 �0:03� 0:12 1:01� 0:11
K1ð1270Þ�ð�0K�ÞKþ ImðaiÞ �0:24� 0:14 1:17� 0:14 �0:22� 0:12 1:08� 0:12
K�ð1410ÞþðK�0�þÞ, K� ReðaiÞ �0:32� 0:13 1:11� 0:12 �0:41� 0:11 0:98� 0:09
K�ð1410ÞþðK�0�þÞK� ImðaiÞ 0:08� 0:14 1:08� 0:12 0:11� 0:11 0:89� 0:10
K�ð1410Þ�ð �K�0��ÞKþ ReðaiÞ �0:05� 0:11 0:91� 0:10 �0:08� 0:13 0:96� 0:11
K�ð1410Þ�ð �K�0��Þ, Kþ ImðaiÞ �0:35� 0:11 0:95� 0:12 0:23� 0:13 1:06� 0:12
K�0 �K�0 S wave ReðaiÞ 0:28� 0:11 0:94� 0:09 0:21� 0:14 1:13� 0:12
K�0 �K�0 S wave ImðaiÞ �0:15� 0:11 0:99� 0:10 �0:02� 0:10 0:83� 0:09
��0 S wave ReðaiÞ �0:29� 0:11 0:87� 0:15 �0:26� 0:10 0:90� 0:12
��0 S wave ImðaiÞ �0:02� 0:10 0:85� 0:09 0:17� 0:10 0:86� 0:10
��0 D wave ReðaiÞ 0:20� 0:13 1:05� 0:11 0:31� 0:13 1:11� 0:12
��0 D wave ImðaiÞ �0:06� 0:11 0:96� 0:09 0:01� 0:12 0:91� 0:10
�f�þ��gSReðaiÞ �0:20� 0:14 1:14� 0:12 �0:13� 0:14 1:16� 0:12
�f�þ��gSImðaiÞ �0:16� 0:09 0:85� 0:10 �0:24� 0:13 1:08� 0:12
fK��þgPfKþ��gSReðaiÞ 0:17� 0:10 0:87� 0:10 0:01� 0:12 0:98� 0:11
fK��þgPfKþ��gSImðaiÞ 0:03� 0:16 1:15� 0:21 �0:07� 0:12 0:86� 0:11

TABLE IX. Systematic uncertainties on jaij and �i in units of statistical standard deviations (�). The different contributions are as
follows: (I) mass and width of resonances, (II) Blatt-Weisskopf penetration factors, (III) quantum correlations, (IV) background
fractions, (V) flavor-tagged background parametrization, (VI) CP-tagged background parametrization, (VII) K0

SK
þK� background,

(VIII) acceptance, (IX) resolution, (X) mistag rate, and (XI) fitter bias.

Source (�)
Parameter I II III IV V VI VII VIII IX X XI Total (�)

K1ð1270Þ�ð �K�0��ÞKþjaij 0.03 0.17 0.01 0.31 0.15 0.08 0.01 0.23 0.00 0.03 0.24 0.52

K1ð1270Þ�ð �K�0��ÞKþ�i 0.83 0.36 0.04 0.06 0.18 0.02 0.02 0.30 0.00 0.04 0.40 1.05

K1ð1270Þþð�0KþÞK�jaij 2.52 0.23 0.17 0.06 0.30 0.03 0.04 0.43 0.31 0.01 0.07 2.61

K1ð1270Þþð�0KþÞK��i 0.46 0.14 0.11 0.13 0.17 0.06 0.06 0.07 0.14 0.02 0.16 0.58

K1ð1270Þ�ð�0K�ÞKþjaij 5.10 0.30 0.04 0.22 0.21 0.01 0.02 0.76 0.05 0.02 0.01 5.17

K1ð1270Þ�ð�0K�ÞKþ�i 1.27 0.42 0.07 0.11 0.07 0.04 0.06 0.51 0.22 0.04 0.13 1.47

K�ð1410ÞþðK�0�þÞK�jaij 1.04 0.31 0.18 0.06 0.11 0.06 0.06 0.27 0.18 0.02 0.27 1.18

K�ð1410ÞþðK�0�þÞK��i 3.04 0.47 0.09 0.11 0.22 0.09 0.04 0.29 0.15 0.04 0.11 3.10

K�ð1410Þ�ð �K�0��ÞKþjaij 1.66 0.76 0.07 0.07 0.22 0.01 0.02 0.45 0.15 0.02 0.26 1.92

K�ð1410Þ�ð �K�0��ÞKþ�i 3.46 1.04 0.13 0.23 0.22 0.11 0.01 0.23 0.12 0.01 0.13 3.64

K�0 �K�0 S wave jaij 3.86 0.27 0.23 0.20 0.17 0.07 0.07 0.55 0.00 0.01 0.19 3.93

K�0 �K�0 S wave �i 1.20 0.64 0.01 0.22 0.26 0.11 0.02 0.37 0.00 0.02 0.21 1.47

��0 S wave jaij 3.04 0.16 0.22 0.23 0.16 0.07 0.06 0.43 0.00 0.01 0.16 3.10

��0 S wave �i 2.42 0.47 0.24 0.14 0.13 0.15 0.12 0.35 0.00 0.02 0.33 2.54

��0 D wave jaij 1.89 0.13 0.27 0.19 0.14 0.03 0.08 0.59 0.07 0.01 0.11 2.02

��0 D wave �i 2.05 0.35 0.15 0.10 0.11 0.12 0.06 0.27 0.24 0.02 0.19 2.14

�f�þ��gSjaij 3.01 0.02 0.07 0.18 0.20 0.02 0.09 0.37 0.11 0.01 0.28 3.06

�f�þ��gS�i 2.64 0.68 0.19 0.09 0.12 0.16 0.12 0.38 0.02 0.03 0.16 2.77

fK��þgPfKþ��gSjaij 4.25 0.13 0.02 0.10 0.30 0.06 0.05 0.43 0.00 0.02 0.20 4.29

fK��þgPfKþ��gS�i 2.14 1.04 0.08 0.06 0.16 0.11 0.06 0.17 0.00 0.02 0.05 2.39
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uncertainty related to the mass and width parameters. The
uncertainty from this source is of the same size or larger
than the statistical error for most parameters. The uncer-
tainty on the K1ð1270Þþ mass and width dominates.
Determining the K1ð1270Þþ mass and width from data
does not improve the overall uncertainty.

The amplitude model includes spin- and momentum-
dependent Blatt-Weisskopf orbital-angular-momentum
barrier-penetration factors. These factors are set to unity
and the fit repeated. The resulting shift in the fitted pa-
rameter values and fit fractions is taken as the systematic
uncertainty.

Quantum correlations in the CLEO-c flavor-tagged data
are ignored in the fit. Since many different final states
containing the tagging kaon are summed over in the analy-
sis, the effect of correlations is diluted. However, an alter-
native signal PDF is tested, which accounts for the
correlations at the cost of two additional parameters (see
Appendix D). The resulting changes in the central values of
the fitted parameters and fit fractions, taken as the system-
atic uncertainties from this source, are found to be less than
half a statistical standard deviation in all cases.

Both the level and shape of the background are consid-
ered when evaluating the systematic uncertainty. The frac-
tion of nonpeaking background in each flavor-tagged
sample is estimated from data. The value of fS is varied
by its statistical uncertainty for each data sample in turn,
and the shifts in the results are added in quadrature to
estimate the systematic error from this source. The com-
ponents in the background model for the flavor-tagged data
are changed such that those that are not statistically sig-
nificant, defined as those contributing a fraction less than 3
standard deviations from zero, are removed from the model
and the fit repeated. Each such component is removed in
turn, and the individual shifts are summed in quadrature to
obtain the total uncertainty. In the case of the CP-tagged

data, where the background model is derived from data and
simulation, the fit is repeated ignoring the background. The
shifts in the fit parameters with respect to the nominal fit
are conservatively taken as the systematic uncertainty. In
Sec. IVB it is noted that the fit underestimates the level of
the K0

SK
þK� background. To assess the systematic uncer-

tainty related to this discrepancy, the fit is repeated with the
fraction of the K0

SK
þK� background fixed to double that

found in the data, which leads to reasonable agreement
with data in the region of the K0

S. The difference in

parameter values between the nominal fit and that with
the K0

SK
þK� background fraction doubled is taken as the

systematic uncertainty from this source. The largest
background-related uncertainties are due to the statistical
precision on the signal fraction.
The uncertainty related to the modeling of experimental

effects has three separate components: the acceptance, the
resolution, and the mistag rate. The acceptance is incorpo-
rated in the fit using simulated data, as described in
Sec. III B, for CLEO III and CLEO-c data. To evaluate a
systematic uncertainty related to the acceptance, an alter-
native technique is used that is based on the product of
individual particle efficiencies as a function of momentum
in the laboratory frame. This is an almost identical proce-
dure to the weighting used for the CLEO II.V normaliza-
tion with simulated events. The only difference is an
additional factor for CLEO-c data which is a function of
�þ�� invariant mass to account for the K0

S veto. Such an

approach is known to be simplistic compared to that using
the fully simulated events given the integration over other
variables on which the acceptance depends, such as polar
angle, and the fact that it ignores correlations among the
momenta. Therefore, it is considered a conservative ap-
proach to evaluating the systematic uncertainty related to
the acceptance. The full difference in fit results for the two
different techniques for incorporating the acceptance is

TABLE X. Systematic uncertainties on the fit fraction in units of statistical standard deviations (�). The different contributions are as
follows: (I) mass and width of resonances, (II) Blatt-Weisskopf penetration factors, (III) quantum correlations, (IV) background
fractions, (V) flavor-tagged background parametrization, (VI) CP-tagged background parametrization, (VI) K0

SK
þK� background,

(VIII) acceptance, (IX) resolution, (X) mistag rate, and (XI) fitter bias.

Source (�)
Fit fraction I II III IV V VI VII VIII IX X XI Total (�)

K1ð1270ÞþðK�0�þÞK� 2.23 0.57 0.16 0.25 0.27 0.06 0.05 0.57 0.00 0.01 0.05 2.40

K1ð1270Þ�ðK�0��ÞKþ 1.13 0.41 0.05 0.28 0.11 0.09 0.01 0.15 0.23 0.04 0.28 1.30

K1ð1270Þþð�0KþÞK� 0.81 0.30 0.13 0.09 0.32 0.01 0.03 0.34 0.08 0.02 0.03 1.00

K1ð1270Þ�ð�0K�ÞKþ 0.41 0.32 0.08 0.13 0.09 0.06 0.04 0.51 0.09 0.03 0.05 0.75

K�ð1410ÞþðK�0�þÞK� 0.84 0.16 0.14 0.14 0.28 0.05 0.05 0.33 0.26 0.02 0.35 1.08

K�ð1410Þ�ð �K�0��ÞKþ 0.81 0.34 0.05 0.25 0.13 0.04 0.03 0.47 0.24 0.01 0.05 1.06

K�0 �K�0 S wave 0.83 0.22 0.20 0.12 0.27 0.06 0.06 0.64 0.01 0.01 0.05 1.13

��0 S wave 1.34 0.35 0.41 0.29 0.05 0.10 0.10 0.22 0.23 0.02 0.23 1.53

��0 D wave 0.43 0.28 0.28 0.13 0.04 0.03 0.09 0.66 0.10 0.02 0.09 0.90

�f�þ��gS 0.43 0.57 0.19 0.16 0.09 0.10 0.16 0.19 0.00 0.05 0.19 0.83

fK��þgPfKþ��gS 1.00 0.23 0.17 0.22 0.20 0.06 0.03 0.22 0.00 0.04 0.22 1.43
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taken as the systematic uncertainty. For the CLEO II.V
data a uniform acceptance is assumed as an alternative
model because the product of efficiencies is the technique
used in the nominal fit. Most uncertainties due to the
acceptance are around half a statistical standard deviation.

The effects of resolution are ignored in the fit. The
ensemble tests of simulated data reported in Sec. IVC
are used to estimate the effect of resolution. The systematic
variance due to the resolution is taken as the difference in
the pull means squared for the fits performed with the
generated and reconstructed four-momenta. The effect of
resolution is found to be very small or negligible on the fit
parameters and fractions.

The mistag rate for the different flavor-tag samples is
varied within the uncertainties reported in Sec. II. The
resulting shift in the parameters is taken as the systematic
uncertainty.
The final source of systematic uncertainty considered is

related to the overall performance of the fitter as demon-
strated in Sec. IVC. Small biases in the pull mean for some
parameters are observed when fitting with the generated
four-momenta. The largest bias is 40% of a statistical
uncertainty with a significance of 3:5� from zero. The
pull mean is assigned as a systematic uncertainty related
to this fitter bias for each parameter. The source of such a
bias could be the finite Monte Carlo statistics used to

TABLE XI. jaij and �i for the D
0 and �D0 amplitudes. The difference between the D0 and �D0

parameters is also given in units of standard deviations (�).

Parameter D0 decays �D0 decays Difference (�)

K1ð1270Þ�ð �K�0��ÞKþjaij 0:35� 0:08 0:39� 0:09 0.3

K1ð1270Þ�ð �K�0��ÞKþ�i 1:52� 0:33 0:98� 0:24 1.3

K1ð1270Þþð�0KþÞK�jaij 5:58� 0:98 5:96� 0:84 0.3

K1ð1270Þþð�0KþÞK��i 0:86� 0:17 0:71� 0:15 0.7

K1ð1270Þ�ð�0K�ÞKþjaij 7:03� 1:03 6:39� 0:82 0.5

K1ð1270Þ�ð�0K�ÞKþ�i 0:41� 0:19 0:30� 0:18 0.4

K�ð1410ÞþðK�0�þÞK�jaij 5:39� 0:91 6:51� 0:86 0.9

K�ð1410ÞþðK�0�þÞK��i 0:99� 0:18 0:68� 0:13 1.4

K�ð1410Þ�ð �K�0��ÞKþjaij 6:69� 0:82 6:75� 0:92 0.0

K�ð1410Þ�ð �K�0��ÞKþ�i 1:38� 0:20 0:95� 0:15 1.7

K�0 �K�0 S wave jaij 0:36� 0:05 0:33� 0:04 0.5

K�0 �K�0 S wave �i 0:47� 0:17 0:24� 0:14 1.1

��0 S wave jaij 1:02� 0:16 1:05� 0:08 0.2

��0 S wave �i 2:08� 0:19 1:77� 0:07 1.5

��0 D wave jaij 1:14� 0:30 1:69� 0:23 1.5

��0 D wave �i 1:18� 0:36 1:48� 0:14 0.8

�f�þ��gSjaij 5:76� 0:65 6:22� 0:65 0.5

�f�þ��gS�i 1:75� 0:19 1:98� 0:09 1.1

fK��þgPfKþ��gSjaij 84:7� 9:2 81:7� 8:3 0.2

fK��þgPfKþ��gS�i 0:16� 0:16 0:13� 0:10 0.2

TABLE XII. D0 and �D0 fit fractions. The value of ACP is also given.

Fit fraction (%) ACP

D0 Decays �D0 Decays (%)

K1ð1270ÞþðK�0�þÞK� 7:4� 1:1 7:5� 1:1 �0:7� 10:4
K1ð1270Þ�ð �K�0��ÞKþ 0:9� 0:4 1:1� 0:5 �10:0� 31:5
K1ð1270Þþð�0KþÞK� 4:3� 1:1 4:9� 1:1 �6:5� 16:9
K1ð1270Þ�ð�0K�ÞKþ 6:3� 1:1 5:2� 1:0 9:6� 12:9
K�ð1410ÞþðK�0�þÞK� 3:2� 0:9 4:8� 1:0 �20:0� 16:8
K�ð1410Þ�ð �K�0��ÞKþ 4:6� 0:9 4:7� 0:9 �1:1� 13:7
K�0 �K�0 S wave 6:9� 1:2 5:7� 1:2 9:5� 13:5
��0 S wave 37:9� 2:9 40:0� 2:9 �2:7� 5:3
��0 D wave 2:2� 0:8 4:8� 1:2 �37:1� 19:0
�f�þ��gS 9:0� 1:4 10:7� 1:5 �8:6� 10:4
fK��þgPfKþ��gS 11:3� 1:7 10:7� 1:6 2:7� 10:6
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compute the normalization or the overall numerical preci-
sion of the fit.

The systematic uncertainty is dominated by the mass
and width assumed for the resonances; this leads to
the measurements of the amplitudes and phases being
systematically dominated. For the fit fractions the system-
atic and statistical uncertainties are approximately of equal
magnitude.

E. CP violation search

The baseline model is fit to the data allowing different
values of ReðaiÞ and ImðaiÞ forD0 and �D0 amplitudes. The
fit is to the combined D0 and �D0 flavor-tagged data to
account correctly for the mistag rate. A comparison of the
values of jaij and �i for D

0 and �D0 amplitudes is given in
Table XI. The systematic uncertainties are considered to be
fully correlated between the D0 and �D0 samples. The fit
fractions are compared in Table XII. The fit fractions are
used to determine the direct-CP asymmetry ACP, for each
amplitude, which is defined as

ACP ¼ FD0 � F �D0

FD0 þ F �D0

;

where FD0 and F �D0 are the fit fractions for D0 and �D0

decays, respectively. There is no evidence for a significant
CP asymmetry between any of the amplitudes. The sensi-
tivity to ACP varies between 5% and 30% among the
amplitudes; therefore, the level of precision is not at the
subpercent level at which evidence of CP violation has
been found in two-body D0 decay [5].

V. � SENSITIVITY STUDIES

The first estimates of the sensitivity of B� !
~D0ðKþK��þ��ÞK� decays to the CP-violating parame-
ter � were very promising [3]. These studies found that an
uncertainty of approximately 10� is expected for a data set
corresponding to an integrated luminosity of 2 fb�1 col-
lected by LHCb. However, limited conclusions could be
drawn, as the model does not distinguish between D0 and
�D0 decays [1,2]. Therefore, these � sensitivity studies are
repeated for the amplitude model presented in this paper,
which is determined from flavor-tagged D0 decays.

An amplitude fit to simulated B� !
~D0ðKþK��þ��ÞK� data is used to determine �. The
fit is identical to that described in Ref. [3] and similar
to the amplitude-model-dependent analyses of Bþ !
~DðK0

S�
þ��ÞKþ [23], which yield the most precise mea-

surements of � to date [27,28]. The amplitude fit deter-
mines � from the distributions of ~D ! KþK��þ��
events over four-body phase space, which are different
for ~D mesons arising from Bþ or B� decay. The distribu-
tion depends on the ratio between the CKM-suppressed
and color-suppressed B� ! �D0Kþ amplitude and
the Cabibbo-favored and color-allowed B� ! D0K�

amplitude and is parametrized as rBe
ið	B��Þ, where rB is

the magnitude of the amplitude ratio and 	B is the
CP-invariant strong-phase difference between the ampli-
tudes. The values of rB and 	B are also determined by the
amplitude fit.
An ensemble study of 200 simulated data sets containing

2000 B� ! ~DðKþK��þ��ÞK� events each, split evenly
between the B meson charges, is used to estimate the
sensitivity to �. The number of events in each data set
corresponds approximately to that expected in a few years
running of LHCb [29]. The values of �, rB, and 	B are
assumed to be 70�, 0.1, and 130�, respectively, which are
approximately the world average values [30]. These data
samples are then fit assuming the amplitude model used in
the generation, with �, rB, and 	B as free parameters. The
average uncertainty on � from the ensemble of experi-
ments is ð11:3� 0:3Þ�, and the pull distribution formed
from the fitted and generated values follows a normal
distribution, indicating the results are unbiased. The pull
distributions for rB and 	B are also normal. Ensemble
studies for the alternative models given in Appendix C
are also performed. Most alternative models yield a
sensitivity to � similar to that of the baseline model.
However, model 6 leads to an average uncertainty approxi-
mately 50% worse than the other models. Similar model-
dependent variations in uncertainty are reported in
Ref. [3]. However, overall these results confirm that there
is significant sensitivity to � in B� ! ~DðKþK��þ��ÞK�
decays.

VI. CONCLUSIONS

The first amplitude model for D0 ! KþK��þ�� de-
cay derived from flavor-tagged data has been presented.
The data used are from eþe� collisions at center-of-mass
energies close to c �c threshold and in the region of the �
resonances. CP-tagged quantum-correlated data recorded
at the c ð3770Þ resonance are also used in the fit. The
model indicates that the quasi-two-body decay D0 !
��0 is dominant, with significant contributions from the
following intermediate states: D0 ! K1ð1270Þ�K�,D0 !
K�ð1410Þ�K�, and D0 ! ��þ��. In addition, there is a
significantD0 ! K�0 �K�0 contribution indicating that final-
state interactions play a significant role in the decay. There
is also a nonresonant contribution of around 10%; the best
fit to data is achieved when there is relative angular
momentum among the particles in this contribution. The
accuracy of the model parameters is limited by the uncer-
tainties on the K1ð1270Þ� resonance parameters.
The amplitude model presented has been used to search

for CP violation in the decay by determining the fit frac-
tions separately for D0 or �D0 decays. The fit fractions are
found to agree within the uncertainties, indicating no CP
violation in the decay at the level of a few percent. The
amplitude model has also been used in a sensitivity study
of B� ! ~D0ðKþK��þ��ÞK� decays to the CP-violating
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parameter �. The study indicates that � can be determined
with a precision of ð11:3� 0:3Þ�, assuming the baseline
model, using this decay at LHCb. A similar precision
would be expected at future flavor facilities.
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APPENDIX A: SPIN FACTOR DEFINITIONS

The spin factors used are those calculated in [31]. These
are expressed in terms of the four-momenta of the particles
involved. For the decay R ! A, B, the following notation is
used:

(i) pR is the four-momentum of the resonance R, and pA

and pB are the four-momenta of the decay products
A and B, respectively. They are related such that

pR ¼ pA þ pB: (A1)

(ii) qR represents the difference of the four-momenta
between the decay products of R:

qR � pA � pB: (A2)

Here the ordering of the particles is important; the
momentum of the second daughter particle listed in
the decay chain is always subtracted from the
momentum of the first.

For the purpose of representing the spin factors in a
concise way, the following functions are defined:

Pðp;m2Þ� ¼ g� � p�p

m2
and

Z1ðq; p;m2Þ ¼ q�Pðp;m2Þ�:

(A3)

For operators related to the resonance R the expressions are
simplified by using the definitions

PðRÞ� � PðpR;m
2
RÞ� and

Z1ðRÞ � Z1ðqR; pR;m
2
RÞ:

(A4)

TABLE XIII. Spin factors (S) for various amplitudes. In the decay chains, S, P, V, and A stand
for scalar, pseudoscalar, vector, and axial vector, respectively. Letters in square brackets refer to
whether the decay products are in a relative S-, P-, or D-wave state of relative orbital angular
momentum. Spin factor number 4 with D½D	 ! V1V2 actually corresponds to a superposition of
D and S waves, following the choice of basis in Ref. [31]. If no angular momentum is specified,
the lowest angular-momentum state compatible with angular-momentum conservation and,
where appropriate, parity conservation is used.

Number decay chain S

1 D ! AP1, A½S	 ! VP2, V ! P3P4 p
�
1 PðAÞ��Z1ðVÞ�

2 D½S	 ! V1V2, V1 ! P1P2, V2 ! P3P4 Z1ðV1Þ�Z1ðV2Þ�
3 D½P	 ! V1V2, V1 ! P1P2, V2 ! P3P4 ���	p


Dq

�
Dq

�
V1
q	V2

4 D½D	 ! V1V2, V1 ! P1P2, V2 ! P3P4 Z1ðV1Þp
V2
Z1ðV2Þ�p�

V1

5 D ! VS, V ! P1P2, S ! P3P4 p�
S Z1ðVÞ�

6 D ! V1P1, V1 ! V1P2, V2 ! P3P4 ���	p

V1
q�V1

p�
P1
q	V2

TABLE XIV. Spin factors used for different decay chains,
including the particle numbering scheme. The second column
refers to the spin factors as numbered in Table XIII, and the
particles P1, P2, P3, and P4 refer to the numbers as defined in
Table XIII.

Decay chain Spin factor number P1 P2 P3 P4

K1ð1270ÞþðK�0�þÞK� 1 K� �þ Kþ ��
K1ð1270Þ�ð �K�0��ÞKþ 1 Kþ �� K� �þ
K1ð1270Þþð�KþÞK� 1 K� Kþ �þ ��
K1ð1270Þ�ð�K�ÞKþ 1 Kþ K� �� �þ
K�ð1410ÞþðK�0�þÞK� 6 K� �þ Kþ ��
K�ð1410Þ�ð �K�0��ÞKþ 6 Kþ �� K� �þ
K�0 �K�0 S wave 2 Kþ �� K� �þ
K�0 �K�0 P wave 3 Kþ �� K� �þ
K�0fK��þgP P wave 3 Kþ �� K� �þ
�K�0fKþ��g P wave 3 Kþ �� K� �þ
K�0 �K�0 D wave 4 Kþ �� K� �þ
fK��þgPfKþ��gP D wave 4 Kþ �� K� �þ
��0 S wave 2 Kþ K� �þ ��
�f�þ��gP S wave 2 Kþ K� �þ ��
�0fKþK�gP S wave 2 Kþ K� �þ ��
�f�þ��gP P wave 3 Kþ K� �þ ��
��0 D wave 4 Kþ K� �þ ��
�f�þ��gP D wave 4 Kþ K� �þ ��
f�þ��gPfKþK�gP D wave 4 Kþ K� �þ ��
�f�þ; ��gS 5 Kþ K� �þ ��
fK��þgPfKþ��gS 5 K� �þ Kþ ��
fKþ��gPfK��þgS 5 Kþ �� K� �þ
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For nonresonant contributionsm2
R is replaced with p2, as in

Pðp; p2Þ� for example. The spin factors used are listed in
Table XIII.

It is clear that the exact matching of the particles P1, P2,
P3, and P4 in the spin factor definition to the final-state

particles in the decay is important, as many spin factors
change sign under swapping a pair of particles due to terms
such as qR ¼ p1 � p2. For the amplitudes used in this
paper, the particle ordering is given in Table XIV.

APPENDIX B: AMPLITUDES TESTED

Below is a list of all the different amplitudes that are tested when determining the best model. For final states that are
flavor specific the charge-conjugate amplitude is not listed but is one of the amplitudes that is tested.

(1) Cascade amplitudes containing a higher K� resonance.
K1ð1270ÞþðK�0�þÞK�, K1ð1270ÞþðK�

0ð1430Þ�þÞK�, K1ð1270Þþð�0KþÞK�, and K1ð1270Þþð!KþÞK�,
K1ð1400ÞþðK�0�þÞK�,
K2ð1430ÞþðK�0�þÞK� and K2ð1430Þþð�0KþÞK�,
K�ð1680ÞþðK�0�þÞK� and K�ð1680Þþð�0KþÞK�.

(2) Quasi-two-body amplitudes.
K�0 �K�0 S, P, and D wave,
��0 S, P, and D wave,
�! S wave,
�f2ð1270Þ0 P and D wave,

(3) Single-resonance amplitudes.
�fKþK�gS; �fKþK�gP S, P, and D wave; and �fKþK�gD P and D wave;
K�0fK��þgS; K�0fK��þgP S, P, and D wave; and K�0fK��þgD P and D wave;
�f�þ��gS; �f�þ��gP S, P, and D wave; and �f�þ��gD P and D wave;
f0ð980Þ0f�þ��gS and f0ð980Þ0fKþK�gS;
f2ð1270Þ0fKþK�gS;
!fKþK�gS.
(4) Nonresonant amplitudes.
fKþK�gSf�þ��gS; fKþK�gSf�þ��gP; fKþK�gPf�þ��gS; fKþK�gPf�þ��gP S, P, and D wave;
fKþK�gSf�þ��gD; fKþK�gDf�þ��gS; fKþK�gPf�þ��gD P and D wave;
fKþK�gDf�þ��gP P and D wave.
fKþ��gSfK��þgP; fKþ��gPfK��þgS; fKþ��gPfK��þgP S, P, and D wave;
fKþ��gSfK��þgD; fKþ��gDfK��þgS; fKþ��gPfK��þgD P and D wave; fKþ��gDfK��þgP P and D wave.

APPENDIX C: ALTERNATIVE MODELS

The fit fractions and 
2=� for the best seven fits to the
D0 ! KþK��þ�� (models 1 to 7) data are shown in
Table XV. Model 1 is chosen as baseline. Models 8 and 9
contain different variations of the nonresonant amplitude
component.

APPENDIX D: ACCOUNTING FOR QUANTUM
CORRELATIONS

In the analysis the CLEO-c flavor-tagged data are as-
sumed, apart from the proportion of events that were mis-
tagged, to form a pure flavor sample. However, since the
D0 �D0 pair results from the decay of the JPC ¼ 1��
c ð3770Þ particle, the D mesons are produced in a corre-
lated state. For example, when both theD0 and �D0 decay to
CP eigenstates, these states will have opposite CP. The
antisymmetric wave function which describes the decay is

1ffiffiffi
2

p ½AD0ðsÞ �Aj �AjA �D0ðsÞ	: (D1)

Here,Aj (
�Aj) is the amplitude for the decay of the other

D0 ( �D0) in the decay. In this paper the CLEO-c flavor
tagging is provided by tagging the nonsignal D in its
inclusive decay to kaons under the assumption of a
Cabibbo-favored decay. For example, D0 ! K�X and
�D0 ! KþX. Therefore, it is useful to consider the case
where state j of Eq. (D1) is defined to be a specific tag,
labeled by the subscript t, so that

Aj ¼ AðD0 ! K�XtÞ ¼ Kt and (D2)

�A j ¼ Að �D0 ! K�XtÞ ¼ Ktkte
i	t ; (D3)

where Kt, kt, and 	t are real numbers. Therefore, from Eq.
(D1) the full decay rate for the decay of interest against the
specific tag defined by Eq. (D3) will be given by
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�t / K2
t ðjAD0 j2 þ k2t jA �D0 j2 � 2kt½Re½AD0A �D0	 cos	t

þ Im½AD0A �D0	 sin	t	Þ; (D4)

summing over all possible tags t, which will all, in general,
have different values for kt, Kt, and 	t. Hence, the full
decay rate will be given by

� / ð�tK
2
t Þ
�
jAD0 j2 þ

�
�tK

2
t k

2
t

�tK
2
t

�
jA �D0 j2

� 2

�
Re½AD0A �D0	

�
�tK

2
t kt cos	t

�tK
2
t

�

þ Im½AD0A �D0	
�
�tK

2
t kt sin	t

�tK
2
t

���
: (D5)

Defining

hk2i �
�
�tK

2
t k

2
t

�tK
2
t

�
; (D6)

hk cos	i �
�
�tK

2
t kt cos	t

�tK
2
t

�
; and (D7)

hk sin	i �
�
�tK

2
t kt sin	t

�tK
2
t

�
; (D8)

Eq. (D5) can be rewritten as

�/ð�tK
2
t Þ½jAD0 j2þjA �D0 j2hk2i

�2ðRe½AD0A �D0	hkcos	iþIm½AD0A �D0	hksin	iÞ	:
(D9)

Since the tags in question are dominated by Cabibbo-
favored and doubly Cabibbo-suppressed decays, it is noted
that kt � 0:05. Therefore, the term jA �D0 j2hk2i can be
neglected. It is also assumed that the parameters relating
to the tags—ð�tK

2
t Þ hk cos	i, and hk sin	i—will not vary

over theKþK��þ�� Dalitz space; this assumption allows
the term ð�tK

2
t Þ to be absorbed into the normalization,

leaving only the parameters hk cos	i and hk sin	i to be
determined from the data.
A fit to CLEO-c 3770 flavor-tagged data is performed

with the distribution described by Eq. (D9), with hk cos	i
and hk sin	i as additional free parameters. The results of
this fit are hk cos	i ¼ 0:061� 0:042 and hk sin	i ¼
0:029� 0:007. The difference in the values of ReðaiÞ
and ImðaiÞ from the quantum-correlated fit compared to
the nominal fit are used to estimate the systematic
uncertainty.
Quantum correlations are also present for data produced

with a center-of-mass energy of 4170 MeV. However, the
D0 and �D0 particles are generally not produced directly at
this energy but via the decay of higher mass resonances;

TABLE XV. Fit fractions (in %) and 
2=� for alternative models in a combined fit to all flavor and CP-tagged data sets. The
uncertainties are statistical. Where it is necessary to specify the angular-momentum state of pairs of nonresonant particles, this
information is given in the subscript. The baseline model adopted in this paper is number 1.

Model 1 2 3 4 5 6 7 8 9

K1ð1270ÞþðK�0�þÞK� 7:3� 0:8 7:0� 0:8 7:0� 0:8 7:0� 0:8 7:0� 0:8 8:7� 0:9 6:7� 0:8 8:4� 1:0 8:7� 0:9
K1ð1270Þ�ð �K�0��ÞKþ 0:9� 0:3 0:7� 0:3 0:8� 0:3 0:8� 0:3 0:9� 0:3 1:7� 0:5 0:8� 0:3 1:7� 0:5 0:8� 0:4
K1ð1270Þþð�0KþÞK� 4:7� 0:7 4:7� 0:7 4:8� 0:7 4:6� 0:7 6:0� 0:8 5:1� 0:7 6:8� 1:1 6:0� 0:9 4:5� 0:8
K1ð1270Þ�ð�0K�ÞKþ 6:0� 0:8 5:8� 0:7 5:9� 0:7 6:0� 0:8 3:7� 0:8 6:3� 0:8 3:5� 0:8 7:9� 1:3 5:9� 0:9
K�ð1410ÞþðK�0�þÞK� 4:2� 0:7 4:2� 0:7 3:4� 0:7 4:2� 0:7 4:2� 0:7 � � � 4:1� 0:7 3:2� 0:7 3:2� 0:7
K�ð1410Þ�ð �K�0��ÞKþ 4:7� 0:6 4:5� 0:6 2:9� 0:6 4:5� 0:6 4:7� 0:6 � � � 4:5� 0:6 5:1� 0:8 4:7� 0:7
K�0fK��þgP P wave � � � � � � � � � � � � � � � 3:9� 0:7 � � � � � � � � �
�K�0fKþ��gP P wave � � � � � � � � � � � � � � � 3:0� 0:5 � � � � � � � � �
K�0 �K�0 S wave 6:1� 0:8 6:1� 0:8 6:1� 0:8 6:1� 0:8 6:3� 0:8 4:2� 0:6 6:3� 0:8 3:6� 0:8 4:4� 0:8
K�0 �K�0 P wave � � � � � � 0:9� 0:3 � � � � � � � � � � � � � � � � � �
�f�þ��gS 10:3� 1:0 9:0� 0:9 9:1� 0:9 9:6� 1:0 10:1� 0:9 � � � 8:9� 0:9 7:3� 0:9 9:1� 0:9
�f�þ��gP S wave � � � 6:3� 1:1 6:1� 1:1 11:4� 2:5 � � � � � � 5:9� 1:1 � � � � � �
�f�þ��gP P wave � � � � � � � � � � � � � � � 4:7� 0:6 � � � � � � � � �
�f�þ��gP D wave � � � � � � � � � 2:0� 1:1 � � � � � � � � � � � � � � �
��0 S wave 38:3� 2:2 21:0� 2:0 21:2� 1:9 15:9� 2:6 38:0� 2:0 26:8� 1:3 20:9� 1:9 34:6� 2:1 36:7� 0:2
��0 D wave 3:4� 0:7 3:7� 0:7 3:7� 0:7 1:1� 0:6 3:5� 0:7 � � � 3:8� 0:7 2:9� 0:7 2:8� 0:7
�0fKþK�gP S wave � � � � � � � � � � � � 1:2� 0:6 � � � 1:2� 0:6 � � � � � �
fK��þgPfKþ��gS 10:9� 1:2 10:9� 1:1 11:0� 1:1 10:8� 1:1 9:3� 1:1 � � � 9:1� 1:1 � � � 9:0� 1:2
fKþ��gPfK��þgS � � � � � � � � � � � � � � � � � � � � � 11:6� 1:5 5:0� 1:0
fK��þgPfKþ��gP D wave � � � � � � � � � � � � � � � 13:8� 1:2 � � � � � � � � �
f�þ��gPfKþK�gP D wave � � � � � � � � � � � � � � � 2:6� 0:7 � � � � � � � � �
Sum 96:7� 2:6 84:0� 2:0 82:9� 2:0 84:0� 2:0 94:9� 2:3 80:9� 1:4 82:5� 2:0 92:4� 2:4 94:9� 2:4

2=� 1.63 1.64 1.65 1.65 1.66 1.66 1.66 1.77 1.78
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therefore, the interference effects are expected to not be the
same as for the CLEO-c 3770 data. The measured values of
hk cos	i and hk sin	i are 0:051� 0:032 and 0:037�
0:011, respectively.

The systematic shifts due to quantum correlations at the
c ð3770Þ and c ð4170Þ center-of-mass energies are added
in quadrature in order to give the total systematic shift due
to these effects.
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