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‘‘�-angle monodromy’’ occurs when a theory possesses a landscape of metastable vacua which

reshuffle as one shifts a periodic coupling � by a single period. ‘‘Axion monodromy’’ models arise

when this parameter is promoted to a dynamical pseudoscalar field. This paper studies the phenomenon in

two-dimensional gauge theories which possess a Uð1Þ factor at low energies: the massive Schwinger and

gauged massive Thirring models, the UðNÞ ’t Hooft model, and the CPN model. In all of these models, the

energy dependence of a given metastable false vacuum deviates significantly from quadratic dependence

on � just as the branch becomes completely unstable (distinct from some four-dimensional axion

monodromy models). In the Schwinger, Thirring, and ’t Hooft models, the meson masses decrease as a

function of �. In the UðNÞ models, the landscape is enriched by sectors with non-Abelian � terms. In the

CPN model, we compute the effective action and the size of the mass gap is computed along a metastable

branch.
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I. INTRODUCTION

In four-dimensional quantum field theories, the potential
energy for a periodic scalar � such as an axion is often
taken to be a bounded periodic function, e.g. Vð�Þ ¼
�4 cosð�=fÞ. Such potentials can be generated by instan-
ton effects; the periodicity � ! �þ 2�f protects the
theory from perturbative corrections of the form �n.

This is not the only option for a periodic scalar. The
theory may be invariant under shifts � ! �þ 2�f, but
the energy spectrum can shift, so that the potential energy
curves appear as in Fig. 1. When the spatial volume is
infinite, there is a first-order quantum phase transition at
the point � ¼ �f where the levels cross.1 This phenome-
non is known to occur in large-N QCD [2,3]. We will dub
such a phenomenon ‘‘axion monodromy’’ (after [4]), or
‘‘theta angle monodromy’’ in the case that �=f couples as
a theta term and we freeze its dynamics.

Monodromy in field space leads to an interesting class of
models of inflation in string and field theory [1,4–8]. Most
of these models have potentials which are quadratic in the
axion close to the minimum of the branch, and flatten out
far along the branch [4–6,9], as shown in Fig. 2. Inflation
takes place in this flattened regime. In the theory studied in
[5], the flattening appears related to a lowering of the mass
gap of the confining gauge theory as a function of�, and is
generated by the same dynamics that generates the mo-
nodromy. References [1,5,7] also studied the nonperturba-
tive instability of the higher-energy branches. In the
strongly coupled large N theory described in [5] the
branches become completely unstable deep in the ‘‘flat’’
regime to decaying to a lower branch; again, this arises

from nonperturbative gauge dynamics. In the axion-four
form theory described in [1,7], this separation requires that
the axionic domain wall tension be larger than the UV
scale governing irrelevant operators of the theory.
This paper arose from an attempt to better understand

the theories studied in [1,5] by studying two-dimensional
models with a theta term and theta angle monodromy. We
will investigate the massive Schwinger model, the gauged
massive Thirring model, UðNÞ gauge theories coupled to
fundamental matter, and the large-N CPN model. In the
first three models we will set the gauge coupling to be
smaller than the fermion mass, so that there is a tower of
metastable states as shown in Fig. 1. In the CPN model, the
low-energy theory is an Abelian vector field coupled to
charged matter, with the dynamically generated gauge
coupling Oð1=NÞ times the dynamically generated mass
of the charged particles. In all of these cases, we will find
that, unlike the four-dimensional model studied in [5], the
onset of Oð�4Þ corrections to the quadratic behavior of the
energy Eð�Þ � �2 occurs precisely when the branch be-
comes unstable. At present I do not have a really satisfying
explanation for this; it is possible that it is related to the fact
that in two dimensions, the theta term couples to an
Abelian factor of the gauge group. I should also note
corrections to Eð�Þ � �2 are possible if additional neutral
degrees of freedom couple to the gauge sector, for ex-
ample, via a field-dependent gauge coupling; such cou-
plings were shown to lead to flattening in [9].
The basic story for the three models of charged fermions

is that the �-dependent dynamics of all of these theories at
sufficiently low energies is well described by the sine-
Gordon model:

L ¼ K

�
1

2
ð@�Þ2 þ�2 cos�� ð�þ �Þ

2�
~F01 � 1

2~e2
~F2
01

�
;

(1.1)

1At finite volume, in interacting theories, we expect the level
crossings to split and the energy spectrum to break up into bands,
as discussed in [1].
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where ~e, ~F01 are suitably rescaledUð1Þ gauge coupling and
electric field. The resulting potential energy is shown in
Fig. 3. K is �Oð1Þ for the Schwinger model, is propor-
tional to the four-fermion coupling for the Thirring model,
and is proportional to the rank N of the UðNÞ gauge group
for the ’t Hooft model. Thus these latter examples have a
semiclassical limit K ! 1. Let us consider adiabatically
increasing � over many periods. In this case, we will
describe � as living on R (the covering space of S1), and
the highly metastable states as lying at ‘‘large �’’. If one
begins in the true ground state and adiabatically increases
�, a given vacuum becomes a metastable false vacuum. The
mass of scalar fluctuations about the minimum of the false
vacuum (this corresponds to a meson mass) decreases with
�. When ~e2�� ~F01 >mu2, the false vacuum becomes
unstable. When K � 1, and ~e2� < �2, corrections to the
quadratic � dependence of the energy of the false vacua
arise from integrating out � classically, which leads to
corrections of the form ð~e2�=�2Þk. These become impor-
tant just as the false vacuum becomes unstable. The same
phenomenon occurs in the Schwinger model, as can be
seen by integrating out the fermions directly. The CPN

model at low energies is essentially a multiflavor bosonic
version of the Schwinger model—as we will see, the
number of flavors reduces by Oð1= lnNÞ the value of � at
which a metastable branch becomes unstable.

A. Outline

Section II describes the perturbative and nonperturbative
dynamics of gauge theories coupled to charged fermions.
Section II A reviews the classical vacuum structure of the
pure gauge theories. Section II B describes the theories
with charged fermions, and their scalar duals. In Sec. II C
investigate the interplay between corrections to Eð�Þ � �2

and the onset of instability of a branch; I find that in all
of the models discussed the two phenomena occur in the
same regime of �. In Sec. II D discuss the relationship
between these theories and the four-dimensional theories
discussed above. Section III is an investigation of the

FIG. 1 (color online). The potential energy for a periodic
scalar � ¼ f�. For � fixed, the lowest energy branch corre-
sponds to the ground state, and the higher-energy branches are
metastable. The theory has a first-order quantum phase transition
at � ¼ 2�ðnþ 1

2Þ.
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FIG. 2 (color online). The energy as a function of the � term
for the large-N theory studied in [5], for three branches of the
theory. The lines with larger energy correspond to metastable
vacua; far out along a given branch, the metastable vacua flatten
out and become increasingly unstable to decay to the lower
branches.
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FIG. 3 (color online). The potential energy landscape for the sine-Gordon scalar �, in the strong coupling limit; the pure quadratic
potential is superposed on the total potential for reference. Figure (a) shows the potential energy for � ¼ 0. Figure (b) shows the
potential energy for a positive shift of �; note that the minimum has shifted to the right.
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two-dimensional sigma model with target space CPN , in
the largeN limit. I extend the calculation of [10] to find the
nonlinear corrections to the Maxwell action governing
the low-energy dynamics of the CPN model. I compute
the mass gap as a function of �, and the interplay between
corrections to Eð�Þ and the onset of instability for a given
branch, and find that the instability becomes relevant be-
fore the regime in which corrections to Eð�Þ � �2 become
important. Section IV contains two concluding remarks.

II. TWO-DIMENSIONAL GAUGE THEORIES
AND � ANGLE MONODROMY

A. Pure gauge theory

I will begin with a discussion of the spectrum of pure
Abelian and non-Abelian gauge theory on S1 and on R.
The spectrum of these theories will map directly to the
metastable states of the theories coupled to charged
fermions.

1. Abelian theory

Consider a two-dimensional Uð1Þ gauge theory:

L ¼ 1

4e2
F��F

�� þ �

4�
���F��: (2.2)

The � term is normalized so that the quantization of F
ensures that the action shifts by 2�Z as � ! �þ 2�. Here
F�� ¼ @½�A�� is the field strength of an Abelian gauge

field; the only nonzero component is E � F01. Wewill take
the Uð1Þ gauge group to be compact. � induces a constant
electric field [11], and the energy increases as �2. This is
clear in the Hamiltonian formulation of the theory. Fixing
to A0 ¼ 0 gauge, the canonical momentum for A1 is

� ¼ 1

e2
Eþ �

2�
: (2.3)

If the Uð1Þ is compact, then � ¼ k 2 Z. When space is
noncompact, � can be thought of as the charge at infinity
(with opposite charge at �1). There are no local gauge
field dynamics, as the gauge freedom A1 ! A1 � @1�ðx1Þ
is unfixed by A0 ¼ 0.� can only change in the presence of
charged matter. The Hamiltonian is

H ¼ �E�L ¼ e2

2

�
�� �

2�

�
2

(2.4)

and is invariant under the shift � ! �þ 1, � ! �þ 2�.
For fixed �, there are a tower of states with energies

Ekð�Þ ¼ e2

2 ðk� �
2�Þ2. These states reshuffle as one adiabati-

cally increases �, so that the spectrum is as in Fig. 1. This is
the basic phenomenon of ‘‘theta angle monodromy’’.
Although � is a periodic variable, the spectrum is only
periodic if one simultaneously shifts �. For fixed �, one
may increase � continually, and (2.4) will increase quad-
ratically. We will refer to this as ‘‘large �’’. Note that if we
promote � to a dynamical scalar, the theory is the precise

two-dimensional analog of the axion-four form theory
studied in [1,7], as noted in [12].

2. SUðNÞ, SUðNÞ=ZN , and UðNÞ gauge theories
Next, consider the theory

L ¼ 1

4q2
trF ��F ��: (2.5)

Here F is a non-Abelian gauge field strength for SUðNÞ or
UðNÞ.
When space is noncompact, Witten [13] has shown that

this theory has a tower of energy eigenstates, one for every
irreducible representation R of G, with energies ER ¼
q2C2ðRÞ, where C2ðRÞ is the second Casimir of the repre-
sentation. These are the analogs of the � vacua for the
Abelian case, and can be thought of as arising from static
charge in the representation R placed at x ¼ 1 together
with an antiparticle in the conjugate representation placed
at x ¼ �1.
When space is an S1, one can show that the configuration

space is the configuration space of Wilson lines, up to
conjugation by the group. The states are thus described
by the characters �RðgÞ of the irreducible representations
R; the Hamiltonian is once again q2C2ðRÞ [14].2
The gauge field itself is invariant under actions by the

ZN center of SUðNÞ, as is any adjoint matter. If we declare
that the true gauge group is SUðNÞ=ZN , the theory is
labeled by an additional discrete parameter, and for each
value of this parameter the spectrum is a restriction of the
SUðNÞ spectrum. More precisely, if we rotate a given

Wilson line g by the center, g ! !g with ! ¼ e2�i=N,
then �R ! !NR�R, where NR is the ‘‘N-ality’’ of the
representation R (the number of boxes in the corresponding
Young tableaux). The parameter NR mod N can be thought
of as a discrete � term [17]. For a given value of this term,
the spectrum of the theory is labeled by representations
which share the same N-ality.
In the case ofUðNÞ, the algebra is that of SUðNÞ �Uð1Þ.

The gauge field strength F�� ¼ ðdAÞ�� is an N � N

Hermitian matrix, and we can write the SUðNÞ piece as
~F i

j ¼ Fi
j � 1

N
trF�i

j: (2.6)

Defining G ¼ trF
N ¼ dB, Eq. (2.5) becomes

L UðNÞ ¼ 1

4q2
tr ~F��

~F�� þ N

4q2
G��G

��: (2.7)

Note that if we couple F to fundamental matter, B will
couple to this matter with Uð1Þ charge q. Thus, the volume
of the Uð1Þ gauge group is 2�.

2An alternate quantization, using the gauge connection as the
fundamental variable and fixing gauge, leads to an inequivalent
spectrum with extra low-lying states [15,16]; we will not address
that quantization here.
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Following the prior discussion, the energy eigenstates of
the UðNÞ theory on a circle will take the form

c p;Rð�; gÞ ¼ eip��RðgÞ; (2.8)

where � ¼ H
B, p 2 Z, and g 2 SUðNÞ. As before, dif-

ferent values of p, R correspond to different superselection
sectors. The basic point is that if we write a UðNÞ matrix
U ¼ ei�g with g 2 SUðNÞ, then the shift g ! !g (with

! ¼ e2�i=N), � ! �� 2�=N leaves the UðNÞ matrix is
invariant (cf. [18]). The wave functions with

p ¼ Nk� NR þ � (2.9)

will transform as c p;R ! e2�i�=N , and correspond to dis-

tinct superselection sectors labeled by �.
In addition, we can add a theta term for the Abelian

vector field

L� ¼ � �

2�
trF01 ¼ �N

�

2�
G01: (2.10)

Note the factor of N. We can show that � � �þ 2� using
either of two arguments. The first argument (related to that
in [19]) is that the identification ð�; gÞ � ð�� 2�

N ;!gÞ
means that there are Euclidean configurations on the torus
with magnetic flux

R
G01 ¼ 1=N (attended by ZN-twisted

flux in the SUðNÞ sector [18,20]). In these cases the theta
term shifts by 2� when � ! �þ 2�, and the action is
invariant.

The second argument follows from considering the
Hamiltonian in the presence of the � term,

H ¼ 1

2
q2NL

�
P�

N
� �

2�

�
2 þ q2C2ðRÞL; (2.11)

where P� is the momentum conjugate to �, and L is the

circumference of the circle. Without changing the repre-
sentation R, P can only shift byN without changing the ZN

theta angle. Thus, the Hamiltonian will be invariant if we
shift P ! Pþ Nk, � ! �þ 2�k.

The tower of states for the UðNÞ theory is richly struc-
tured. Choose � ¼ � ¼ 0. There is a tower of states with
P ¼ Nk, H ¼ 1

2q
2Nk2L. If R lives in the fundamental,

then P� ¼ Nk� 1, and

H

L
¼ 1

2
q2N

�
k� 1

N

�
2 þ q2

�
N � 1

N

�
(2.12)

as C2ðRfÞ ¼ N � 1
N . If we choose � ¼ 1 and R the trivial

representation, then

H ¼ 1

2
q2N

�
kþ 1

N

�
2
: (2.13)

B. Gauge fields with charged matter

In this section we will discuss the spectrum and the
semiclassical action for the above gauge theories coupled
to charged matter. The stability of excited states with

Abelian or non-Abelian flux will be discussed in
Sec. II C along with the size of quantum corrections to
the effective potential Vð�Þ.

1. Massive Schwinger model

We begin by reviewing the well-known massive
Schwinger model3

L ¼ 1

4e2
F��F

�� þ �

4�
���F�� þ i �c ði6@� 6A�mÞc

(2.14)

and its dual. The presence of charged fermions renders the
excited states of the Abelian vacua metastable; in particu-
lar, if one begins in the ground state at � ¼ 0 and adiabati-
cally increases �, the system becomes metastable to the
pair production of charged fermions [11]. We will discuss
this further in Sec. II C.
The massive Schwinger model is dual via bosonization

to the sine-Gordon theory for a single massive scalar
[11,22]. One first identifies the chiral current as j� ¼
1ffiffiffi
�

p ��
�@��. The gauge field coupling to the Dirac fermions

becomes, upon integrating by parts,
ffiffiffiffi
�

p
�F01, so that �

couples as an axion. Upon integrating out F, one finds:

L ¼ 1

2
ð@�Þ2 � 1

2
e2
�
�þ �

2
ffiffiffiffi
�

p
�
2 þ cm2 cos2

ffiffiffiffi
�

p
�;

(2.15)

where c is a constant of order 1. The potential for � is
shown in Fig. 3, and is a quadratic potential modulated by
the cosine term. As one shifts �, the minimum of the
quadratic terms shifts. In the limit e2 � m2, the sine-
Gordon theory is weakly coupled, and the cosine term is
a small perturbation of the quadratic term in �. In this
limit, only the vacuum at �þ �

2
ffiffiffi
�

p ¼ 0 is even classically

stable. In this case, the analogy to axion monodromy
inflation pertains if we consider � as the inflaton; the
potential is quadratic modulated by periodic corrections.
In four dimensions, these corrections can lead to interest-
ing results such as resonant non-Gaussianity [23–25].
In the limit m2 � e2, there are Oðm2=e2Þ metastable

vacua. As one adiabatically shifts �, the ground state at
� ¼ 0 becomes metastable for � > �, and remains meta-
stable with increasing � until ��Oðm2=e2Þ.
In the sine-Gordon theory, � represents a fermion-anti

fermion bound state or meson (the analog of the 	0 meson
in four-dimensional QCD, as it shifts under chiral rotations
of the fermions). The mass of this particle decreases as
one adiabatically increases �, or equivalently as one
studies higher and higher-energy metastable states. To
see this, first consider vacua near the ground state, at
� ¼ 0; let � ¼ e2=m2 � 1. For the nth metastable vacuum

3A very nice review of the physics of this model and its sine-
Gordon dual can be found in [21].
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above the ground state, where n� � 1, the metastable
vacuum is at �n ¼ ffiffiffiffi

�
p

nð1� �Þ; the mass is

m2
n ¼ V 00ð�nÞ � e2 þm2ð1� 2�2n2�2Þ: (2.16)

Second, consider the metastable vacua which are close to
being classically unstable, again at � ¼ 0. These will occur
for

2
ffiffiffiffi
�

p
�n ¼ 2�nþ 3�

2
� �n: (2.17)

Let 2
ffiffiffiffi
�

p
�nmax

¼ 2�nmax þ 3�
2 � � be the local minimum

of (2.15) with highest possible �. Solving for V 0ð�nÞ ¼ 0,

we find that 0 � � &
ffiffiffiffiffiffiffiffiffi
2��

p
, and

�n �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þ 2�ðnmax � nÞ�

q
; (2.18)

where nmax � n�Oð1Þ. The mass of � at these vacua are

V 00ð�nÞ � e2 þm2�n: (2.19)

If� & 0, then the mass of small fluctuations of� about�n

(drops from m2 to OðmeÞ for the highly metastable vacua.

If �� ffiffiffi
�

p
, the meson mass drops to Oðm3=2e1=2Þ.

2. The gauged massive Thirring model

Next, we add the operator

�L ¼ �1
2g

�c
�c �c
�c (2.20)

to the massive Schwinger model. When e2 ! 0, the theory
is known as the massive Thirring or massive Luttinger
model, and it is dual to the sine-Gordon model for a
scalar living on a circle with (dimensionless) radius

RðgÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
1þg=�
4�

q
4:

L ¼ 1
2R

2ð@�Þ2 � R2�2 cos�: (2.21)

The map between� andm depends on the renormalization
scheme on each side of the duality [26,27]. Let �IR define
the ‘‘normal-ordering scale’’.5 The relation between fer-
mionic and bosonic mass parameters is then m�IR ¼
�2R2. Near� ¼ 0, the mass of the canonically normalized
scalar R� is�2, so that� is the most natural candidate for
�IR

6; in this case, � ¼ m=R2.
When �2 > 0, R changes the RG flow of the theory

[26,28,29]. For R> 1=
ffiffiffiffiffiffiffi
8�

p
, the cosine term is relevant

(this includes R ¼ 1=
ffiffiffiffiffiffiffi
4�

p
, g ¼ 0); the theory flows to

large R, m2 [29]. For R< 1=
ffiffiffiffiffiffiffi
8�

p
the cosine term is

irrelevant and the theory is nonrenormalizable; the theory

flows to a free theory with R � 1=
ffiffiffiffiffiffiffi
8�

p
.

Note that at large R, when the theory (2.21) is semiclas-
sical, increasing R increases the mass of the sine-Gordon
kinks at fixed �. This is because the overall action (2.21)
increases as R2, although the equation of motion is inde-
pendent of R. The resulting mass of a kink thus scales as

mkink � R2� ¼ 1

4�

�
1þ g

�

�
�: (2.22)

For �IR ¼ �, this is still the mass parameter m appearing
in the fermion action (2.20).
Now consider adding (2.20) to the Schwinger model

(2.14). The scalar dual is

L ¼ 1

2
R2ð@�Þ2 þ R2�2 cos��

�
�þ �

4�

�
���F��

� 1

4e2
F��F

��: (2.23)

The coefficient of the�� F coupling is set by the fact that
�, like �, has periodicity 2�. Rescaling the gauge field and
gauge coupling F ¼ R2 ~F, e2 ¼ ~e2R2, the action becomes:

L ¼ R2

�
1

2
ð@�Þ2 þ�2 cos�� ð�þ �Þ

2�
~F01 � 1

2~e2
~F2
01

�
:

(2.24)

R appears as a loop-counting parameter.
If we fix the canonical momentum of F to vanish, then

we can write the Hamiltonian as

H ¼ 1

2R2
�2

� þ R2

�
��2 cos�þ 1

2
~e2ð�þ �Þ2

�
: (2.25)

In the limit ~e2 <�2 or e2 <m2=R2, the theory has a global
minimum andOð~e2=�2Þmetastable vacua. In this case, the
scalar mass close to the minimum is still �2, and it makes
sense to continue to set �IR ¼ �.
In the limit ~e2 >�2, the quadratic term dominates and

there are no metastable vacua. In this latter case, the
physical mass of � is ~e2 ¼ e2=R2. This relation is the
two-dimensional version of the relation found in [1] be-
tween the axion mass, axion decay constant, and unit of
four-form flux quantization. Note that in this case, the
natural value of �IR is the physical mass ~e of the canoni-
cally normalized scalar (cf. [30]). Adopting this, we find
that �2R2 ¼ m~e.

3. The UðNÞ ’t Hooft model

Now consider the theory

L ¼ 1

4e2
trF��F

�� þ �

4�
tr���F��

þ �c iði�i
j 6@� 6Ai

j � �i
jmÞc j: (2.26)

4This is related to [26] by the redefinition � ! �R, with R
denoted � in that text.

5�IR is by decomposing a scalar field in creation and annihi-
lation operators corresponding to a scalar of mass �IR, and
normal ordering with respect to those operators. Similarly, one
can define the scalar propagator as h�ðxÞ�ð0Þi ¼ � 1

4� ln�2
IRx

2,
and compute correlation functions of ei�� using Wick’s theorem
with this propagator.

6A different choice would lead to finite renormalization effects
in the definition of the composite operator cos�; this is nicely
explained in [26].
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Here F ¼ dAþ A2 is the field strength for gauge group
G ¼ SUðNÞ, or UðNÞ. We take the quarks c to transform
in the fundamental representation Rf of G. The Uð1Þ
charge corresponds to N times the baryon number.

In the case G ¼ SUðNÞ, the excited states labeled by
representations R are all metastable [13]; if R 	 Rf con-

tains a representation R0 such that C2ðR0Þ<C2ðRÞ, the
system can make a transition from the state labeled by R
to the state labeled by R0, via pair production of quarks.

WhenG ¼ UðNÞ the Abelian flux leads to a richer story.
The Lagrangian is

L ¼ 1

4q2
tr ~F��

~F�� þ N

4q2
G��G

�� þ N�

2�
G01

þ �c iði�i
j 6@� ~6Ai

j � �i
j 6B� �i

jmÞc j; (2.27)

where ~F ¼ d ~Aþ ~A2, G ¼ dB are the fields that appear in
(2.7). As discussed in Sec. II A 2, absent the fermions the
theory has a rich landscape of states labeled by �, R. Many
of these are rendered metastable or unstable by the inclu-
sion of charged matter. Depending on the value of �, R one
can pair produce quarks which carry both SUðNÞ and Uð1Þ
charge, or baryons which have Uð1Þ charge alone. We will
find in Sec. II C that the dominant decay channel is via
baryon pair production.

We will focus on the weakly coupled limit e2 � m2.
(We will see presently that it is e2=m2 which governs the
stability of the theory against baryon production; m� e2N
is the threshold at metastable vacua exist for which quark
pair production is energetically favorable). For discussions
of the strong coupling dynamics when either the Uð1Þ or
SUðNÞ symmetry is gauged, see for example [30–33]. Near
the true vacuum of the theory, this limit is best studied via
the fermionic presentation. However, far along a meta-
stable branch parametrized by �, the bosonic dual is a
useful presentation of the theory.

The non-Abelian bosonization of (2.27) follows
[26,30,34]. The bosonic degrees of freedom consist of a

scalar � with radius
ffiffiffiffiffiffiffiffi
�N

p
, and an SUðNÞ matrix g, with

Lagrangian:

S ¼ SWZWðg; ~AÞ þ
Z

d2x

�
1

2
ð@�Þ2 �

� ffiffiffiffi
N

p
2

ffiffiffiffi
�

p �þ N�

2�

�
G01

� N

2e2
G2

01 �
1

2e2
tr ~F2

01 þ�2ðtrgei
ffiffiffiffiffiffiffiffiffiffiffi
ð4�=nÞ

p
� þ c:c:Þ�IR

�
:

(2.28)

Here �IR is the mass scale at which we normal order the

composite operator ðtrgei
ffiffiffiffiffiffiffiffiffiffiffiffi
ð4�=NÞ

p
�Þ, and �2 ¼ m�IR.

SWZW is the gauged SUðNÞ Wess-Zumino-Witten action
at level k ¼ 1 [30].

The interactions between the SUðNÞ and Uð1Þ bosons
clearly depend only on the eigenvalues of g, and for� ¼ 0
the potential energy is minimized by g ¼ 1. To get a
handle on the large-� limit, we will first study the

Abelian bosonization of the theory following [31,35] (see
[32,33] for a further review and references). We set

ji� ¼ �c i
�c i ¼ 1ffiffiffiffi
�

p ��
�@��

i: (2.29)

Following [31,35], we write

�i ¼ �ffiffiffiffi
N

p þX
j

MN�i;N�j�j; i 2 ð1; . . .NÞ;

j 2 ð1; . . . ; N � 1Þ; (2.30)

where� is the same scalar as in (2.28) and �j couples only

to the SUðNÞ gauge field. The N � ðN � 1Þ matrix M is
defined as

MN�i;N�j ¼

8>>>>><
>>>>>:

0 j < i� 1

�
ffiffiffiffiffiffiffi
j

jþ1

q
j ¼ i� 1

1ffiffiffiffiffiffiffiffiffiffiffi
jðjþ1Þ

p j > i� 1

: (2.31)

It is easy to show that
P

iMN�i;N�j ¼ 0,P
iMN�i;N�jMN�i;N�k ¼ �j;k. If we move to the

Hamiltonian form of the theory and integrate out the gauge
fields after an appropriate gauge fixing, we find [31,35]:

H ¼ 1

2
�2

� þ 1

2
ð@1�Þ2 þ XN�1

i¼1

�
1

2
�2

i þ
1

2
ð@1�iÞ

�
þ Vð�;�iÞ

V ¼ e2

2�

X
i

ð�iÞ2 þ e2

2�

�
�þ

ffiffiffiffi
N

�

s
�

�
2

�m�IR cos

�
2

ffiffiffiffi
�

N

r
�

�X
i

cos

�X
j

MN�i;N�j�j

�

þm�IR sin

�
2

ffiffiffiffi
�

N

r
�

�X
i

sin

�X
j

MN�i;N�j�j

�

��2
X
i;j�i

sinð�i ��jÞ
�i ��j ; (2.32)

where �IR is the normal-ordering scale. At large m2, we
choose � ¼ m

4� , which we will find corresponds (near the

true vacuum) to bosons of mass m2. (This is in distinc-
tion to strong coupling, e2 � m2, which is the focus of
study in [30,31,35].) At strong coupling, the final term in
V is clearly difficult to normal order and is best repre-
sented merely as a complicated nonlinear function of
�i ��j [31]. However, when m2 � e2, this term has
a clear minimum at �i ¼ �j, where � ¼ 0, and we can
define the potential by a power series expansion about
this point:

X
i;j�i

sinð�i ��jÞ
�i ��j � 1� 1

6

X
i;j�i

ð�i ��jÞ2 � 1� N

3

X
k

�2
k:

(2.33)
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It is easy to see that �i ¼ 0 remains a classically stable
solution to the equations of motion as � increases. The
third term in (2.32) will contribute zero to the mass of �
at this point. As we adiabatically increase � so that � is

pushed to some highly metastable branch, cosð2 ffiffiffi
�
N

p
�Þ at

the metastable branch will become small. The final term
in (2.32) will still be of order m2 and will continue to
dominate. We can thus integrate out �i to find the
effective dynamics for �:

Vð�Þ ¼ e2

2�

�
�þ

ffiffiffiffi
N

�

s
�

�
2 �m2N

4�
cos

�
2

ffiffiffiffi
�

N

r
�

�
: (2.34)

The result is equivalent to (2.28) if we set g ¼ 1.

Rescaling � ¼ ffiffiffiffi
N

p
’, we find:

S ¼ N
Z

d2x

�
1

2
ð@’Þ2 �

�
2

ffiffiffiffi
�

p
’� �

2�

�
G01

� 1

2e2
G2

01 �
m2

4�
cos2

ffiffiffiffi
�

p
’

�
: (2.35)

As we increase �, the theory becomes unstable at pre-
cisely the same value as it does in the theory (2.14). In
this case, however, the kink solitons which get pair-
produced are baryons [31] with Uð1Þ charge N and
mass Nm.

The action (2.26) was discussed in [30] when either only
the Uð1Þ or SUðNÞ gauge symmetries were gauged, in the
limit that e2=N � m2 for the Uð1Þ theory, or e2 � m2 for
the SUðNÞ theory. In these cases, one naturally normal
orders the theory at the scale of the gauge coupling e2=N
or e2. For the Uð1Þ case, the gauging gives a mass to the
boson�which overwhelms the potential energy dual to the
fermion mass, and there are no metastable states. For
the SUðNÞ case, the gauging leads to a mass for g and an
expectation value htrgi � N and the low-energy effective
theory is a sine-Gordon model. We refer the reader to [30]
for a more complete discussion.

4. The ’t Hooft model with Uð1Þ
current-current interactions

As in Sec. II B 1, we will add a four-fermion term equal
to the square of the Uð1Þ current:

�L ¼ � 1

2
g �c i
�c i

�c j
�c j ¼ Ng

2�
ð@�Þ2: (2.36)

The resulting Lagrangian for � is

S ¼ N
Z

d2x

�
1

2
~R2ð@’Þ2 �

� ffiffiffiffi
�

p
’� �

2�

�
G01

� 1

2e2
G2

01 �
m2 ~R2

4�
cos2

ffiffiffiffi
�

p
’

�
; (2.37)

where

~R 2 ¼ 1

4�

�
1þ Ng

�

�
: (2.38)

The cosine term in multiplied by a factor of ~R2 so that the
physical mass of � does not change. As in Sec. II B 1, we

can rescale G ¼ ~R2 ~G2, e2 ¼ ~R2~e2, and find

S ¼ N ~R2
Z

d2x

�
1

2
ð@’Þ2 �

� ffiffiffiffi
�

p
’� �

2�

�
~G01

� 1

2~e2
~G2
01 �

m2

4�
cos2

ffiffiffiffi
�

p
’

�
: (2.39)

Again, begin with the system in the true ground state at
� ¼ 0, and begin increasing �, staying on a given branch of
the monodromy potential as it becomes metastable. Let
�ðm; eÞ �m2=e2 be the value of � for which that branch
becomes unstable in theory (2.35). In the theory (2.39), a
given metastable branch becomes unstable at the same
value of � ¼ �ðm; ~eÞ �m2=~e2. At large ~R, ~e � e and the
range of � is extended.

C. Stability and quantum corrections

The motivation for this work was the study of four-
dimensional ‘‘axion monodromy’’ models in which the �
term becomes a dynamical axion. Models which are at all
calculable appear to lead to a potential which starts quad-
ratically in the axion near the bottom of the potential, and
then flattens out, running as a power�p with p < 2 at large
p [4,6,9], or even going as V0ð1� ð�=�ÞnÞ [5]. We would
like to know if this occurs in two dimensions. On the other
hand, we will find that the probability for the metastable
vacuum to decay also increases for larger �, as also occurs
in [5]. In that work, there is a range along a given meta-
stable branch where the potential is flat and transitions to
lower-energy vacua are suppressed. In this section we will
argue that for all of the models studied in Sec. II B, the
instability kicks in as soon as the nonquadratic corrections
are Oð1Þ.

1. The Schwinger model

For � ¼ 0 and j�j>�, E ¼ e2�
2� , the branch starting at

the ground state of � ¼ 0 becomes metastable, and the
theory becomes unstable to pair production of the charged
fermions [11]. This has the effect of shifting � ! �� 1
between the charges.
For � � m2=e2, the decay probability can be described

by a Euclidean worldline instanton; a circular trajectory for
the charged particle surrounding a region of electric field
with strength E� e2. The action is [36,37]

Sinst ¼ �m2

�E
¼ �m2

E� 1
2 e

2
; (2.40)

where E is the difference between the energy densities inside
and outside of the bubble. One might expect that the states
remain metastable so long as the action S <Oð1Þ, that is
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E� 1

2
e2 ¼ e2

�
�

2�
� 1

2

�
<�m2: (2.41)

For the Schwinger model this is in fact that case, as we will
see by summing up the instantons and by studying the sine-
Gordon dual. Indeed,m2=e2 is the only dimensionful ratio in
the theory.

In the limit m2 � e2, the fermionic theory is weakly
coupled and the loop expansion should be a good one. At
one loop, the effective Lagrangian can be easily calculated
after [38] (see also chapter 4.3 of [39]):

Leff ¼ � i

4�

Z 1

�

ds

s
E cothðEsÞe�im2s; (2.42)

where � is the proper time cutoff. The imaginary part of the
effective Lagrangian is the decay rate per unit time per unit
length:

� ¼ � E

4�

X1
n¼1

1

n
e�n�m2=jEj ¼ � E

4�
lnð1� e��m2=jEjÞ:

(2.43)

For jEj � m2 this is clearly a sum over multiple instan-

tons. For jEj � m2 �� E lnjEj
m2 diverges logarithmically

in E.
We can also study this decay process in the sine-

Gordon theory, where the potential for � is illustrated
in Fig. 3. As one increases � adiabatically the cosine
modulation shifts. As � is dialed past � ¼ �, the ground
state evolves to the lowest-lying metastable state. As �
continues to increase, the energy of this state gets higher
and higher; as � increases above 2�ðn� 1

2Þ, there are n�
1 lower-energy metastable states and the ground state
with lower energy. For such metastable states, instability
proceeds via pair production of ‘‘kink’’ solitons interpo-
lating between neighboring metastable vacua. For ��
ðfewÞ � 2�, the probability can be computed in the bo-
sonic picture using the ‘‘thin wall’’ approximation [21].
For false vacua at energies close to the region of classical
instability, the thin wall approximation breaks down; the
barrier height gets low, and the separation between ad-
jacent vacua becomes small. In this regime, we expect
semiclassical techniques to fail. Furthermore, the poten-
tial energy of the classical minima of the false vacua will
begin to be larger than that of the top of the barrier
separating the next two lower-energy minima. It is then
possible for the system between the kinks to overshoot
that barrier and continue to evolve.

The next question is whether the overall quadratic en-
velope of Eð�Þ might begin to steepen or flatten when � is
large. First, recall that before including fermion loops, we
can integrate out the gauge field and find the energy as a
function of � to be

E class ¼ e2

2

�
�

2�

�
2
: (2.44)

Fermion loops will induce, at low energies, corrections of
the form

�L�X
k

ck
trFk

m2k�2
(2.45)

for small E2=m2, where m2 is the fermion mass, and
ck are some dimensionless coefficients which can
be computed as a power series in e2=m2. (Super-
renormalizability implies that we need not worry about
the cutoff dependence). The coefficients cn can be com-
puted exactly at the one-loop level (cf. [40]). Equation
(2.45) includes a renormalization of the gauge kinetic
term, shifting the coupling by e2 ! ~e2 ¼ e2=ð1� e2=
ð6�m2ÞÞ; in the weak coupling limit this is a small shift.
In the Abelian case, integrating out the gauge fields leads
to a modification of the quadratic potential Eð�Þ � e2�2,
to one of the form

E ð�Þ ¼ e2
�
�

2�

�
2X

k

�
e2�

m2

�
k
: (2.46)

The upshot is that the k 
 1 corrections become impor-
tant precisely as the theory becomes classically unstable.
Nonetheless, let us compute the leading Oð�4Þ correc-

tion to Eð�Þ. In the limit E � m2, we can expand (2.42) out
to quartic order in E. Ignoring the leading quadratic diver-
gence (which renormalizes the cosmological constant), the
combined tree-level and leading one-loop terms in the
effective action are

L ¼ E2

2~e2
� 1

90�

E4

m6
� �

2�
E: (2.47)

The canonical momentum is

� ¼ 1

~e2
E� 2

45�

E3

m6
� �

2�
: (2.48)

The corresponding Hamiltonian is

H ¼ 1

2~e2
E2 � 1

30�

E4

m6
: (2.49)

This appears to flatten as a function of E. However, if we
study the � ¼ 0 branch, for which

E� ~e2�þ 2~e8

45�m6

�
�

2�

�
3
; (2.50)

we find that

E ð�Þ ¼ ~e2

2
�2 þ ~e8

90�m6

�
�

2�

�
4 þ . . . : (2.51)

Thus, the effect of the fermion loops is to slightly steepen
Eð�Þ.
When E * m2, the theory is clearly unstable. Still, one

can compute the real part of (2.42) in this regime. Defining
t ¼ m2s, and expanding the hyperbolic cotangent in a
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power series in e�2Et=m2
, one finds that the leading

E-dependent term is7:

Leff ��E

4
; (2.52)

which gives a finite renormalization of the �-term. Leff is
clearly subleading to the classical action E2=ð2e2Þ; the one-
loop term does not dominate even at large E.

In the limit m2 � e2, the cosine potential provides a
small modulation of the quadratic potential. For fixed �, �
will always slide down to minimize the potential energy
term in (2.15). One could consider � as the axion; this
model is then the two-dimensional version of that studied
in [1]. As in that work, periodicity in � prevents any direct
corrections of the form �n; corrections to the effective
potential for � will arise from corrections of the form
(2.45). There is no reason for the small cosine term to
significantly flatten the potential. For vanishing m2, the
sine-Gordon theory is Gaussian, with a linear coupling to
the Abelian gauge field, and the cosine perturbation does
not grow at large distances relative to the tree-level scalar
potential, unlike many marginal perturbations in field
theory.

Thus, if the function Eð�Þ deviates from a quadratic
potential along a metastable branch before the branch be-
comes classically unstable, the deviation will have to arise
from a coupling of the gauge field to additional lighter
degrees of freedom which are not also charged to that
gauged field. An obvious possibility is to let the gauge
coupling e2 depend on a scalar c with mass ~m � m.
Related couplings were discussed various four-dimensional
models in [1,9].

2. The gauged Thirring model

Next, we consider the Schwinger model plus the term
(2.20), in the limit g � 1. In this limit, even for e2 � m2,
perturbation theory for the fermionic theory fails.
However, we will see that the bosonic dual (2.24), with
R2 ¼ ð1þ g2=�Þ=4�, is clearly semiclassical in this limit,
so the theory can be put under control.

Again, as we adiabatically increase �, the ground state
flows to a metastable state. For �� ðfewÞ � 2�, the insta-
bility occurs through the pair production of scalar kinks.
We expect the instanton action to scale as R2. It is clear that
the mass of a scalar kink is mkink � R2�. The energy
difference between vacua if one shifts � ! �� 2� is
�E � R2ð ~E� 1

2
~e2Þ, where ~E ¼ ~F01. Thus, we expect the

instanton controlling the pair production of kinks and
antikinks to have the action

Sinst;R ¼ �m2
kink

�E
� �R2�2

~E� 1
2
~e2

: (2.53)

One might expect that the theory becomes unstable when
~E * R2�2. However, this argument is misleading. As
with the Schwinger model, the thin wall approximation
will start to break down for instantons mediating the
decay of sufficiently high-energy metastable states. It is
clear from (2.24) that the theory becomes unstable when
~E� ~e2���2 � R2�2. The point is that the action
takes the form R2fð~e2�=�2Þ where f is getting small
as ~e2�=�2 ! 1.
In the limit R2 ! 1, for ~E<�2, the corrections to the

effective action for F01 can be found semiclassically by
solving the equation

�2 sin� ¼ � ~F01

2�
: (2.54)

It is clear that � is a function of
~E
�2 , and that this ratio

controls corrections to the leading action for ~F. The cor-
rections become important precisely when the theory
becomes completely unstable.

3. The UðNÞ ’t Hooft model

Next we turn to (2.26), in the limit m2 � q2, N � 1.
Begin with the vacuum � ¼ 0, R ¼ ðtrivialÞ, and adiabati-
cally increase �. Two kinds of particles can be pair
produced. A quark-antiquark pair will change the repre-
sentation to Rf and will change P� in (2.11) by one unit.

One may also pair-produce baryons, bound states of N
quarks with Uð1Þ charge N and vanishing non-Abelian
charge. The resulting state will have vanishing non-
Abelian flux, and will have P� shifted by N. This is

physically equivalent to keeping P� vanishing and shifting

� by 2�.
As � is increased, baryon pair production is allowed

before quark pair production. The former will occur as
soon as � > �. The baryons have mass cNm with c an
order 1 constant. The semiclassical action will be

S ¼ �m2
baryon

�E
¼ �N�2

q2ð �
2� � 1

2Þ
: (2.55)

Quark pair production will be allowed when

1

2
q2N

�
�

2�

�
2
>

1

2
q2N

�
�

2�
� 1

N

�
2 þ C2ðRfÞ: (2.56)

Since C2ðRfÞ ¼ N � 1
N , this condition means that

�E ¼ q2
�
�

2�
� N þ 1

2N

�
> 0: (2.57)

Thus, confinement screens the theory against quark pair
production for �=2�<N � 1=2N.
In the large-N limit, the dual sine-Gordon theory

(2.35) becomes semiclassical. The analysis of stability
and quantum corrections for this action is identical to7This is consistent with the Lorentzian continuation of [40].
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that in Sec. II C 2. The theory becomes unstable to
baryon condensation when � > m2=e2. This occurs above
the threshold for quark-anti quark pair production if
m2 � Ne2 � �, with � the two-dimensional ’t Hooft
coupling.

Section II A 2 described additional states with non-
Abelian flux which become metastable in the presence of
dynamical quarks. For example, consider the state with
� ¼ � ¼ 0, but with non-Abelian flux in the fundamental
representation. (This could arise from placing quarks at
infinity, and canceling the Abelian flux by shifting the �
term). The energy density of this state is EN ¼ q2ðN � 1

NÞ.
Pair production of quarks screens this flux, and generates
Uð1Þ flux, shifting P� in (2.11) by one unit. The final

energy will be E ¼ q2

2N .

4. The ’t Hooft model with Uð1Þ
current-current interactions

One again, when Ng in (2.36) is large enough that
N ~R2 � 1, the scalar theory (2.39) becomes semiclassical.
The only difference from the previous two sections is the
functional form of the prefactor. Once again, the theory

becomes classically unstable precisely at the values of ~G01

that the quartic and higher terms in the effective action for
~G kick in.

D. Relation to four-dimensional models

In this section we would like to compare the theories
studied here to a closely analogous four-dimensional
model of axion monodromy [1]. The remainder of the
paper will not depend on this section.

In [1] the authors studied a four-dimensional model:

S ¼
Z

d4x
ffiffiffi
g

p �
m2

plR
ð4Þ � 1

48
ðFð4ÞÞ2 þ 1

2
ð@�Þ2 ���Fð4Þ

�
(2.58)

closely related to the theories studied here. Here Fð4Þ is a
four-form field strength for a three-form potential; com-
pactness of the associated gauge group ensures that F is

quantized as Fð4Þ ¼ qn�ð4Þ, where q has dimension two,

and �ð4Þ is the four-dimensional volume form. n can only
change via membrane nucleation. R is the Ricci scalar for
the metric g, and mpl is the four-dimensional reduced

Planck mass. � a four-dimensional pseudoscalar with field
space periodicity f�. � is a mass parameter. The theory is

periodic under shifts � ! �þ f�, n ! n� 1 so long as

q ¼ �f�: (2.59)

In [1], the scalar field � was the inflaton, and the authors
considered monodromy in this variable. One could also
consider terms sinusoidal in�, but for slow-roll inflation to
work these terms must be suppressed. At fixed �, the
theory has a set of metastable configurations labeled by

an integer n, with energy ðqn�m�Þ2. For fixed n, � is a
massive scalar field. If m is of order 1013 GeV this leads to
a viable model of inflation, so long as membrane nuclea-
tion is suppressed, and light moduli do not couple too
strongly to F, �.
The action for membrane nucleation is

S ¼ 27�2

2

4

ð�VÞ3 ; (2.60)

where  � M3
T is the membrane tension, and �V is the

difference in potential energy density between the exterior
and interior of the bubble At tree level, the equations of

motion for Fð4Þ give V ¼ 1
48F

2; with F0123 ¼ qn, we can

write �V ¼ qF0123 � ~F0123, and then:

S ¼ 27�2

2

4

ð ~FÞ30123
: (2.61)

Here ~F has kinetic term 1
48q2

~F2; this normalization is closer

in spirit to that we have chosen for the two-dimensional
Maxwell field.
Reference [1] studied quantum corrections to the tree-

level dynamics. By itself, quantum corrections generated
by loops of � and of the graviton in (2.58) do not spoil
inflation [41]. The crucial question is whether additional
degrees of freedom (as any UV-complete theory of quan-
tum gravity would have) at a UV scale M lead to large
corrections that spoil slow-roll inflation. In [1], the authors
were especially interested in the viability of inflation with a
quadratic potential, so the emphasis was on ensuring that
the corrections to the quadratic potential were small.
Corrections of the form

�L ¼ ðFð4ÞÞ2X
k

ðFð4ÞÞ2k
M4k

; (2.62)

lead, after integrating out F, to corrections to the classical
scalar potential Vc ¼ 1

2�
2�2 of the form

�V ¼ Vc

X
k

Vk
c

M4k
: (2.63)

This was based on the assumption that the additional UV
degrees of freedom at scale M couple most naturally to F
rather than to ~F. If they coupled instead to ~F, then we
would find

�V ¼ V
X
k

�
q

M2

�
2 Vk

M4k
: (2.64)

Since the model is viable only if q � M2 to begin with,
such corrections are further suppressed. The upshot is that
we find corrections to V � 1

2m
2�2 when ~F � ðM2g2;M4Þ,

depending on whether the UV degrees of freedom at scale
M couple to F or to ~F, respectively. On the other hand,
instability to domain wall nucleation becomes dangerous
when ~F � M4

T , the scale set by the domain wall tension.
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A regime in which Vð�Þ deviates from a quadratic poten-
tial without rapid membrane nucleation occurring requires
MT � M if UV degrees of freedom couple to ~F, and
M4

T � qM2 if the UV degrees of freedom couple to F.
The latter case gives a slightly wider range for MT . An
obvious way for this to happen is for F to couple to
relatively light moduli; it was argued in [9] that this would
generically lead to flattening.

An analogy to the massive Schwinger model arises if we
promote the two-dimensional � parameter to a dynamical
scalar field � with periodicity 2�, and consider the two-
dimensional Maxwell field as the analog of ~F. The fermi-
ons, dual to the sine-Gordon scalar field, are the analogs of
the domain walls in four dimensions. If the canonically
normalized field ~� has dimensionless radius R, then we
find that the physical mass will satisfy m2

� ¼ e2=R2, in

analogy to the condition (2.59). In the discussions in
Sec. II B and II Cthe massive fermions also provide the
additional UV degrees of freedom at mass M ¼ m. In this
case we find, roughly, that the ‘‘tension’’ of the 0d domain
walls is MT ¼ m as well, which is hardly a surprise since
the ‘‘domain walls’’ and the fundamental degrees of free-
dom are the same when e2 � m2. Thus, as discussed in
Sec. II C 1, a perturbatively stable branch with an energy
that is nonquadratic in �, requires coupling F�� to light

neutral fields c , via couplings such as fðc ÞF2.
As discussed in the introduction, a related four-

dimensional field theory model is a an axion coupled to
the topological charge trF ^ F on a non-Abelian gauge
theory. A specific, nonsupersymmetric, strongly coupled
version was studied in [5]. In that example the monod-
romy, the flattening of the potential, and the instability
were all generated by the underlying non-Abelian gauge
dynamics. The flattening, in particular, is associated with
a reduction of the mass gap as a function of � along a
given branch. One might ask whether a two-dimensional
analog with a dynamically generated mass would lead to
a similar effect. We now turn to a canonical example in
this class.

III. THE CPN MODEL

In this section we wish to study a theory for which the
theta term arises in an asymptotically free theory with a
dynamically generated mass scale. An obvious candidate is
the CPN model, long studied as a two-dimensional analog
to QCD. The large N limit provides a potential analog to
the existing work in four dimensions on �-angle monod-
romy [2,3,5,42,43], and places the theory under computa-
tional control. At low energies, the model is described by
an Abelian gauge field coupled to massive charged bosons,
with the gauge coupling and boson mass generated dy-
namically. With all of that, we will find that the regime
in which Eð�Þ deviates from E � �2 is identical to the
regime when pair production of charged bosons becomes
unsuppressed. Nonetheless, the detailed calculations are

interesting in this case. For example, the dynamically
generated mass depends on the �-induced electric field;
furthermore, we find a barest hint of Eð�Þ beginning to
flatten before the theory becomes unstable.

A. Introduction to the model

The two-dimensional nonlinear  model with target
space CPN model can be written as [10,44]

S¼
Z
d2x

�
N

g2
jð@� iAÞzij2��ðziz�i �1Þþ �

2�
���@�A�

�
:

(3.65)

Here zi�1;...;N are a set of N complex scalar fields; � is a
Lagrange multiplier enforcing

P
ijzij2 ¼ 1, and A� is a

nondynamical gauge field which gauges away an overall
phase rotation of zi. This combination of restricting to
S2N�1 � CN followed by the gauging is equivalent to the
description of CPN as CN=C�. Upon integrating out A, the
� term is equivalent to �

R� ! where ! is the Kahler form

of CPN .
The effective action about E ¼ @0A1 � @1A0 ¼ 0 was

computed in [10,44]. We will compute the effective action
E increases. We do this integrating out zi, �. The effective
action upon integrating out zi is

Seff ¼ iN tr ln

�
�ð@� iAÞ2 � �g2

N

�

þ i
Z

d2x

�
�þ �

2�
���@�A�

�
: (3.66)

Following [38], the effective Lagrangian is

Leff ¼ � iN

4�

Z 1

0

ds

s

E

sinhEs
e�ið�g2s=NÞ þ �þ �E

2�
:

(3.67)

This is divergent at s ! 0; s has dimensions of ðlengthÞ2,
so the divergence is quadratic.

B. The dynamically generated mass gap

The Lagrange multiplier � couples as a mass term to
the bosons zi. At leading order in 1=N, � acquires a
nonvanishing expectation value, found by solving for
d�L ¼ 0:

1� g2

4�

Z 1

0

Eds

sinhs
e�iM2s ¼ 0; (3.68)

where I have used M2 ¼ g2�=N. Let us first discuss the
E ! 0 limit [10]:

1� g2

4�

Z 1

0

ds

s
e�iM2

0
s ¼ 0: (3.69)

This is logarithmically divergent. In order to more easily
do the integral, we can analytically continue s ¼ �it,
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and cut off the integral over the Euclidean proper time at
t ¼ 1=�2, where � is the UV cutoff. This gives:

1� g2

4�

Z 1

1=�2

dt

t
e�M2

0
t ¼ 0: (3.70)

This integral is dimensionless. The leading divergence is
� lnM2=�2. There is no finite piece; the remaining terms
are powers ofM2=�2, which we will ignore. Thus, we find

�g2

N
� M2

0 ¼ �2 exp

�
� 4�

g2
� 


�
(3.71)

as in [10]; here 
 is the Euler-Mascheroni constant. If we
consider the low-energy effective action for small fluctua-
tions of z, A, this becomes the dynamically induced mass
for zi.

Now let us consider E � 0, in the regime E=�2 � 1,
E=M2 � 1. The finite part of the integral in (3.68) can be
computed exactly:

I ¼
Z 1

0
ds

�
E

sinhEs
� 1

s

�
cosM2s

¼ �Rec

�
1

2
þ iM2

2E

�
þ ln

�
M2

2E

�
� 2�i

e��M2=E

1þ e��M2=E
;

(3.72)

where c ðxÞ is the digamma function. In the limitM2 � E,
the imaginary part is exponentially small and we will
ignore it in solving the gap equation. We can also compute
the finite part of (3.68) in a power series by expanding
1= sinh in a power series. This also misses the imaginary
part, which arise from the poles in the integrand of (3.68)
along the imaginary axis. The leading terms in the finite
part of the gap equation are

1þ g2

4�

�

þ ln

�
M2

�2

�
� E2

6M4
� 7E4

60M8
þ . . .

�
¼ 0: (3.73)

We can solve for M2 in a power series:

M2 ¼ M2
0 þ

E2

6M2
0

þ 3E4

40M6
0

þ . . . : (3.74)

Thus M2 depends explicitly on E.

C. Effective action

Let us return to (3.67). This contains both a quadratic
and logarithmic divergence in the E ! 0 limit:

Ldiv ¼ � iN

4�

Z 1

�

ds

s2
e�iM2s: (3.75)

We set � ¼ 1
i�2 . If we redefine is ¼ t, then the lower limit

becomes the standard proper time cutoff. If we throw out
all terms which are positive powers of � (these will be of
order M2=�2), then:

Ldiv ¼ N�2

4�
þ NM2

4�

�

� 1þ ln

�
M2

�2

��
: (3.76)

I will ignore the first quadratic divergence, which renorm-
alizes the cosmological constant.
The finite part of Leff can be calculated perturbatively

in E2=M4 by: redefining the integration variable in (3.67)
as u ¼ M2s, expanding the hyperbolic cosecant in a
power series, and subtracting the leading term which
gave the UV divergence. As before, this procedure will
miss effects nonperturbative in jEj=M2: in particular, the
imaginary part will not appear. The finite part computed
in this way is a power series in E2=M4 identical to the
finite part of Eq. (24) in [40] (after Lorentzian continu-
ation). If we include the first two terms in this expansion,
we find that:

Leff ¼ Ldiv þ NM2

g2
þ NE2

24�M2
þ 7NE4

720�M6
: (3.77)

Finally, if we insert (3.74), the leading terms in an
expansion of the effective action in E2=M4

0 is

Leff ¼ NE2

24�M2
0

þ NE4

160�M6
0

� �E

2�
: (3.78)

The first term was also found in [10]; it is a dynamically
generated kinetic term for the gauge field. We are also
left with charged bosons, which have an effective
Lagrangian

Lbos ¼ N

g2
X
i

jð@� iAÞzij2 � NM2ðEÞ
g2

X
i

jzij2: (3.79)

Note that this leads to an effective coupling for the gauge
field which depends on jzj.

D. Theta dependence

Next, we wish to find the potential energy for the theory
as a function of �; we do this by computing the
Hamiltonian. If we fix the gauge A0 ¼ 0, the canonical
momentum for A1 is

� ¼ NE

12�M2
0

þ NE3

40�M6
0

� �

2�
: (3.80)

We solve for E=M2
0 in a power series in x ¼ 12�

N ð�� �
2�Þ,

to find

E

M2
0

¼ x� 3

10
x3: (3.81)

Finally, computing the Hamiltonian density, we find:

H ¼ NM2
0

24�

�
12�

N

�
�� �

2�

��
2

� NM2
0

160�

�
12�

N

�
�� �

2�

��
4 þ . . . : (3.82)
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Since the Uð1Þ is compact in this model,� is quantized. If
we set� ¼ 0, it will be fixed (until pairs of charged bosons
with mass M nucleate.) The potential energy becomes a
function of x ¼ 6�=N:

Vð�Þ ¼ NM2
0

24�

��
6�

N

�
2 � 3

20

�
6�

N

�
4 þ . . .

�
¼ NM2

0E
�
6�

N

�
:

(3.83)

It is interesting to note that the correction flattens the
potential slightly. Note that this is somewhat analogous
to the functional form Vð�Þ ¼ N2V ð��N Þ found in four-

dimensional theories [2,3,5,42]. However, as the only di-
mensionless coupling is absorbed into the dynamical mass
M0 via dimensional transmutation, and there is no other
scale in the problem (so long as we stay at energies well
below the cutoff �) there is no additional dimensionless
coupling that appears in (3.83).

E. Stability and flattening

In this theory we have a set of charged bosons with mass
M2, which can screen the electric field via pair creation.
The probability of pair production should be

P / e��MðEÞ2=�V; (3.84)

whereM is the mass of the boson, and �V is the difference
in potential energy between the exterior and interior of the
boson-antiboson pair. It is easy to show that for large N,
�=N � 1, �V ¼ E. Let the Lagrangian have the form

LðEÞ ¼ N‘ðEÞ � �

2�
E: (3.85)

Then the canonical momentum is

P ¼ N‘0ðEÞ � �

2�
: (3.86)

If we consider a fixed branch P ¼ 0 of the monodromy
potential, then

N‘0ðEÞ ¼ �

2�
: (3.87)

Now if � ! �� 2�, (3.87) implies that E ! E� �E
where N‘00ðEÞ�E ¼ �1; thus we can work to first
order in �E in the large N limit. The variation of the
Hamiltonian is

�H ¼ �

�
�

2�
E� N‘ðEÞ

�
¼ Eþ �E

�
�
2� � N‘0ðEÞ

�
¼ E: (3.88)

The decay rate for boson-antiboson pairs is then

�� Ne��M2ðEÞ=jEj; (3.89)

where the prefactor arises from the number of bosons that
could be produced. This probability becomes appreciable
when jEj=M2 is of order 1= lnN, which occurs before Eð�Þ
begins to deviate appreciably from being quadratic. Again,
the essential point is that as we adiabatically increase �, the
instanton action is S� N=j�j and the effective potential is
a power series in �=N. There is no additional parameter
that might allow for a separation between these regimes,
unlike the case of [5].

IV. CONCLUSIONS

Another model one could explore is the sigma model on
the Grassmannian UðnþmÞ=UðnÞ �UðmÞ. This can be
written as a UðmÞ gauge theory coupled to n charged
bosons. There is a � angle for the Uð1Þ factor; and the
Maxwell term and boson mass are generated dynamically
[45,46]. (See also Vol. II of [47]). I leave this for future
work.
More generally, it would be nice to have a deeper under-

standing of the fact that all of the models here become
unstable just as, if not before, Eð�Þ deviates from quadratic,
distinct from the example in [5] As I stated in the intro-
duction, a part of the explanation could be that the two-
dimensional � term always couples to an Abelian factor.
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