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Compact binary coalescences, such as binary neutron stars or black holes, are among the most

promising candidate sources for the current and future terrestrial gravitational-wave detectors. While

such sources are best searched using matched template techniques and chirp template banks, integrating

chirp signals from binaries over the entire universe also leads to a gravitational-wave background (GWB).

In this paper we systematically scan the parameter space for the binary coalescence GWB models, taking

into account uncertainties in the star formation rate and in the delay time between the formation and

coalescence of the binary, and we compare the computed GWB to the expected sensitivities of the second

and third generation gravitational-wave detector networks. We find that second generation detectors are

likely to detect the binary coalescence GWB, while the third generation detectors will probe most of the

available parameter space. The binary coalescence GWB will, in fact, be a foreground for the third

generation detectors, potentially masking the GWB background due to cosmological sources. Accessing

the cosmological GWB with third generation detectors will therefore require identification and subtraction

of all inspiral signals from all binaries in the detectors’ frequency band.

DOI: 10.1103/PhysRevD.85.104024 PACS numbers: 04.30.Db

I. INTRODUCTION

The ground-based gravitational-wave detectors are rap-
idly increasing their sensitivities. The first generation de-
tectors LIGO [1,2] and Virgo [3,4] have reached their
design sensitivities and collected excellent data over sev-
eral years of exposure. The second generation detectors,
Advanced LIGO [5,6], Advanced Virgo [7], GEO-HF [8],
and KaGra [9,10] are currently being built and commis-
sioned. With 10 times better strain sensitivity, these detec-
tors are expected to yield first direct detections of
gravitational-wave signals, and their first data is expected
as early as 2014. Furthermore, there are already efforts
under way to design the third generation gravitational-
wave detectors, with another factor of 10 improvement in
sensitivity. This includes the Einstein Telescope project
[11,12], for which the design study was recently com-
pleted. These detectors are expected to open a new era in
astronomy and astrophysics, providing new observations
of various events and objects in the Universe, complemen-
tary to the standard electromagnetic observations.

Among the many sources of gravitational waves, the
coalescences of binary systems, such as binary neutron
stars (BNS), binary black holes (BBH), or a black hole
and a neutron star (BHNS) stand out as the most likely
candidates for first detections. These systems generate well
understood ‘‘chirp’’ gravitational-wave signals, which
have been computed using post-Newtonian approximation
[13,14] or numerical relativity simulations [15]. One can
then search for the chirp signals using matched template
techniques—indeed, a number of such searches have been
performed using LIGO and Virgo data [16–18].

It has also been argued that adding the gravitational-
wave signals from all binaries in the Universe will produce
a gravitational-wave background (GWB); for example, see
[19–29] for the most recent studies in the context of
terrestrial detectors. The LIGO and Virgo collaborations
have developed techniques for searching for GWB by
cross-correlating data from pairs of gravitational-wave
detectors [30]. Such searches have also been performed
using LIGO and Virgo data [31–33], and have produced
competitive upper limits on the energy density carried by
gravitational waves.
The goal of this paper is to perform a detailed study of

the accessibility of the GWB produced by the binary
coalescences to the second and third generation
gravitational-wave detectors. Our study follows the work
of Regimbau and Mandic [25], and includes detailed scans
of the parameter space in these models, as well as possible
effects due to the uncertainty in the star formation rate and
in time delays associated with the formation of the bi-
naries. We will show that this background is likely to be
observed by the network of second generation detectors,
and that the third generation detectors will likely be able to
explore most of the parameter space for these models. In
Sec. II we summarize the calculation of the energy density
for these models. In Sec. III we present results of our
systematic study, and we include concluding remarks in
Sec. IV.

II. CALCULATION OF THE ENERGY SPECTRUM

The energy spectrum of gravitational waves is usually
described by the dimensionless parameter:
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�GWðfÞ ¼ f

�c

d�GWðfÞ
df

; (1)

where f is frequency, d�GW=df is the energy density in the
frequency range ½f; fþ df�, and �c is the critical energy
density needed to close the Universe:

�c ¼ 3H2
0c

2

8�G
; (2)

where H0 and G are the Hubble parameter and Newton’s
constant, respectively, and c is the speed of light.

The energy spectrum for the case of binary coalescences
can be written as follows (see, for instance, [25–27]; we
will follow [25] in our approach):

�GWðfÞ ¼ f

�cc
FðfÞ; (3)

where the integrated flux (per unit frequency) is defined as

FðfÞ ¼
Z zsup

zinf

RzðzÞ 1

4�d2LðzÞ
dEGWðfÞ

df
dz: (4)

Here RzðzÞ is the rate of gravitational-wave sources per
interval of redshift z as observed in the detector (Earth)
frame, dLðzÞ ¼ ð1þ zÞrðzÞ is the luminosity distance, rðzÞ
is the proper distance, and dEGW

df is the gravitational spectral

energy emitted by a single source and observed in the
detector frame. The rate in Eq. (4) is given by

RzðzÞ ¼ �RVðzÞ dVðzÞdz
; (5)

where � is the mass fraction converted into progenitors
(discussed in more detail below), RVðzÞ is the observed rate
of binary coalescences (in units of mass per unit comoving
volume per time), and

dVðzÞ
dz

¼ 4�c

H0

r2ðzÞ
Eð�M;��; zÞ (6)

with Eð�M;��; zÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�Mð1þ zÞ3 þ��

p
capturing the

dependence of the comoving volume on redshift. We
use the standard �CDM cosmology, with �M ¼ 0:3,
�� ¼ 0:7, and Hubble parameter H0¼70 kms�1Mpc�1.
The rate RVðzÞ is dependent on both the star formation rate
and on the time delay td between the formation of the
binary system and the actual coalescence, and can be
written in the following form:

RVðzÞ ¼
Z 1

1þ zf
R�ðtcðzÞ � tdÞPðtdÞdtd; (7)

where R� is the star formation rate (discussed further
below), tcðzÞ is the cosmic time corresponding to redshift
z, and zf is the redshift at the formation time tcðzÞ � td.

The factor ð1þ zfÞ in the denominator corrects for the time

dilation due to the cosmic expansion and converts the rate
from the source frame into the detector frame.

Population synthesis [34–41] suggests that the probabil-
ity distribution for the delay time is well described by
PðtdÞ � t�d for td > tmin, where tmin is the minimum delay

time for a massive binary to evolve until coalescence. We
assume that the maximum time delay tmax is equal to the
age of the Universe, and properly normalize the distribu-

tion so that
Rtmax
tmin

PðtdÞdtd ¼ 1. While the currently pre-

ferred parameter values are � ¼ �1 and tmin ¼ 20 Myr
for BNS and 100 Myr for BBH, other values cannot be
excluded. Following [35,42], we will investigate the fol-
lowing ranges for these parameters: � ¼ �0:5, �1, �1:5,
tmin ¼ 20, 100 Myr for BNS, and tmin ¼ 100, 500 Myr for
BBH. We will also examine the case where time delay is
ignored, forcing td ¼ 0 [or equivalently, PðtdÞ ¼ �ð0Þ].
Finally, we will also consider the log-normal distribution
for the delay time:

PðtdÞ ¼ ðtd�
ffiffiffiffiffiffiffi
2�

p Þ�1 expð�ðlntd � ln��Þ2=2�2Þ: (8)

Unlike the power-law form, the log-normal functional
form suggests a typical value for time delay between
creation and merger of the binary, modeled by ��. While
this form may be less favored by the population-synthesis
models, it has been used in the past to successfully fit
the redshift distribution of the short gamma ray bursts
(which are also fitted well with power-law distribution)
[39,43–45]. Based on these fits, the currently favored
typical time delay value for the log-normal model is
�3 Gyr [46]. Hence we will consider the log-normal dis-
tribution with �� ¼ 3 Gyr and � ¼ 1.
The star formation rate R� has also been investigated by

several authors; for a recent review, see [26,47]. We will
investigate the dependence of our results on the choice of
the star formation rate by repeating our calculation for the
five choices of star formation rate proposed in [48–52].
The mass fraction factor � (in units of M�1� ) in Eq. (5)

captures three different effects. For BNS, these are the
mass fraction of neutron star progenitors, the fraction of
massive binaries formed among all stars, and the fraction
of binaries that remain bounded after the second supernova
event (and similarly for the BBH and BHNS). All of these
factors are associated with significant uncertainties, which
is why we will treat � as a free parameter of the model in
our study. We note, however, that Rlocal ¼ �RVð0Þ repre-
sents the local (present) rate of binary coalescences. These
local rates have been a subject of multiple studies, as they
directly impact the number of individual binary coales-
cences that could be detected by the second generation
gravitational-wave detectors. A recent study by the LIGO
Scientific Collaboration has produced pessimistic, realis-
tic, optimistic, and maximal possible estimates for these
rates [53], based on the observed galactic binary pulsars
and on the population-synthesis models. We will compare
the results of our study to these rates estimates.
The final factor appearing in the Eq. (4) is dEGW=df, the

gravitational spectral energy from a single source. For the
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BNS and BHNS models, we will only include the inspiral
part of the gravitational-wave signal. In the quadrupolar
approximation, and assuming circular orbit, the observed
spectral gravitational-wave energy, averaged over orienta-
tion, from a binary system at redshift z is given by a rather
simple form:

dEGW

df
¼ ðG�Þ2=3

3
ðMz

cÞ5=3f�1=3; (9)

where Mz
c ¼ ð1þ zÞMc is the observed redshifted chirp

mass of the binary system andMc is the physical mass. We
will assume the following ranges for Mc : 1–2:5 M� for
BNS, 2:5–10 M� for the BHNS, and 2:5–20 M� for the
BBH models. These mass ranges include the average chirp
masses obtained in population-synthesis models [41], and
allow for uncertainties in possible neutron star and black
hole masses. For the BBH case, however, we will use the
more complex functional form derived by [14] and used by
[28], which includes the inspiral, merger, and ringdown
contributions to the gravitational-wave signal (see [28] for
more detail).

The upper limit on the integral range in Eq. (4) depends
on both the emission frequency range, fmin � fmax, in the
source frame, and on the maximum redshift zmax consid-
ered for the star formation history calculation:

zsupðfÞ ¼
� zmax iff < fmax

ð1þzmaxÞ
fmax

f � 1 otherwise
: (10)

Combining the expressions above, we obtain the energy
density spectrum:

�GWðfÞ¼ 8�ð�GMcÞ5=3
9H3

0c
2

f2=3
Z zsup

zinf

RVðzÞdz
ð1þ zÞ1=3Eð�M;��;zÞ

:

(11)

Unless noted otherwise, we set zinf ¼ 0 in our calculation.
We emphasize, however, that the GWB computed here is

not necessarily continuous in time, as already noted in
[27,28,47,54]. To illustrate this, we compute a duty cycle
parameter, defined as

d�

df
¼

Z zsup

0
RzðzÞd�ðzÞdf

dz; (12)

where d�ðzÞ=df represents the time a binary spends in the
frequency band ½f; fþ df� after properly accounting for
redshift:

d�

df
¼ 5c5

96�8=3G5=3
ðMz

cÞ�5=3f�11=3: (13)

The quantity d�=df then captures the number of binaries
generating gravitational-wave signals in a 1 Hz bin as
observed by a detector on Earth (it can be compared to
the overlap function of [27], which is the number of
sources present on average in a frequency bin �f around

the frequency f). This quantity is plotted in Fig. 1 for three
different types of binaries and for different values of zsup.

Note that integrating the (BNS, zsup ¼ 6) curve over the

Advanced LIGO frequency band (roughly 10–200 Hz)
yields �� 10—in other words, in any 0.1 sec long time-
segment (corresponding to the lowest observable fre-
quency of 10 Hz) there will be on average 10 binary
neutron star systems emitting in the 10–200 Hz band.
The duty cycle is somewhat lower for the BBH and
BHNS cases.
Comparing the BNS curves corresponding to different

zsup values in Fig. 1 also indicates that most of the contrib-

uting binaries reside at redshifts z > 0:1. The nearest
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FIG. 1. Number of binaries per 1 Hz frequency bin. For the
BNS cases, we assume each star to have mass of 1:4 M�, local
rate of Rlocal ¼ 1 Mpc�3 Myr�1, and tmin ¼ 20 Myr (PðtdÞ �
1=td). For the BHNS case, we assume masses of 1:4 M� and
10 M�, the local rate Rlocal ¼ 0:03 Mpc�3 Myr�1, and tmin ¼
100 Myr. For the BBH case, we assume masses of 10 M�, and
tmin ¼ 100 Myr.
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FIG. 2. Gravitational-wave spectrum �GWðfÞ computed for
the BNS case withMc ¼ 1:22 M�, � ¼ 3� 10�5 M�1� (Rlocal ¼
0:6 Mpc�3 Myr�1), star formation rate from [48], and PðtdÞ �
t�1
d with tmin ¼ 20 Myr. The effect of removing the nearest

binaries (with redshifts z < 0:1 or z < 0:2) is very small.
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binaries are expected to produce loud chirplike signals that
could be individually detected by the upcoming detectors.
However, such loud transients are typically explicitly ex-
cluded from the searches for GWB [30–33]. We have
verified that the nearest (and loudest) binaries contribute
little to �GW: Fig. 2 shows the gravitational-wave spec-
trum �GWðfÞ computed for the BNS case with Mc ¼
1:22 M�, � ¼ 3� 10�5 M�1� , star formation rate from
[48], and PðtdÞ � t�1

d with tmin ¼ 20 Myr. Excluding the

nearest binaries (e.g. those with redshifts z < 0:1) leads to
a small (< 2� ) reduction in the spectrum amplitude. We
have further verified this conclusion with explicit
Monte Carlo simulations for the case of the Advanced
LIGO collocated detector pair. Note that a similar
Monte Carlo simulation was performed in the context of
the Einstein Telescope [55].

III. RESULTS

We perform a systematic study of the GWB due to
binary coalescences, described in Sec. II. In particular,
we perform a scan of the parameter space spanned by the
parameters � and Mc for each of the BNS, BBH, and
BHNS cases. For each point in this parameter space, we
compute �GWðfÞ and we compare it to the most recent
95% confidence upper limit from LIGO [31] and to the
projected sensitivities for the second generation (assuming
standard Advanced LIGO expected strain sensitivity [5,6])
and the third generation (assuming ET-D strain sensitivity
curve of Einstein Telescope [11,12]) gravitational-wave de-
tectors at 2� level (i.e. assuming signal-to-noise ratio of 2).
For both the second and the third generation cases, we
assume the search is performed using two collocated detec-
tors and 1 yr of exposure. We also compare our results with
the estimates of the local coalescence rates presented in [53].

To investigate the importance of the choice of the star
formation rate, we examine the behavior of the integrand in
Eq. (11):

IðzÞ ¼ RVðzÞ
Eð�M;��; zÞð1þ zÞ1=3 : (14)

Figure 3 compares R�ðzÞ and IðzÞ for five different choices
of the star formation rate [48–52]. Since there are non-
negligible differences between these five estimates of the
star formation rate, we will present the results for the two
extreme cases, namely, the Hopkins and Beacom [48] and
Nagamine et al. [51].

Figure 4 shows the results of the scan of the ��Mc

plane for the two estimates of the star formation rate and
for the three binary coalescence cases: BNS, BBH, and
BHNS. For each of these cases, we observe that the latest
GWB upper limit obtained using the LIGO data [31] ex-
cludes the largest values of �, corresponding to larger than
maximal possible local coalescence rates [53].

In the BNS case, the second generation detectors (assum-
ing standard Advanced LIGO expected strain sensitivity

[5,6] for two collocated detectors with 1 yr of exposure)
will be able to probe models with Rlocal > 1 Mpc�3 Myr�1

for the entire chirp mass range, corresponding to the realistic
local rates of BNS mergers [53]. In the case of
BBH, the realistic local merger rate of Rlocal � 5�
10�3 Mpc�3 Myr�1 is reachable only at the high end of
the chirp mass range, Mc � 20 M�, while at the lower end
of the mass range (Mc � 2:5 M�) only optimistic local rate
Rlocal � 0:3 Mpc�3 Myr�1 could be probed by the second
generation detectors. Similarly, in the BHNS case, the real-
istic local merger rate of Rlocal � 3� 10�2 Mpc�3 Myr�1

is reachable at the high end of the chirp mass range,
Mc � 10 M�, while at the lower end of the mass range
(Mc � 2:5 M�) the second generation detectors can probe
as low values of Rlocal as �0:2 Mpc�3 Myr�1.
The third generation detectors (assuming ET-D strain sen-

sitivity curve [11,12] for two collocated detectors and 1 yr of
exposure) are expected to be substantially more sensitive to
the GWB due to binaries, reaching (and often surpassing)
the pessimistic local merger rates of BNS (Rlocal �
0:01 Mpc�3 Myr�1), BBH (Rlocal�10�4Mpc�3Myr�1),
and BHNS (Rlocal � 6� 10�4 Mpc�3 Myr�1) [53]. In fact,
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plotted for different star formation rates, assuming PðtdÞ � t�1
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the binary coalescence GWB will be a foreground masking
the GWB background due to early-universe sources (infla-
tionary models [56,57], or phase transitions models [58])
which may be one of the targets of the third generation
detectors. Hence, to detect the cosmological GWB it will be

necessary to identify and subtract all of the inspiral signals
from all binaries in the frequency band of the third generation
detectors. This is a daunting task, but appears to be plausible
as demonstrated in [59] for the framework of the Big Bang
Observer satellite-based detector [60].
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FIG. 4 (color online). Accessibility of binary coalescence GWB to current and future gravitational-wave detectors. The two columns
correspond to two estimates of the star formation rate: Hopkins and Beacom [48] (left) and Nagamine et al. [51] (right). The three rows
correspond to BNS, BBH, and BHNS, respectively, top-to-bottom. For each plot, we show the region in the ��Mc parameter space
excluded by the 95% confidence upper limit of LIGO [31]. We also show regions in the ��Mc parameter space that will be probed by
the Advanced LIGO collocated detector pair (assuming 1 yr of exposure [5,6]), and by the Einstein Telescope (assuming two
collocated detectors with ET-D sensitivity and 1 yr of exposure [11,12]) at 2� level (that is, assuming the signal-to-noise ratio of 2).
These regions are to be compared with the expected local coalescence rates shown as horizontal dashed lines: top-to-bottom they
correspond to maximal, optimistic, realistic, and pessimistic estimates presented in [53].
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By comparing the two columns of Fig. 4, we observe
that the above conclusions are rather insensitive to the
choice of the star formation rate. In particular, the two
extreme choices of the star formation rate, proposed by
Hopkins and Beacom [48] and Nagamine et al. [51], lead
to a factor of �2 difference in the final contours (in the �
parameter). We have verified that using the remaining three
estimates of the star formation rate [49,50,52] yields con-
tours that fall between those shown in Fig. 4.

We also investigate the effect of different choices of the
probability distribution PðtdÞ. As noted above, the popula-
tion synthesis suggest PðtdÞ � t�d for td > tmin, where tmin

is the minimum delay time for a massive binary to evolve
until coalescence. Since there is some uncertainty in the
parameters � and tmin, we probe the range of values of
these parameters discussed in the literature. In particular,
we examine � ¼ �0:5, �1, �1:5, tmin ¼ 20, 100 Myr for
BNS and tmin ¼ 100, 500 Myr for BBH, as well as the case
when there is no time delay between the formation and
coalescence of the binary. For the BNS case, we also

investigate the log-normal distribution, which has been
found to fit well the observed redshift distribution of short
gamma ray bursts. Figure 5 shows the variation in the
contours for the second and third generation detectors,
for BNS and BBH models, for several of the PðtdÞ parame-
trizations. We observe that the contours are rather insensi-
tive to PðtdÞ, varying by at most a factor of 2 in the �
parameter. Hence, the choice of PðtdÞ does not qualita-
tively affect the conclusions of this study.
Finally, we note that for the case of BBH a similar study

was performed in [28]—they computed Advanced LIGO
and ET-D contours in the ��Mc plane that were substan-
tially higher in � (� 20� for Advanced LIGO). These
differences largely come from the different assumptions in
detector sensitivity and exposure. For Advanced LIGO,
they assumed a nonstandard detector strain sensitivity
(this is the dominant cause of discrepancy), noncollocated
detectors, and 3 years of exposure—we assume the stan-
dard strain sensitivity, collocated detectors, and 1 yr of
exposure. For ET-D, they assumed the triangular detector
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FIG. 5 (color online). Effect of different PðtdÞ choices on the contours for Advanced LIGO (first column) and ET (second column)
for the BNS (first row) and BBH (second row). Dashed horizontal lines correspond to realistic estimate (upper-left), optimistic and
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configuration (leading to the factor of 3=8 in overlap
reduction), while we assumed L-shaped interferometers.

IV. CONCLUSIONS

In this paper we computed the gravitational-wave back-
ground due to coalescences of binary neutron stars, binary
black holes, and black hole–neutron star binaries, follow-
ing the approach of [25]. While such computations have
been done in the past, in this study we performed a system-
atic scan of the parameter space, taking into account the
possible variations in the result due to the choice of the star
formation rate, and due to the choice of the distribution
PðtdÞ of the delay time between the formation and coales-
cence of the binary. For each point in the parameter space,
we compare the model prediction to the expected sensitiv-
ities of the second and third generation gravitational-wave
detector networks (at the signal-to-noise ratio of 2).

We found that there is a very good chance of observing
this GWBwith the second generation detectors. In the BNS
case, the second generation detectors will be able to probe
models corresponding to the realistic estimate of the local
merger rate of BNS [53], Rlocal > 1 Mpc�3 Myr�1. In other
words, if the realistic estimate of the local BNSmerger rate
is indeed correct, the Advanced LIGO detectors will be
expected to detect about 40 of the nearest (loudest) indi-
vidual BNS coalescence events per year [53], as well as the
GWB generated by summing up the contributions of all
neutron star binaries across the Universe.

In the case of BBH (BHNS), the realistic local merger
rates of Rlocal � 5� 10�3ð3� 10�2Þ Mpc�3 Myr�1 can
also be probed by the second generation detectors, but
only at the high ends of the relevant chirp mass ranges.
The third generation detectors are expected to reach even
the range of pessimistic local merger rates of BNS (Rlocal �
0:01 Mpc�3 Myr�1), BBH (Rlocal � 10�4 Mpc�3 Myr�1),
and BHNS (Rlocal � 6� 10�4 Mpc�3 Myr�1) [53] for
most of the respective chirp mass ranges. The binary
coalescence GWB will, in fact, be a foreground for the
third generation detectors, and it will mask the GWB
background due to early-universe sources. Accessing the
cosmological GWB with third generation detectors will
therefore require identification and subtraction of all in-
spiral signals from all binaries in the relevant frequency
band.
We also showed that the above results are rather insen-

sitive to the choice of the star formation rate and the choice
of the probability distribution for the time delay between
the creation and the merger of a binary—such choices lead
to variations in the estimated GWB energy density of less
than a factor of 2.
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