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The rise time of a Galactic supernova (SN) 7, light curve, observable at a high-statistics experiment such
as the Icecube Cherenkov detector, can provide a diagnostic tool for the neutrino mass hierarchy at “large”
1-3 leptonic mixing angle 3. Thanks to the combination of matter suppression of collective effects at early
post-bounce times on one hand and the presence of the ordinary Mikheyev-Smirnov-Wolfenstein effect in
the outer layers of the SN on the other hand, a sufficiently fast rise time on @(100) ms scale is indicative of
an inverted mass hierarchy. We investigate results from an extensive set of stellar core-collapse simulations,
providing a first exploration of the astrophysical robustness of these features. We find that for all the models
analyzed (sharing the same weak interaction microphysics) the rise times for the same hierarchy are similar
not only qualitatively, but also quantitatively, with the signals for the two classes of hierarchies significantly
separated. We show via Monte Carlo simulations that the two cases should be distinguishable at IceCube for
SNe at a typical Galactic distance 99% of the time. Finally, a preliminary survey seems to show that the
faster rise time for inverted hierarchy as compared to normal hierarchy is a qualitatively robust feature
predicted by several simulation groups. Since the viability of this signature ultimately depends on the
quantitative assessment of theoretical/numerical uncertainties, our results motivate an extensive campaign
of comparison of different code predictions at early accretion times with implementation of microphysics of

comparable sophistication, including effects such as nucleon recoils in weak interactions.
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I. INTRODUCTION

The detection of neutrinos from core-collapse superno-
vae (SNe) represents the most exciting frontier of low-
energy neutrino (») astronomy. Even though galactic SNe
are rare, perhaps a few per century, the existing large under-
ground neutrino detectors and the numerous planned ones
increase the confidence that a high-statistics SN neutrino
signal will be eventually observed. Such a detection would
provide a plethora of astrophysical information on the SN
explosion mechanism, and could offer a handle on particle
physics such as » masses and mixings, too (see, e.g., [1]).

In particular, the flavor conversions occurring deep in-
side the star could leave an imprint on the observable SN
neutrino burst. A lot of attention has been paid to possible
signatures of the Mikheyev-Smirnov-Wolfenstein (MSW)
effect [2,3] with the ordinary matter in the stellar envelope
[4]. Moreover, in recent years it has been realized that in
the deepest SN regions the neutrino density is so high that
the neutrino-neutrino interactions [5,6] dominate the flavor
evolution in a highly nontrivial way (for a review see [7]).
The general result of these studies is that rapid conversions
between different flavors are possible and can occur col-
lectively, i.e. in a coherent fashion for many modes over
large energy ranges. Unfortunately, the occurrence of these
effects is strongly dependent on the original SN emission
features, which makes a general characterization of the
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observable SN neutrino spectra at Earth in terms of the
original ones a formidable task (see, e.g, [8—13]). At
the moment we are still far from a complete understanding
of this complex flavor-dynamics.

However, the lack of a complete understanding should
not be confused with a complete lack of understanding.
In fact, for some conditions/regimes a relatively robust
comprehension has been achieved. This is not the case,
unfortunately, for the long-time cooling phase (post-
bounce time 7, = I s). In principle, rich time- and
energy-dependent collective dynamics may be present
there [11-14], on the top of which peculiar time-dependent
modification of the flavor content of the flux could be
induced by MSW effects associated to the shockwave
propagation in the stellar envelope [15-19]. Since our
current understanding suggests that the resulting neutrino
spectra depend on many poorly understood details, sharp
predictions for the flavor evolution are very challenging if
not impossible at present. Furthermore, during the cooling
phase all neutrino flavors originate close to the neutron star
surface, where the material is very neutron rich, suppress-
ing charged-current reactions for 7,. Therefore, one ex-
pects that the luminosities and spectra of 7, and 7, become
quite similar, making it much harder to see flavor oscillation
effects at all in the dominant 7, channel, which is currently
the optimal one. This is due to the fact that all large existing
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and near-future detectors primarily see inverse beta decay
events 7, + p — n + e*. The relative similarity of 7, and
vV, spectra seems to be in fact qualitatively confirmed by
recent 1D long-time simulations [20-22].

In order to direct future searches and experimental per-
spectives, a more robust strategy is to focus on the early
phase of the SN neutrino signal, in a time window where
relatively robust expectations exist for the neutrino emis-
sion spectra and for the flavor dynamics. The largest dif-
ference among the flavor fluxes arises during the first
10-20 ms after bounce when the outer layers of the col-
lapsed core deleptonize, leading to the prompt 7, burst.
Since negligible 7, and 7, fluxes are emitted during this
phase, self-induced oscillations are simply absent: collec-
tive effects do not give rise to any flavor transformation
during the neutronization burst [23]." Additionally, at these
early times, since the shockwave stalls at low radii close to
the neutrinosphere, the MSW flavor transitions occurring
at larger radii would essentially probe the static SN pro-
genitor profile. In this situation, the characterization of the
flavor conversions is straightforward and, since the model
predictions for the energy and luminosity of the burst are
fairly robust, the observation of the burst gives direct
information about the survival probability of 7, and
then on the mixing parameters [26]. Indeed, a strong
suppression of the v, burst would be a “smoking gun”
for the normal neutrino mass hierarchy (NH: Am2,, =
m3 — mi, > 0) in the case of a large 1-3 leptonic mixing
angle (i.e. sin>®¥;3 = 1073), as currently measured by the
Daya Bay [33] and Reno [34] reactor experiments. These
recent measurement confirm and greatly strengthen the
significance of early hints suggested by the long-baseline
v, — v, experiments [27,28], especially when analyzed
in combination with other oscillation data [29,30].
However, with current “7, SN detectors,” such effects
are challenging-to-impossible to detect, and one has to
invoke future Mton-class water Cherenkov detectors [26]
or large liquid-argon time projection chambers [31], to
achieve enough sensitivity to these v, signal features.

On the other hand, the subsequent phase of mass accre-
tion, characterized by a typical post-bounce timescale 7,
of O(100) ms, represents a particularly interesting possi-
bility for detecting signatures of flavor transformations
also in the accessible 7, channel (see [32] for a discussion
in the context of SN1987A). First of all, one can more
easily afford to simulate these early stages with sufficiently
realistic neutrino transport than the longer timescales of

' An exception is constituted by the case of low-mass SNe with
an oxygen-neon-magnesium core, where the matter density
profile can be so steep that the usual MSW matter effects occur
within the region of high neutrino densities close to the neutrino
sphere, triggering self-induced flavor conversions there [24,25].
We neglect such case in the following, also because one expects
to be able to identify this type of SNe via the characteristics (in
particular the duration) of their accretion phase.
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later cooling phases. Also, the neutrino signal properties
are largely independent of the detailed mechanism of the
explosion (and actually of the question whether an explo-
sion takes place at all), since the revival of the shock wave
has yet to take place. All modern simulations available
indicate that the neutrino fluxes as well as the flavor-
dependent flux differences are large in this phase, with a
robust hierarchy for the neutrino number fluxes, F, >
F; > F, , where v, indicates the nonelectron flavors.
Moreover, it has been recently realized [35,36] that the
net electron densities 7, reached above the neutrinosphere
in realistic SN models exceed the neutrino density n,,
significantly suppressing the development of the self-
induced neutrino oscillations according to the “‘multi-
angle matter suppression” mechanism first described in
[37]. The matter suppression ranges from complete (when
n, > n,) to partial (when n, = n,), producing in princi-
ple intriguing time-dependent features. Using as bench-
mark the results of the hydrodynamical SN simulations of
the Basel/Darmstadt group for different iron-core SN mod-
els [20], Ref. [36] found complete matter suppression for
post-bounce times 7,;, =< 0.2 s, and partial flavor conver-
sions for 0.2 = 7,, =< 0.4 s. This result has been indepen-
dently confirmed in Ref. [38]. More recently, in a work
based on a iron-core SN model from the Garching group
complete matter suppression has been found for all the
duration of the accretion phase [39]. When the matter
suppression is complete, the v signal will be processed
only by the usual MSW effect in the SN mantle with the
static progenitor profile. In this situation, the characteriza-
tion of the SN neutrino signal results is straightforward [4].
Moreover, in the presence of a large 14,3 mixing angle one
expects significant differences in the observable 7, flux for
the two mass hierarchies [4]. The diagnostic power of this
observable has been given relatively little attention so far:
the hierarchy discrimination power in IceCube was briefly
addressed as side goal in [40], which appeared when our
work was in progress, but with inadequate simulations and no
discussion of the model-dependence, as we shall comment
later. On the other hand, the relatively model-independent
flavor difference in rise-time behavior was already visible
(limited to the first 20 ms) in the early study [26], but its
potential diagnostic power was not explored there.
Motivated by these considerations, we devote our work
to a characterization of the early SN neutrino light curve
signal in the largest current neutrino detector for such a
purpose, namely, the IceCube Cherenkov detector in the
ice at the South Pole. We shall focus, in particular, on
observables sensitive to the neutrino mass hierarchy. The
plan of our work is as follows. In Sec. II we present the
input neutrino flux models we considered, obtained from
recent radiation-hydrodynamical simulations from the
Garching [41] group. In Sec. III we characterize the neu-
trino flavor conversions during the accretion phase. In
Sec. IV we describe the SN neutrino signal in IceCube.
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We show how the analysis of the neutrino light curve
during the accretion phase may be a powerful tool to probe
the neutrino emission features and the mass hierarchy in
the likely case the mixing angle 43 is not too small. We
substantiate and quantify our idea with an extensive scan
via Monte Carlo simulations. We also discuss the impor-
tance of cross-checking these results to quantify better the
theoretical error, illustrating the qualitative agreement but
also delicate points to be addressed via a brief account of
analogies and differences found in three simulations by the
Basel/Darmstadt group [20]. Perspectives on the field and
conclusions follow, in Sec. V.

II. NUMERICAL MODELS FOR SUPERNOVA
NEUTRINO EMISSION

We summarize here the main aspects of the SN models
considered for the present investigation. Quantitative sta-
tistical analysis are based on simulations that were per-
formed by the SN group of Garching [41], while some
qualitative considerations in Sec. IV C will also make use
of simulations from the Basel/Darmstadt group [20]. In
Sec. II B a qualitative description of the features found in
simulations is given. Readers not interested in details may
skip directly to Sec. IT C, where the basic input and parame-
trizations used in the following analysis are summarized.

A. Qualitative discussion of supernova neutrino spectra

The Garching group models we consider [41] were
computed with the PROMETHEUS-VERTEX code
[42,43]. It contains hydrodynamics modules for both
spherically symmetric (1D) and multidimensional simula-
tions (using a polar coordinate grid). These are based on a
conservative and explicit Eulerian implementation of
a Godunov-type scheme with higher-order spatial and
temporal accuracy. Although the solver is Newtonian, it
employs a correction to the gravitational potential approx-
imating effects of general relativistic gravity (case A of
Ref. [44]). The module for the energy-dependent, three-
flavor neutrino transport solves the @(v/c) moment equa-
tions for neutrino energy, momentum, and lepton number
with a variable Eddington-factor closure obtained from a
model-Boltzmann equation. General relativistic redshifting
is included and a “‘ray-by-ray plus’ approximation is em-
ployed for treating multidimensional problems. The set of
neutrino processes used for the simulations analyzed in the
present work was discussed in Ref. [43] (see Appendix A
there). It is supplemented by the improved electron-capture
rates on heavy nuclei of Ref. [45] and the inelastic neutrino-
nucleus scattering rates of Ref. [46], both of which have
some influence on the details of the core-infall phase before
bounce and on the exact formation point of the SN shock.

The set of spherically symmetric core-collapse simula-
tions from the Garching group is based on a selection of
progenitor models from Ref. [47] in addition to the older
15 My, model from Ref. [48], for which we also evaluate
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results of an axially-symmetric (2D) simulation published
in Ref. [49]. None of the runs produced an explosion within
the evolution periods considered for the present work. All
calculations were performed with the equation of state
(EOS) of Lattimer and Swesty [50], with a bulk incom-
pressibility modulus of 180 MeV and symmetry energy of
29.3 MeV for nuclear matter. This would eventually imply
a cold neutron star maximum mass of nearly 1.85 Mg. At
face value, this is at odds with the recent mass determi-
nation of 1.97 = 0.4 M, from the millisecond pulsar
J1614-2230 observation [51]. However, one should bear
in mind that constraints on the EOS derived from neutron
star masses and radii apply to the cold EOS, which are not
“per se’’ representative of the conditions of hot, more
isospin-symmetric SN matter, whose description may be
thus accurate with the currently used EOS. Also, in order to
fulfill the above-mentioned constraint, the Lattimer and
Swesty EOS with incompressibility modulus of 220 MeV
can be applied, which gives a cold neutron star maximum
mass of 2.05 Mg. In SN simulations, both EOS—based on
180 and 220 MeV—result in essentially indistinguishable
evolutionary conditions during the first ~100 ms after core
bounce, which is the time window we are interested in.
Differences obtained applying the EOS with incompressi-
bilities of 180 and 220 MeV might become more prominent
only during the later post-bounce evolution if the neutron
star mass is close to the limiting mass of the EOS (see the
useful study [52]). A more extended and up-to-date discus-
sion of this point can be found in Ref. [53].

B. Neutrino emission properties

Here we concentrate on the early post-bounce evolution,
where according to the current understanding nonradial
hydrodynamic flows, if present, do not have a very strong
influence on the properties of the neutrino radiation leaving
the SN core.

Figure 1 illustrates the evolution of the neutrino lumi-
nosities and average energies (E,) for v,, 7, and 7, for a
nine 1D models, sampled in the observer frame at infinity
(for a definition of these observables, see [54]). Here, v,
indicates both (u, 7)-(anti)neutrinos. The neutrino emis-
sion properties observed at infinity are determined at the
moment of decoupling, which defines the neutrino-energy
and flavor-dependent spheres of last scattering [55]. The
neutrinos which contribute to the luminosity at infinity
carry information about the state of the matter at the
moment of decoupling. In the following, we will discuss
general properties of the observables shown in Fig. 1.

During the early post-bounce accretion phase all inves-
tigated SN models have a common feature, which they also
share with results published in Refs. [20,49,54,56-58]:
The luminosity of heavy-lepton neutrinos and antineutri-
nos (henceforth collectively denoted by v,) rises to its
maximum level faster than that of electron antineutrinos
7,. Note that 7, and », in contrast to v, are not emitted in
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FIG. 1 (color online).
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Early post-bounce evolution of luminosities (left-hand panels), and mean energies (right-hand panels) for a set

of nine 1D simulation with progenitors of different masses (see text for details) as obtained by the Garching group [41]. Quantities for
v,, ¥,, and v, are shown in the top, middle, and bottom panels, respectively. The vertical line indicates the early timescale (100 ms) of

particular interest in this article.

any significant amounts during the core-collapse phase
until core bounce. Instead, their vivid production sets in
only when the bounce shock starts to heat swept-up material
to high temperatures. This allows nucleon-nucleon brems-
strahlung to become efficient and positrons to appear so that
electron-positron annihilation can also take place. These
processes become more and more important as the tempera-
ture rises and the electron degeneracy drops as a conse-
quence of the deleptonization triggered by the prompt v,
burst. The production of 7, is more strongly suppressed than
that of v, during the first ~20 ms after bounce because of
the high degeneracy of electrons and v,, which are present
in very large numbers before and during the emission of the
deleptonization burst.? This was already visible in [26].

“Since the high electron degeneracy allows only for a low
abundance of positrons, the production of 7, by e* e~ annihila-
tion and e™ captures on neutrons is not efficient. Moreover, since
in the optically thick regime », are in chemical equilibrium with
the matter their degeneracy also blocks the phase space for the
creation of 7, via nucleon-nucleon bremsstrahlung.

The steep initial increase of the », luminosity is fol-
lowed by a relatively abrupt termination of this growth at a
value of typically a few 10°% erg/s (for a single kind of
heavy-lepton neutrino), considerably (almost a factor of
two) below the peak luminosity reached by 7, more gradu-
ally about 0.1 s later. During this phase, the emission of »,
and especially 7, grows thanks to their highly efficient
production via charged-current processes (electron and
positron captures on free nucleons) in the matter that forms
a thick, hot mantle around the newly born proto-neutron
star after having been accreted through the standing
bounce shock. The transition from a growing/plateau phase
to a decreasing luminosity depends on the core structure of
the collapsing star and the corresponding shallow decline
of the mass-infall rate with time and thus varies with the
progenitor: in the models considered it varies from about
0.1 to 0.3 s. A faster luminosity drop sets in when the
density and thus mass-accretion rate decreases more
abruptly. This can be associated with, e.g., the infall of
an interface between progenitor shells containing different
chemical compositions or with the onset of the explosion,
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which quenches further accretion. Small oscillatory behav-
iors superimposed on the main trend in luminosities visible
in Fig. 1 reflects the back- and forward-propagating bounce
shock, which in turn leads to an oscillating mass-accretion
rate behind the SN shock.

While the production of v, and 7, in the hot accretion
layer is very important, heavy-lepton neutrinos are created
exclusively by neutral-current pair processes, i.e., nucleon-
nucleon bremsstrahlung as well as electron-positron and
v,-V, pair annihilation. Consequently, heavy-lepton neu-
trinos are thermally less strongly coupled to the stellar
medium. Their main production occurs deeper inside the
newly born proto-neutron star and additional contributions
from the accretion layer are less significant. Therefore v,
escape effectively from a layer with smaller radiating
surface and their luminosity remains lower than that of
electron-flavor neutrinos (since the emission is approxi-
mately blackbody-like, the luminosity L, scales with the
neutrinosphere radius R, and temperature 7, roughly like
L, « R2T?). The temporal evolution of the v, luminosity
after the peak depends on two factors, which in combina-
tion have a complex influence on the evolution of tempera-
ture and radius of the corresponding neutrinosphere: (a) the
contraction behavior of the core of the nascent proto-
neutron star and (b) the growing thickness of the surround-
ing accretion layer in response to the continuous infall of
matter from the collapsing progenitor star. On the one
hand, a more massive accretion layer compresses the
proto-neutron star core but at the same time leads to higher
temperatures, therefore not only enhancing the », and 7,
emission but also the v, luminosity of more massive
progenitors. On the other hand, the core contracts faster
also for a softer nuclear equation of state. Therefore, both
the different stellar progenitors (with a different structure
of their iron core and surrounding regions) and the different
equations of state have some consequences for the proper-
ties and evolution of the emission of neutrinos and anti-
neutrinos of all flavors during the post-bounce accretion
phase.

It is important to note that outside the radius where
pair-production processes have essentially ceased (at the
so-called “‘energy-sphere”), v, still diffuse through an
overlying layer of opaque matter, in which they scatter
frequently off neutrons and protons before they can escape
freely at their “‘transport-sphere.” Although the energy
transfers from high-energy v, to the nucleons of the cooler
environment by individual scatterings are small, the cumu-
lative effect of many scattering reactions adds up to a
noticeable down-grading in energy space of v, that finally
stream off the transport-sphere (for a detailed discussion,
see Ref. [59]). The corresponding spectral changes are
accounted for, since the effects of nucleon recoil and
thermal motions (as well as weak-magnetism corrections)
are included in the treatment of neutrino-nucleon interac-
tions (see Appendix A of Ref. [43]).
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Differently from the spherically symmetric (1D) cases
shown in Fig. 1, the observable neutrino luminosities and
mean energies predicted by multidimensional SN simula-
tions exhibit short-time variations with considerable am-
plitudes during the post-bounce accretion phase. This is
connected to the presence of large-scale asymmetries as a
consequence of hydrodynamic instabilities in the layer
between proto-neutron star surface and stalled bounce
shock. These lead to time-dependent hot spots and aniso-
tropic neutrino production in the cooling region of the
settling accretion flow. Such effects were discussed in de-
tail for axially symmetric (2D) models in Refs. [49,60] and
for 3D models in Ref. [61]. Apart for these subleading
features, there is no significant qualitative difference in
multidimensional simulations.

C. Parameterization of neutrino radiation properties

In summary, numerical simulations of core-collapse
SNe provide the un-oscillated doubly differential neutrino
distribution in energy and time,

£ = d’N,
” dtdE’

(D

where v = {v,, 7,, 7,} in standard notation [4]. This is
related to the instantaneous (time-dependent) luminosity
via

L, = f " dEEFY. )
0

We factorize simulation outputs as follows:

dN

F) = dt” o(E,) 3

for each flavor (v = v,, 7,, v,), where

dN, L,

dt  (E,

“

represents the neutrino emission rate (number of »’s per
unit of time) with mean neutrino energy (E,). The function
@(E) is the normalized [ [ ¢(E)dE = 1] energy spectrum
parametrized as in Ref. [55],

I I+a)!t®( E \a E
& v e () *L 0 Vs)
&)
where the energy-shape parameter « is defined as [55,59]
XE,) —(E3)
S BB

¢(E) =

(6)

i.e. it is a dimensionless parameter containing information
on the second moment of the distribution, (£2). In general,
L,,({E,), and « are all functions of time, and are extracted
directly from the simulations at hand.
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We shall be essentially interested in 7, and v, observ-
ables at early times, i.e. 7,, = 0(0.2) s (for illustrative
purposes, we reproduce the key variables in this time frame
for the 15 M, progenitor in Fig. 2.) In this time window of
the preexplosion phase the nonradial mass motions con-
nected to hydrodynamical instabilities (i.e. hot-bubble con-
vection and the standing accretion shock instability) found
in multidimensional SN models have still to grow to their
full strength [61]. Indeed, comparing the neutrino luminos-
ities and mean energies of the 15 My 1D model of Fig. 2
with the corresponding quantities for the 15 Mg 2D model
in Figs. 6 and 7 of Ref. [49], one realizes that during the
early accretion phase only minor differences arise between
these two cases. Therefore, the 1D SN models we will use
for our study are sufficient for an accurate characterization
of the neutrino signal and of the SN matter density at early
post-bounce times. We will show this explicitly in Sec. [V
where we will compare our results for 1D and 2D SN
models. This similarity between 1D and 2D results also
simplifies the neutrino flavor conversion physics, as ex-
plained in the following section.

III. NEUTRINO FLAVOR CONVERSIONS

The emitted SN neutrino flux is processed by self-
induced and MSW oscillation effects during its propaga-
tion. The self-induced effects would take place within
r~ ©O(10°) km from the neutrinosphere whereas the
MSW transitions take place at larger radii, in the region
r ~ 10*-10° km. As the self-induced and MSW effects are
widely separated in space, they can be considered inde-
pendently of each other. In the normal mass hierarchy (NH,

S L L B L L B
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<E> [MeV] L, [10°" erg /s]
W

S = N W ok~ O
T
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Ipb [s]

FIG. 2 (color online). Early post-bounce evolution (7,5, =
0.2 s) of luminosities (top panel), mean energies (middle panel)
and a-fit parameters (bottom panel) for the 15 Mg progenitor
(see text for details), for 7, (solid lines) and v, (dashed lines)
species.
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Am2,, > 0) and for the spectral ordering of the accretion
phase, no self-induced flavor conversion will occur.
Instead, in inverted mass hierarchy (IH, Am2,, < 0) poten-
tially large self-induced effects could be expected [12].
However, it has been shown using results both from
Basel/Darmstadt group simulations and Garching group
ones [35,36,39] that the trajectory-dependent multi-angle
effects associated with the dense ordinary matter suppress
collective oscillations in actual models of iron-core SNe, as
expected when large trajectory-dependent phase dispersion
are induced by the matter would suppress the collective
phenomena [37].

In principle, depending on the electron density, the
matter suppression can be complete when n, > n,, or
partial when the matter dominance is less pronounced.
Forward-peaked angular distributions of the neutrino field
further reduce the effective neutrino-neutrino potential
strength and make the effect more prominent. In the fol-
lowing we will focus on the early time 7,, << 0(0.2) s
where the matter density largely exceeds the neutrino
density, and hence also completely suppresses the collec-
tive oscillations for the cases under investigation, as
explicitly checked and confirmed by two independent
groups [35,36,39].

In this situation, the neutrino fluxes can only undergo the
traditional MSW conversions in SN while passing through
the outer layers of the star. Therefore, it is straightforward
how to calculate the 7, flux at Earth in the different cases
[4]. In particular, in NH one finds

F;, = cos*9,F) + sin? &, FY, (7)

where ¥, is the 1-2 mixing angle, with sin’>d;, =~ 0.31
[29]. In IH for large 5 (i.e. with sin?®;5 = 1073) one gets

F, = FY, )
while for “small” 5 (i.e. with sin’¢3 =< 1077) one finds
F; = cos?O,F) + sin? 9, F) . )

Then, it is clear that for large 9,5 the 7, flux at the Earth is
basically reflecting the original F; flux, if TH is realized,
or closely matching the F; flux, in case of NH. Since these
two extremes show significant qualitative differences (see
Fig. 1), one might hope to be able to distinguish these two
possibilities. We shall see in the next section that this
appears to be a promising perspective for neutrino detec-
tion at IceCube.

Note that in principle the signal may be further modified
by Earth matter effects, whenever the SN is seen through
a significant chord crossing the Earth, below the horizon.
For the South Pole location, the probability for such a
crossing has been estimated to be about 40% (but just
6.4% for a Earth core crossing) see [62]. In case of Earth
“shadowing,” the expected variation of signal in the ac-
cretion phase was already estimated in [63] to few percent
at most. We confirmed with explicit calculations in several
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instances that the variations of the signal are comparable to
this level or smaller, and that to a significant extent they
affect the overall normalization and thus are challenging to
detect. In any case, these modifications are irrelevant for
the type and size of the effects we focus on and will be
neglected in the following.

IV. NEUTRINO LIGHT CURVE IN ICECUBE

The idea of using giant high-energy » under-water or
under-ice detectors as SN neutrino observatories has been
proposed a long time ago, see [64,65]. The method is based
on a sudden, correlated increase in the photomultiplier
count rate on a timescale on the order of 10 s (see
Ref. [40] for a recent description).

In its completed configuration and with its data acquis-
ition system, IceCube with its 5160 optical modules [40],
has about 3 Mton effective detection volume, representing
the largest current detectors for SN neutrinos. The SN
neutrinos streaming through the Antarctic ice interact
mostly through 7, + p — n + ™ reactions. While fine-
grained detectors, like Super-Kamiokande, reconstruct in-
dividual neutrinos on an event-by-event basis, IceCube
only picks up the average Cherenkov glow of the ice. To
estimate the detection rate we closely follow Refs. [63,66].
The only change consists in replacing the product of
Eq. (1) and Eq. (6) in [63] with the following rate of energy
deposition per proton:

R, — [ * dEF, En(E)o(E), (10)
0

with E.(E) being the energy released by a neutrino of
energy E and o(E) the neutrino-nucleon inverse beta-
decay cross section, which we implement following [67];
the fluxes F; are obtained from the models considered
[see Egs. (1)—(5)] and account for neutrino oscillations via
Eqgs. (7) and (8) for the NH and IH cases, respectively. All
other detector parameters (average quantum efficiency,
effective photo cathode detection area, angular acceptance
range, number of useful Cherenkov photons per deposited
neutrino energy, average lifetime of Cherenkov photons)
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FIG. 3 (color online).
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have been fixed to the fiducial values adopted in [63],
which we address for further details.

In Fig. 3 we show the expected overall signal rate R(7) in
IceCube for a galactic SN at a distance of d = 10 kpc. This
“fiducial” distance has been chosen consistently with
average distance expectations [62] for different SN mod-
els. Since we are interested in the possibility of the mass-
hierarchy discrimination, we focus on the likely case of a
large sin’d;; where the observable 7, signal would be
different in the two hierarchies [see Egs. (7) and (8)]. We
refer to the cases of 15 Mg progenitor masses previously
used for illustration. The NH cases are shown with con-
tinuous curves, while the IH cases are the dashed curves.
The right-hand panel overlies the error size of a binned
signal using 2 ms bins with typical error estimates from
the photomultiplier background noise, i.e. 280 s~ ! in each
optical module [66]. A large 1,5 is assumed here and in the
following.

The difference between the observed neutrino light
curve in the NH vs IH is evident. Note how the NH case
continues to grow steadily over the considered timescale,
while the IH signal reaches quite quickly an almost con-
stant count rate. In the case of IH, the light curve has a
more sudden rise. Note that both luminosity behavior and
trend of growing energy of 7, shown in Fig. | contribute to
the final shape of the curves. Also, note that despite the
relatively large differences existing over very early time-
scales (10-20 ms, as already shown in [26]), one can
already expect that integrating the signal over a longer
timescales will be needed to beat statistical errors.

It is useful to compare the analogous behaviors for the
whole set of models, a task which will be made easier by (an
irrelevant) rescaling to the rate measured at the end of the
time interval considered, R(f)/R(t.nq). Also, for the follow-
ing statistical analysis, it is useful to introduce cumulative
time distributions K(x), defined in terms of R(¢) as

o dtR (1)

K(x) = [ diR()’

Y

which is a dimensionless function satisfying K(0) = 0,
K(1) = 1, with x € [0, 1]. In Fig. 4, we illustrate the count
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Left-hand panel: average SN count rate signal in IceCube assuming a distance of 10 kpc, based on the

simulations for a 15 Mg progenitor mass from the Garching group. Right-hand panel: illustrative example of the binned signal using
2 ms bins with typical Poisson error estimates accounting for the signal plus photomultiplier background noise, whose average value is
shown as dot-dashed curve. A large #;5 is assumed here and in the following (see text for details).
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curves denote expectations for IH, solid (bottom) curves for NH. In these examples, #.,q = 100 ms is assumed.

rate functions R?() and the cumulative functions K#(x) for
the different models considered, with i = 1,..., N = 10
labeling the simulation and A (or in general capital Latin
letters) being the index related to the hierarchy,i.e. A = NH
(red, bottom curves) or A = IH (blue, top curves). In par-
ticular, we used the nine 1D SN models shown in Fig. 1 and
a2D SN model with a 15 Mg progenitor mass. Note that the
difference between the two hierarchies is a shape difference
(as should be clear already from Fig. 1), rather than a mere
overall difference in average energies, for example, as in
some past proposals for SN physical diagnostics. Also note
that this difference is quite independent of the progenitor
used (most notably of its mass) and, in agreement with
expectations, do not show a significant dependence from
the dimensionality of the simulation either.

A. Metric in function space

We now turn to assigning a quantitative meaning to the
distance among models. To that purpose, we must intro-
duce some metric in the function space. We choose the
so-called D, metric, so that the distance between the
predictions (always a number between 0 and 1) writes

D (K4, KB) = max |KH(x) — KB(x)|. (12)
J x€[0;1] J

This choice is solely dictated by the standard practice in
experimental physics to use Kolmogorov-Smirnov statistic
(which uses that metric) to test whether two underlying
one-dimensional distributions differ. We emphasize, how-
ever, that alternative choices are possible and in fact may
lead to better discrimination power. Thus, the following
results are to be meant as illustrative. Generically, we find
that typical distances of a model K4 from the models
having the same hierarchy (same “A’”) but different simu-
lation (different *“i”’) is smaller than typical distances from
curves having opposite hierarchy (no matter if with same
or different 7). To quantify this statement, one has to define
global estimators characterizing the distance between a
given curve and the whole set of distributions sharing the
same or the opposite hierarchy. For example, we define

1 N
(d)(KP, B) = ,:ZI Do(KM KE)B # A),  (13)
1
AA)=—o A KA
()KL A) = ;Dw(& K, (14)
J
dnin(K7, A) = minDeo (K7, K7, (16)
JFl

namely, the average distance computed from all the mod-
els or the minimum distance among all models, either of the
different or like hierarchy of the case at hand. Note that in
the latter case we exclude from the templates the model we
compute the distance from. In principle, both the above
functions can be used as hierarchy estimators and of course
other choices are possible. Again, we insist on the fact that
here we do not look for an optimization of the method, we
just report some examples of operational procedures to
illustrate its viability. Anyway, no matter what indicator
for the distances of the curve from the whole set of dis-
tributions is used, a natural criterion to establish if a model
K% is indicative of NH or IH is to evaluate whether its
distance estimator with respect to the NH class or IH class
of models is smaller. We thus define the differences

Amin(1<1A) = dmin(K‘?: B) - dmin(K?: A)» (17)

(AXK?) = (a) (K7, B) = (d)(K}, A), (18)

whose positive values indicate preference for the ““correct
hierarchy,” negative values for the “wrong hierarchy”
with respect to the hierarchy of the considered model.
Note that, as it will happen in practice, we assume that
the experimenter has a set of templates to compare a signal
with, which however does not include the correct curve.
Also, larger differences obviously mean more clear sepa-
ration. Of course if a difference of distances is large or not
is not an absolute concept, but is linked to the experimental
resolving power, which in turn is linked both the astro-
physical factors (e.g. SN distance, energetics, etc.) and to
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instrumental limitations. We shall present some quantita-
tive estimates in Sec. IV B and further discuss this point in
Sec. IVC.

In the Tables I and II we report the results of such a
computation for the choices 7.,q = 100, 120 ms, respec-
tively. For each model (row index i: 40 Mg, etc.) we list the
estimators assuming either IH (2 and 3 columns) or NH
(last 2 columns). The fact that the differences in the col-
umns are always positive means that no matter which curve
we take, it is always closer to one template of the same
hierarchy type than to all templates of the opposite one, as
well as always closer to the average of the templates of
the same hierarchy than to the average of templates of the
opposite one. Put otherwise, within the limitations of the
sample at our disposal and in the limit of no experimental
errors, we can conclude that both estimators are theoreti-
cally unambiguous, or that the sets of curves are well
separated.

B. Statistical analysis

Next, we turn to the issue of estimating if the theoretical
separations found above are large or small compared to the
expected experimental errors. Note that, in principle, given
a discrete cumulative distribution of data, the KS test may
be used to estimate the probability that the measured values
are drawn from any of the template distributions, i.e. to
select (exclude) some models as compatible (incompati-
ble) with the data. For our purposes, however, such demand
would be overly restrictive. In fact, we do not aim at
identifying the correct model (i.e. the correct A and i),
but only to identify the correct class of models (i.e. the
same value for A). To achieve this goal it is sufficient that
the capability to measure the cumulative distribution is
significantly better than the difference of distances ob-
tained in the two hierarchies, which is of the order reported

TABLE I. Distance of the simulated model indicated in the
first column from the set of models having opposite hierarchy
minus the one from those have the same hierarchy. Columns 2-3
assume the reference model has IH, columns 4-5 that it has NH.
Columns 2 and 4 use the estimator defined in Eq. (17), columns 3
and 5 use the estimator defined in Eq. (18). The asterisk indicates
a 2D simulation. The table assumes f.,q = 100 ms.

i Amin(KI)  (AXKT) A (KRY) (AN
40 0.032 0.037 0.051 0.074
36 0.049 0.052 0.050 0.072
35 0.050 0.052 0.049 0.070
25 0.015 0.015 0.058 0.076
20 0.046 0.055 0.047 0.069
17.8 0.046 0.050 0.048 0.069
15% 0.062 0.068 0.027 0.040
15 0.054 0.064 0.036 0.061
13.8 0.052 0.060 0.032 0.057
12 0.066 0.072 0.023 0.037
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TABLE II. Same as Table I, now assuming 7., = 120 ms.
i Amin(KI")  (AXK) Apin(KYY) (AN
40 0.030 0.037 0.051 0.073
36 0.049 0.053 0.049 0.070
35 0.050 0.054 0.047 0.068
25 0.017 0.017 0.059 0.075
20 0.050 0.059 0.039 0.060
17.8 0.050 0.053 0.044 0.066
15% 0.062 0.068 0.027 0.041
15 0.051 0.061 0.046 0.066
13.8 0.055 0.062 0.035 0.056
12 0.060 0.071 0.025 0.038

in the Table I (Table II), i.e. between 1.5% and 7.6%
(between 1.7% and 7.5%) of the overall counts obtained
within 7,4 = 100 ms (120 ms). A back-of-the-envelope
computation already shows that, at least for typical
Galactic SN distances and energetics, statistical errors do
not appear to spoil the viability of this method. For fiducial
parameters, we estimate about 50 000 signal photon counts
in 100 ms, with almost three times higher background
events. Assuming (as reasonable from the visual inspection
of the plots) that most of the discrimination power comes
from the middle of the interval, i.e. x = 0.5, one can
estimate a Poisson statistical uncertainty of about 0.006,
or 0.6% of the total signal count. By comparing this to the
distance differences values reported in Table I, we can
tentatively conclude that the statistical errors are not ex-
pected to be the limiting factor, unless the SN is too far
away, of course.

As a check of the substantial correctness of the above
argument, we performed the following exercise. For the
specific case of the 15 My progenitor simulation (1D)
considered in Fig. 3, the distance between the NH hier-
archy model and the IH hierarchy model is computed to be
0.078. We ran 1000 Monte Carlo simulations for the IH
template, and computed the actual distances found with
respect to the theoretical NH case. The histogram of the
results are shown in Fig. 5, together with the average
distance and the 1-sigma range enclosed in dashed lines.
Note how the statistical dispersion is in fact comparable in
size with the above estimate (actually a bit lower).

Finally, in light of the previous encouraging results, we
turn to estimating the reliability of a statistical determina-
tion of the hierarchy along the lines previously described.
Namely, in a large number of simulations, how many times
would one identify the correct hierarchy? To that purpose,
we run a more extensive set of simulations, with 4000
binned histograms simulated with 2 ms bin size, account-
ing for noise (signal+background are assumed to be
Poisson distributed in each bin). This corresponds to 400
simulations for each choice of A and i (hierarchy/astro-
physical model). We then count the fraction of times that
each of the estimators of Egs. (17) and (18) is smaller than
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FIG. 5 (color online). Distribution of distances between the
NH theoretical expectations for the 15 Mg model (1D) and 1000
simulations of the IH case. Dot-dashed line is the average,
dashed line enclose the 1-sigma range (they enclose 68% of
the simulation results).

zero, for the case where a NH-type curve is assumed or a
IH-type of curve is assumed. These fractions, in percent,
are denoted with a é and reported in Table III, for the two
estimators introduced above and the two choices f.,y =
100, 120 ms.

These results clearly show that A, is a better estimator
than (A): while in all cases one can estimate a reliability of
hierarchy attribution better than 99%, by using (A) the
reliability improves by at least one order of magnitude.’
Actually, the few cases where there is disagreement be-
tween the two methods are those where, due to 2 — 30
statistical fluctuations, the separation is not too large com-
pared with the statistical error. Getting a consistent result
with different estimators may thus give a feeling for the
statistical robustness of an eventual detection.

Additionally, the example above (and others not shown)
also prove that the exact choice of t.,4 is not crucial. As a
general rule, however, one should avoid using a too small or
a too large .,4: despite significant separation between
expectations, too small values would imply insufficient
statistics and do not help; by choosing too large values of
t.ng Would make less and less reliable the theoretical sepa-
ration, both because the matter multi-angle suppression
effect holds better and better at early times, and because
astrophysical details (e.g. neutrino productions from outer
layers of the collapsing stars) become comparatively more
important at later times, especially for the NH case which is
more sensitive to the accreting matter properties.

TABLE III. Reliability of the hierarchy identification. The
fraction 6 of wrongly identified hierarchy for the various cases
is indicated.

fend [ms] Srmin(NH) Swin(lH) — (5)(NH)  (8)(IH)
100 0% 0% 0% 0.9%
120 0% 0% 0.025% 0.5%
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We also note that we implicitly assumed that the ““initial
signal time” is known with negligible error with respect to
the rise-time shape needed to compute the function space
distances. The typical computed error with which one
expects the post-bounce timing of a benchmark SN event
to be established in IceCube is of about *=3.5 ms at
95% CL [66]. We estimated that this should translate into
an uncertainty in the distances comparable with the width
induced by statistical fluctuations (see e.g. Fig. 5) and thus
smaller than the model-to-model variation. Since our
analysis suggests that this is not expected to be the limiting
factor in the discrimination, a fortiori we can guess that
this should remain true when accounting for the error on
the post-bounce time determination. This is also reason-
able from a graphical inspection of the right-hand panel in
Fig. 3, where the bin size is of 2 ms.

A future improvement over the present analysis would
be to perform a simultaneous determination of the post-
bounce time and the rise-time shape, combining the output
of analyses like [66] and the present one. This kind of
development will be needed for assessing, for example,
what is the maximal distance out to which a sufficiently
clear separation between the two hierarchies can be
achieved, with a more complete account of the detector
performance. In the same spirit, another improvement may
be to include elastic scattering events on electrons, which
here (as in most of the literature, see, for example, as [66])
have been neglected since its cross-section is subleading by
about two orders of magnitude with respect to the inverse-
beta decay one.

The hierarchy discrimination power using a much more
sophisticated simulation of the detector was recently esti-
mated as a side result in [40]. No quantitative comparison
with our results is however possible, since the simulations
used in [40] only included one outdated Fe-core collapse
model (from Livermore group [68]) and two O-Ne-Mg
progenitors from the Garching group. As we commented
in the introduction, O-Ne-Mg progenitors are poorly suit-
able for hierarchy determination (having a short accretion
phase, smaller differences between flavors, and suffering
from a difficult assessment of collective effects); this
expectation is in broad agreement with results of [40],
obtained however under over-simplified assumptions for
the flavor evolution. On the other hand, the Livermore
model, apart for showing qualitatively that Fe-core pro-
genitors are more promising than O-Ne-Mg ones and that
they might allow a significant discriminations power up to
distance of 10 kpc or so (consistently with what illustrated
here), cannot be trusted at a quantitative level due to the
lack of microphysics of sufficiently sophistication, com-
pared with present state-of-the art. Note also that the ““right

*Because of limited statistics, we cannot exclude &, <
0.1%, of course. Here we are not interested to more accurate
estimates, given the illustrative purpose of our analysis with no
goal of optimization.
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model signal shape” was assumed to be known in [40],
while in this article we show that discrimination should be
possible also relaxing this assumption in a statistical sense.

C. Discussion

An important issue is how dependent this signature is
from theoretical uncertainties, most notably the progenitor
structure, equation of state, and numerical schemes. The
set of models considered here provide quite a satisfactory
test that the uncertainties associated with progenitor struc-
ture do not spoil the viability of the method. On the other
hand, a firm conclusion on the other uncertainties requires
further studies and goes beyond our present goals. In the
following, however, we make some comments.

The EOS dependence explored in [26] at very early
times seems to be quite moderate. We also argued in
Sec. IT A that we do not expect significant changes within
current uncertainties, at least for the early accretion phase.
Additionally, the knowledge about the EOS has been pro-
gressing rapidly, both theoretically and observationally
(see e.g. [69] and references therein). It is thus unclear to
what extent the residual uncertainty in models compatible
with all constraints at the time of next SN detection will
hamper the viability of these diagnostics. Note that the
neutrino light curve itself at later times may be used to
constrain the equation of state (see e.g. [70] and references
therein).

Concerning numerical model dependence, we had at our
disposal also three simulations of the Basel/Darmstadt
group (for details of their SN modeling, see [58]) for
10.8, 15, and 18 M, progenitors, using the physics input
described in Ref. [20]. A similar analysis as the one
described in Sec. 4 shows that the physical effect studied
here (7, signal rises faster than the 7, one) is always
present, and differences between the NH and IH cases
appear even more clearly, both due to more energetic 7,
and more sudden rise of their luminosity. However, we
cannot compare these simulations directly with those of the
Garching group since only the latter apply a treatment of
weak interactions including nucleon thermal motions,
weak-magnetism corrections, and energy transfer in
nucleon recoils. On the other hand, tests performed by
both groups demonstrate that inclusion of nucleon recoil
effects lead to lower 7, energies as well as a slower lumi-
nosity rise, in the direction of reconciling the differences.
Note that applying identical input physics to core-collapse
SN simulations, both Basel/Darmstadt and Garching results
agree qualitatively and quantitatively [54,56]. For sure, it is
known that an accurate treatment of issues like general
relativity and neutrino-nucleon scatterings is needed to
have reliable quantitative predictions of the observables:
This is illustrated, for example, by Figs. 6 and 7 of Ref. [56],
as well as by Figs. 3 and 4 of the recent paper [57].

For the time being, we can tentatively conclude that the
simulations of the Basel/Darmstadt group and the results
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presented in the recent paper [57] confirm qualitatively the
generality of the feature discussed here, but extra work
will be required to establish whether this agreement also
holds quantitatively, namely, if the mild spread due to
progenitor structure found in the simulations of the
Garching group provides a reasonable estimate of the
theoretical uncertainties.

V. SUMMARY AND CONCLUSIONS

We explored the chances of neutrino mass-hierarchy
diagnostics by the 7, signals during the (early) accretion
phase of iron-core SNe, of the order of 100 ms or so. As
already visible in some old simulations [26], temporal
profiles of 7, and7, fluxes appear quite different in the
accretion phase, and relatively model-independent: in par-
ticular, the 7, signal rises faster than the 7, one. We have
explored the feasibility of using this observable for neu-
trino mass-hierarchy determination in IceCube, which
should provide an exquisite high-statistics determination
of the light curve of a Galactic SN. For not too small values
of 13 favored by recent data, the potentially ‘“‘clean”
theoretical interpretation of the measurement in terms of
a given hierarchy is a consequence of the suppression of
collective oscillations at early post-bounce times by matter
multi-angle effects and of the following evolution being
dictated by MSW transitions.

We have analyzed in detail the expected time profiles for
ten different simulations carried out by the Garching
group. We found that a shape difference in the rise-time
curve between the IH and NH cases is quite independent of
the progenitor used (most notably of its mass); it does not
appear that there is a major dependence from the dimen-
sionality of the simulation either. We also showed with
extensive Monte Carlo simulations that the expected sta-
tistical error is small if compared to the typical differences
found between the two classes of models (NH vs IH) and
should not provide the limiting factor for diagnostics for
typical distances, spectra, and energetics of a Galactic
core-collapse SN.

While extra investigations are needed to assess quanti-
tatively the ““theoretical errors,” i.e. the dependence of the
signature discussed here on the equation of state, numerical
schemes, etc. (see Sec. IVC for a brief discussion), in
several other respects our analysis has been conservative.
For example, diagnostic potential might be increased by
optimizing the statistical estimators, of which we intro-
duced here a few examples. Further improvement in the
diagnostic power may be obtained by constraints on
the spectral properties of the signal, either at existing
Cherenkov detectors like Super-Kamiokande or even via
modest spectral sensitivity at IceCube or (more likely) at
its upgrades [71]: models inconsistent with the measured
spectrum might be excluded and reduce the theoretical
error. Also, other complementary techniques have been
proposed to extract information on the mass hierarchy
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from SN neutrino signals, the most notable one being
through spectral modulations induced via Earth matter
effect (see, e.g., Ref. [63]). The interesting point is that,
different from the Earth effect, the signature discussed here
appears to be independent of a serendipitous position of the
detector at the arrival time of the SN signal. We checked in
fact that the signal is only altered on a negligible level of
percent when the SN is observed through the Earth. Also,
differently from shock effects, it is independent of poorly
understood details of the flavor evolution in the SN during
the complex cooling phase. On the other hand, if observed,
signatures like the Earth matter effect are less worrisome in
terms of model dependence. Additionally, if a complemen-
tary detector of v,’s was available [31], one might hope to
cross-check the preferred solution (IH or NH) from rise-
time information with the inference on the hierarchy from
the detection or absence of the neutronization burst [4]. In
general, any Megaton class detector with flavor and energy
resolution will of course improve the chances of both
astrophysics and physics diagnostics. It is also expected
that when the next galactic SN will eventually occur, the
simulations will be calibrated to reproduce that particular
event: Information on the progenitor should allow a reduc-
tion in the theoretical uncertainties.

The arguments developed in this article confirm once
more the high physics potential of SN neutrinos in shed-
ding light on the still unknown pieces of the neutrino mass
and mixing framework. We hope that the potential impor-
tance for physical diagnostics of the signature discussed
here will motivate further attention and progress in
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numerical simulations. Therefore, even though a galactic
SN explosion is a rare event, we are sure that the patient
waiting will eventually be rewarded with a bonanza of
information.
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