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Using the bottom-up approach in a holographic setting, we attempt to study both the transport and

thermodynamic properties of a generic system in 3þ 1-dimensional bulk spacetime. We show the exact

1=T and T2 dependence of the longitudinal conductivity and Hall angle, as seen experimentally in most

copper-oxide systems, which are believed to be close to quantum critical point. This particular

temperature dependence of the conductivities are possible in two different cases: (1) background solutions

with scale invariant and broken rotational symmetry and (2) solutions with pseudoscaling and unbroken

rotational symmetry, but only at low density limit. Generically, the study of the transport properties in a

scale-invariant background solution, using the probe brane approach, at high density and at low

temperature limit suggests we consider only metrics with two exponents. More precisely, the spatial

part of the metric components should not be same, i.e. gxx � gyy. In doing so, we have generalized the

above-mentioned behavior of conductivity with a very special behavior of specific heat which at low

temperature goes as: CV � T3. However, if we break the scaling symmetry of the background solution by

including a nontrivial dilaton, axion, or both and keep the rotational symmetry, then also we can generate

such a behavior of conductivity, but only in the low density regime. As far as we are aware, this particular

temperature dependence of both the conductivity and Hall angle is being shown for the first time using

holography.
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I. INTRODUCTION

There are interesting model-building calculations that
are being put forward using gauge/gravity duality, which
suggests capturing the experimental results close to quan-
tum criticality and the associated quantum phase transi-
tions. In particular, for the copper-oxide systems at low
temperature, the resistivity, which is the inverse of the
conductivity, goes as �� T�1 [1–4]. This interesting be-
havior has been reported in a controllable yet unrealistic
setting for a very special kind of gravitational system that
displays the Lifshitz like property and is possible only
when the Lifshitz exponent takes a special value, namely,
z ¼ 2,1 see Ref. [6]. However, it is also suggested in
Refs. [1–4] that for the copper-oxide systems, the Hall
angle, cot�H ¼ �xx=�xy, should have a quadratic depen-
dence of temperature, cot�H � T2. But, unfortunately, use
of the gravitational solutions showing the Lifshitz-like
scaling does not reproduce this behavior of the Hall angle;
rather, it gives at low temperature a linear dependence of
temperature and is not in complete agreement with the
experimental results.

The experimental results for the transport properties of
the copper-oxide systems near optimum doping at low
temperature can be summarized as follows [1,3,4]:

�xx � 1=T; cot�H ¼ �xx=�xy � T2 ) �xy � T�3:

(1)

The basic reason of not getting the desired experimental
behavior is due to the presence of a rotational symmetry in
the x, y plane of the metric while having the scaling
symmetry of the background solution, where x and y are
the only two spatial directions available in field theory—
even though this symmetry is broken explicitly in the
presence of constant electric and magnetic field.
In this paper, we shall show that Eq. (1) can only be

reproduced in two different cases: (1) background solu-
tions respecting the scaling symmetry with broken rota-
tional symmetry in the x, y plane and (2) pseudoscaling
background solutions with unbroken rotational symmetry
in the low density limit. Here, the pseudoscaling solutions
mean the background geometry respects the scaling sym-
metry, but not the scalar fields like dilaton and axion.
Furthermore, the background solutions having the scaling
symmetry, time translation, spatial translation, and the
rotational symmetry are completely ruled out by Eq. (1),
e.g. pure anti-de Sitter (AdS) and pure Lifshitz solutions. It
is worth it to emphasize that case (1) is the only choice that
is permissible at high density, but at low density, we can
have either of the choices. We are discussing both the
limits of densities because it is not a priori clear the scale
of optimum doping in Eq. (1).
The basic philosophy of Ref. [6] is to introduce charge

carriers via Dirichlet p-branes in the probe brane approxi-
mation. The charge carriers are in thermal contact with a
heat bath, which is taken as the Lifshitz black hole.

*shesansu@gmail.com
1There is another paper [5], which does not require gravita-

tional solution with Lifshitz scaling (rather with z ¼ 1) in order
to generate such a behavior of conductivity. More interestingly, it
is shown that such a behavior follows at one loop.
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Translating it into the language of Ref. [7], it is the bi-
fundamental degrees of freedom that are charged, interact-
ing among themselves and with the adjoint degrees of
freedom giving us the desired feature of conductivity(in
contrast to Ref. [5], where the authors have considered
only the charged adjoint degrees of freedom to replicate the
above mentioned experimental result at one loop).2 In this
paper, we have adopted the former approach (in the mass-
less limit) and replace the heat bath of the Lifshitz kind by
another, more general heat bath. The reason of such a
replacement is that: (1) a Lifshitz-type heat bath is a special
type compared to this more general heat bath and (2) it is
Eq. (1), which was not possible to reproduce fully with
the Lifshitz-type heat bath. Recall, the heat baths are
essentially the source of studying physics around the
quantum critical point at low temperature [8]. The con-
sequences of replacing such a heat bath is addressed,
thermodynamically.

In the holographic setting [9], the authors of
Refs. [10–12] have proposed a beautiful algorithm to cal-
culate the conductivities. Here, we have modified it slightly
and obtain an equivalent way to calculate the conductiv-
ities. The result of the calculation matches precisely, as is
done in Ref. [11], when the charge carriers move in a
constant electric and magnetic field. Use of this equivalent
prescription leads to the following dependence of conduc-
tivities on the metric components evaluated at some holo-
graphic energy scale, r?. At high densities compared to
temperature,

�xx � c�e
�2�ðr?Þ

gxxðr?Þ ; �xy ’ Bc�e
�4�ðr?Þ

gxxðr?Þgyyðr?Þ ; (2)

where c� is the charge density, B the magnetic field, and�

the dilaton. In Eq. (2), the spatial parts of the metric
components along x and y directions are denoted as gxx
and gyy, respectively. Note, this result follows when the

probe-brane action admits only the Dirac-Born-Infeld
(DBI) type of action. If we do include the Chern-Simon
part of the action to the probe brane as well, then the result
of the conductivities gets slightly modified in the high-
density limit compared to temperature:

�xx � c�e
�2�ðr?Þ

gxxðr?Þ ; �xy ’ Bc�e
�4�ðr?Þ

gxxðr?Þgyyðr?Þ ��C0ðr?Þ;
(3)

where � is the coupling of the Chern-Simon action and C0

is the axion field. Note that the scaling symmetry is broken
for a nonconstant dilaton and axion field.

Now, if we restrict ourselves to background solutions
which possess the scaling symmetry and exhibit the
rotational symmetry at the level of metric (not the full
system), then the off diagonal part of the conductivity in
the high density limit goes as �xy � ð�xxÞ2, which is not in
accordance with the experimental result, see Eq. (1). This
means to reproduce Eq. (1) in the high density limit, we are
forced to consider metric components for which gxx � gyy.

This is one of the basic criteria that must be imposed in
choosing the background metric, i.e. the heat bath, in order
to study the physics associated with the transport properties
around the quantum critical point.
In getting the results of the conductivity and the Hall

angle as in Eq. (1), we have assumed the background
metric respects the following scaling symmetry:

t ! �zt; x ! �wx; y ! �y; r ! r

�
; (4)

and also, we have assumed that there is not any nontrivial
scalar field like dilaton or axion in the entire setup—as the
presence of such a nontrivial background field would give
rise to some kind of pseudoscaling theory. Of course, the
charge density of the bi-fundamental degrees of freedom,
i.e. two-form field strength (F2) that appear in the DBI
action, breaks the scaling symmetry. More exactly, the
gravitational solution without any nonvanishing scalar field
that gives us the desired result of the longitudinal conduc-
tivity and Hall angle should have the exponents z ¼ 1 and
w ¼ 1=2. For this choice of exponents, the zero-
temperature limit of the black hole solution, i.e. the solu-
tion without the thermal factor, has a boost symmetry along
the t, y plane with a form

ds2 ¼ L2

�
�r2dt2 þ rdx2 þ r2dy2 þ dr2

r2

�
; (5)

where L is the size of the 3þ 1-dimensional bulk system,
which we shall set to unity in our calculations later. The
background geometry with two exponents z and w was
proposed in Ref. [13] using a combination of Einstein-
Hilbert action and several-form field strengths. Since the
analytic nonextremal version of that solution is very diffi-
cult to obtain, we have adopted here a different path to
generate such a solution by using only gravitons.
Let us do a little bit of dimensional analysis of various

physical quantities. If the dþ 1-dimensional field theory
spacetime coordinates (i.e. the bulk is dþ 2-dimensional
spacetime) behaves under scaling as

t ! �zt; x ! �wx; yi ! �yi;

ði ¼ 1; � � � ; d� 1Þ; (6)

then the physical quantities possess the following length
dimension:

2There arises a natural question (which we are not going to
address): Does this behavior of charged bi-fundamental degrees
of freedom in a heat bath equal one-loop adjoint degrees of
freedom in a different heat bath, generically?
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½t� ¼ z; ½x� ¼ w; ½yi� ¼ 1; ½Jt� ¼ �d;

½Jx� ¼ w� z� d; ½Ji� ¼ 1� z� d; ½At� ¼ �z;

½Ax� ¼ �w; ½Ai� ¼ �1; ½Ex� ¼ �w� z;

½Ei� ¼ �1� z; ½Bx� ¼ �2; ½Bi� ¼ �1�w;

½T� ¼ �z ¼ ½!�; ½F� ¼ �z; ½�xx� ¼ 2w� d;

½�xy� ¼ 1þw� d; ½�yy� ¼ 2� d; (7)

where Jt, Ji, At, Ax, Ai, E, B, T, !, F, and � are
charge density, current density, time component of the
gauge potential, x-component of the gauge potential,
yi-component of the gauge potential, electric field, mag-
netic field, temperature, frequency, free energy, and con-
ductivity, respectively. The two-form field strength has the
following form, i.e. F2 ¼ �Exdt ^ dx� Eyidt ^ dyi þ
Byjdx ^ dyi þ Bxdyi ^ dyj þ � � � .

In the small magnetic field and at low density limit,
c2� � N 2e2�gxxgyy but with c� � B�C0, the conductiv-

ities are

�xx �N e��ðr?Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gyyðr?Þ
gxxðr?Þ

s
;

�xy � Bc�e
�4�ðr?Þ

gxxðr?Þgyyðr?Þ ��C0ðr?Þ;
(8)

where N is the effective tension of the brane. Upon
comparing with Eq. (1), we can generate the desired ex-
perimental behavior of transport quantities for background
solutions showing the pseudoscaling symmetry and
unbroken rotational symmetry in the x, y plane. So, only
in the low density limit, we need not consider a two-
exponent solution as in Eq. (4). However, if we do, then
we can also generate Eq. (1).In summary, the different
possibilities with time translation and spatial translation
symmetries are shown in Table I.

The holographic study of the transport properties
using the approach of Refs. [10–12] gives us the nonlinear
behavior at the critical point and help us understand
the universal features, if any, in different limits of the

parameter space, especially the quantity dI=dV ¼ 1=R ¼
�, whereR is the resistance to the flow of current I with an
applied voltage V. In this paper, we have generated suc-
cessfully Eq. (1) and focused more on the model building
than trying to find the universal features.
In the calculation of the conductivity, it is not a priori

clear at what scale one should evaluate, i.e. how to
choose the scale, r?, so as to capture the nonlinear
effect—especially, for the system that is described by the
Maxwell action. Of course, the gauge/gravity duality sug-
gests we should do the calculations at the UV boundary.
But the result of this calculation produces only the line-
arized effect. However, for the system whose action is
described by the DBI type, there exists a very natural
way to find the scale r?. This basically follows from the
argument of Refs. [10–12], which says that either
the integrand of the action or the solution, which is in the

form of
ffiffiffi
A
B

q
, needed to be real. At a special value of the

radial coordinate, r ¼ r?, both A and B vanish and there
the action and the solution take an indeterminate 0

0 form.

Above or below this special scale, r?, both A and B become
positive or negative together. In this paper, we give a
physical argument to determine the scale r? and show
that it agrees precisely with the calculations done using
the arguments of Refs. [10–12]. We use the fact that the
Legendre-transformed action is the same as the energy
density, HL, evaluated on the static solution, which comes
as the square root of one term; importantly, there is not any
term in the denominator. On this energy, we use the argu-
ment of Ref. [10],[11] or [12] to find the scale r?. So, the
scale, r?, is the point on the holographic direction, r, for
which the Legendre-transformed action or the energy den-
sity vanishes and stays real:

ðHLÞr? ¼ 0: (9)

For the systems that are described by the DBI kind of
actions, there exists another argument that precisely gives
the same result for r? as suggested in the previous para-
graph, even though the precise physical reason is not that
clear. The argument is to find the on-shell value of the norm
of the field strength for which it takes a constant value,
more precisely

TABLE I. Different possibilities that give the desired behavior of longitudinal and Hall conductivity.

Symmetries Density Limit Eq. (1)

Scaling and rotation Any density � � � Not possible

Pseudoscaling and rotation Medium to low density c� � �BC0c� � N e�g2xx Possible

Pseudoscaling and rotation High density � � � Not possible

Pseudoscaling and rotation Medium to low density
Bc�e

�4�

g2xx
� �C0c� � �BC0 Possible

Scaling with broken rotation Low density � � � Possible

Scaling with broken rotation High density � � � Possible
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ðFMNF
MNÞr? ¼ �2: (10)

There exists yet another way to determine the scale, r?;
that is to find a scale where the determinant of detðgþ FÞab
vanishes [11]. Here, the indices a and b run, only, over the
field-theory directions. The equation for the condition is

ðdetðgþ FÞabÞr? ¼ 0: (11)

This can very easily be seen following the argument of
vanishing of HL at the scale r?. Generically, the Legendre-
transformed action can be written as

HL ¼
Z ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

AðrÞ½A2ðrÞA3ðrÞ � ðA�ðrÞÞ2�
q

; (12)

where AðrÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
grr

gttgxxgyy

q
, and the expression to A2ðrÞ,

A3ðrÞ, and A�ðrÞ are given in Eq. (58). Generically,
the term ðA�ðrÞÞ2 is nonzero when there exists more
than one spatial current; more importantly, this term is
always positive. Whereas, the term A2ðrÞ and A3ðrÞ
can change sign close to the horizon. Hence, we can use
the arguments of Refs. [10–12] so as to have a real
Legendre-transformed action or the energy. Moreover,
one of the terms is nothing but ð� detðgþ FÞabÞ. Hence,
the condition, Eq. (12), follows from HL.

The prescription of holography in Ref. [9] or that of
Ref. [10] has been used to calculate the conductivity of
several systems both in the top-down and bottom-up ap-
proaches. They include Refs. [14–29] as a partial list.

This paper is organized as follows. In Sec. II, we shall
review the calculation of the conductivity following
Ref. [10] and compare it with that using Eq. (13) for
systems that are described by the DBI type of actions,
but in the absence of the charge density. In Sec. III, we
study the system in the presence of charge density and with
the Chern-Simon type of actions. Studies of Sec. II and III
are done in generic background solutions. Based on the
calculations given in Sec. III, we give a toy example which
is modeled in such a way that it gives us the desired
behavior of conductivity and Hall angle in Sec. IV. In
Sec. V, we study the thermodynamics of the charge carriers
in the presence of a constant magnetic field. Finally, we
conclude in Sec. VI. Several details of the calculations are
relegated to the Appendices.

II. FROM NON-LINEAR DBI ACTION

In this section, we shall evaluate the on-shell value of the
current using the definition J� ¼ �S

�A�
. In arbitrary space-

time dimensions, it is very difficult to solve the equations
of motion that result from the DBI action, even in the
massless and zero-condensate limit, i.e. for trivial embed-
ding functions. Here, for simplicity, we shall restrict our-
selves to 3þ 1-dimensional bulk spacetime.

The DBI action is

SDBI ¼ �T
Z

e��
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� detð½g�ab þ FabÞ

q

� �T
Z

e��
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� detðMabÞ

q
; (13)

where ½� is used to denote the pull-back of the bulk metric
onto the world volume of the brane and T is the tension of
the brane. For simplicity, we have dropped the Chern-
Simon part of the action.
Looking at the existence of an exact solution to the

Maxwell system in 3þ 1 dimensions, as shown in
Appendix A, suggests there could be an exact solution to
the nonlinearly generalized Maxwell system that is the
DBI action.
Let us assume the following structure to the metric and

U(1) gauge field strength:

ds24 ¼ �hðrÞd�2 þ 2d�drþ e2sðrÞðdx2 þ dy2Þ;
F2 ¼ Fr�dr ^ d�þ Fx�dx ^ d�þ Fy�dy ^ d�

þ Fxydx ^ dyþ Fxrdx ^ drþ Fyrdy ^ dr: (14)

The equation of motion to gauge field and the current
associated with it are

@K½Te��
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� detðMABÞ

q
�KL� ¼ 0;

J� ¼ �Te��
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� detðMABÞ

q
�r�;

(15)

where the indices N, K, L, etc., run over the entire bulk
spacetime, whereas �, �, 	, etc., run only over the field-

theory directions, �, x, and y. The function �KL ¼ MKL�MLK

2

and the inverse of matrix,MKL, are defined as,M
KLMLP ¼

�K
P . The explicit form of the spatial components of the

current are

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�detðMABÞ

q
Jx¼�Te��½Fy�ðFr�FxyþFx�Fyr�FxrFy�Þ

þe2sðFx�þhFxrÞ�;ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�detðMABÞ

q
Jy¼�Te��½Fx�ð�Fr�FxyþFy�Fxr�FyrFx�Þ

þe2sðFy�þhFyrÞ�: (16)

Let us assume that the nonvanishing components of the
field strengths are Fx�, Fy�, and Fxy, in which case there

occurs a lot of simplification to both the currents and
equations of motion:
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Jx ¼�Te�� Fx�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ e�4sF2

xy

q ;

Jy ¼�Te��
Fy�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ e�4sF2
xy

q ;

@y

�
T

e��Fxyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e4sþF2

xy

q �
þ@r

�
T
e��þ2sFx�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e4sþF2

xy

q �
¼ 0;

@x

�
�T

e��Fxyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e4sþF2

xy

q �
þ@r

�
T
e��þ2sFy�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e4sþF2

xy

q �
¼ 0;

@x

�
Te��þ2s Fx�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e4sþF2
xy

q �
þ@y

�
Te��þ2s

Fy�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e4sþF2

xy

q �
¼ 0:

(17)

The solution for � ¼ constant ¼ �0 becomes

Fy� ¼ Eyð�; rÞ; Fxy ¼ constant � B;

Fx� ¼ Exð�; rÞ; (18)

for some functions Exð�; rÞ and Eyð�; rÞ, whose functional
form is

Exð�; rÞ ¼ f2ð�Þe�2s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e4s þ B2

p
;

Eyð�; rÞ ¼ f3ð�Þe�2s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e4s þ B2

p
;

(19)

determined in terms of two unknown functions f2ð�Þ and
f3ð�Þ. The Bianchi identity sets the condition on Fx� and
Fy� that these components should not depend on r and can

happen only when B ¼ 0. This solution indeed is an exact
solution to the complete equation of motion, and the only
nonvanishing components of field strength are Fx� and
Fy� [12].

Using this explicit structure of the solution in the ex-
pression of currents, we ended up with

Jx ¼ �Te��Fx�; Jy ¼ �Te��Fy�; (20)

from which there follows the DC conductivities at the scale
r ¼ rc, upon using Ohm’s law:

�xxðrcÞ ¼ �yyðrcÞ ¼ �Te��0 � �: (21)

This indeed reproduces the result of Ref. [12]. There
exists another exact solution, but, unfortunately, with zero
electric field, and the nonvanishing components of the field
strengths are

Fxy ¼ B ¼ constant; Fr� ¼ f1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f21 þ e4s þ B2

q ; (22)

where f1 is a constant.

A. Comparing with the approach of Ref. [10]

In this subsection, we shall try to derive the expression
of the conductivity from the DBI action in the absence of
density. Let us work in a dþ 2-dimensional spacetime
with dynamical exponent z. The exact form of the metric
that we shall be considering is

ds2dþ2 ¼ �r2zfðrÞdt2 þ r2
Xd
i¼1

dx2i þ
dr2

r2fðrÞ ; (23)

where we shall take f ¼ 1� ðr0=rÞdþz. This form of the
metric gives us the Hawking temperature, TH ¼ ðdþz

4
 Þrz0,
where r0 is the horizon. In order to carry out the analysis
for conductivity, we need to turn on a U(1) gauge potential,
which will give us the desired electric field in the field
theory, and for convenience, we shall consider it constant.
Along with this, we shall turn on another component of the
field strength, whose one leg is along the radial direction
and the other along the spatial direction. For specificity, we
shall turn on Fxr. So, the complete form of the U(1) gauge
field is F2 ¼ �Edt ^ dx�H0ðrÞdr ^ dx.
Let us consider a probe brane which is extended along

time (t), radial direction (r), and ds � 1-number of direc-
tions of the d number of spatial directions. Hence, the
probe brane is a ds brane. For ds ¼ dþ 1, the probe brane
is a space-filling brane. Also, for simplicity, we shall con-
sider the massless limit scenario, and the action becomes

S ¼ �N
Z

dtdrdxdd�1y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYd�1

1

gyaya

vuut
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gttgrrgxx þH02gtt � E2grr

q
; (24)

where we have considered the metric to be far more general
than that written in Eq. (24), but assumed to be diagonal.3

The explicit form of the metric that we have considered has
the following structure:

ds2dþ2 ¼ �gttðrÞdr2 þ grrðrÞdr2 þ gxxðrÞdx2

þ Xd�1

1

gabðrÞdyadyb; (25)

where
P

d�1
1 gabðrÞdyadyb is assumed to be diagonal,

too, i.e.
P

d�1
1 gabðrÞdyadyb ¼ g11ðdy1Þ2 þ � � � þ

gd�1;d�1ðdyd�1Þ2. The normalization N includes the ten-

sion and the number of the probe branes. Since the action
Eq. (25) does not depend on the function HðrÞ means the
‘‘momentum’’ associated with it must be a constant, i.e.
�S
�H0 � c; from which there follows the solution:

3Note, this form of the metric can very easily be rewritten
like that written in Eq. (A2), i.e. by doing a coordinate
transformation.
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H0 ¼ 	c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
grrgttgxx � E2grr

N2ðQ
a
gyayaÞg2tt � c2gtt

vuuut : (26)

It is very easy to convince oneself that the constant, c, is
nothing but the current density, Jx. Now, using the argu-
ments of Ref. [10], we obtain the necessary equations to fix
c, which is Jx, as

E2 ¼ gttðr?Þgxxðr?Þ; J2x ¼ N2

�Y
a

gyayaðr?Þ
�
gttðr?Þ;

(27)

where r? is the value of r and where both the numerator
and denominator ofH0 change sign. It is interesting to note
that at r?, the gradient of the solution takes the H0 ¼ 0

0

form, which is an indeterminate structure. So, the better
way to find r? is to go over to an equivalent form
and demand that the energy density (or the Legendre-
transformed action) that follows is real as well as have a
‘‘minimum’’ at some energy scale, which we denote it as
r?, too.

The action Eq. (25) can equivalently be expressed by
doing the Legendre transformation as

SL ¼ S�
Z �S

�H0 H
0

¼ �
Z ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½grrgttgxx � E2grr�
�
N2

�Y
a

gyaya

�
� c2

gtt

�vuut :

(28)

For static configuration, the energy of the system is
HL ¼ �SL, where

HL ¼
Z ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½grrðgttgxx � E2Þ�
�
N2

�Y
a

gyaya

�
� c2

gtt

�vuut : (29)

For an illustration, let us take an example of the asymp-
totically AdS black hole: the first term in the square bracket
under the square root changes sign somewhere close to
horizon, the same is true for the second term in the square
bracket, and their product is positive. Since both the terms
in the square bracket change sign somewhere close to the
horizon, we assume that this happens at the same value of
radial coordinate, r ¼ r?, so as to have a real energy or real
Legendre-transformed action. Asymptotically, the first

term in the square bracket diverges; so also the second
term (for d 
 2). Now, the only place it can vanish (i.e.
minimum) is close to the horizon. For a discussion on the
condition of minimization to energy, see Appendix B.
Demanding these two restrictions again gives us the

same two equations as written in Eq. (28), from which
there follows the expression of current

Jx ¼ 	N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðQ
a
gyayaðr?ÞÞ

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gxxðr?Þ

p E: (30)

The absence of singular behavior to observable Jx means
the terms under the square root is regular. Upon choosing
the positive sign, the conductivity is

� ¼ N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðQ
a
gyayaðr?ÞÞ

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gxxðr?Þ

p : (31)

The solution to the first equation of Eq. (28) gives the
desired solution to r? as a function of electric field E and
Hawking temperature TH, as gtt is a function of TH. If we
assume that the metric components along the spatial direc-
tions are all the same, then the above formula of conduc-
tivity reduces to

� ¼ N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�Yd�2

1

gyayaðr?Þ
�vuut : (32)

This form of the conductivity is also found in the Maxwell
system in Ref. [30], except the choice of r?, which is
r? ¼ r0.
Let us find the complete form of the conductivity asso-

ciated with the Lifshitz metric, as written in Eq. (24),in
which case, the relevant equation that gives r? as a function
of electric field E is

E2 ¼ r2ð1þzÞ
?

�
1�

�
r0
r?

�
dþz

�
: (33)

This algebraic equation is very nonlinear in nature and,
hence, very difficult to find the exact solution, analytically.
However, there exist exact solutions for a few specific
cases,in which case, the number of spatial directions are
tied to the exponent z, as d ¼ ðn� 1Þzþ n with n ¼ 0, 1,
2, 3 and 4,
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r? ¼ E1=2ð1þzÞ; n ¼ 0;

r? ¼
2
64ð 4
1þzÞðð1þzÞ=zÞTðð1þzÞ=zÞ

H 	
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4E2 þ ð 4
1þzÞð2ð1þzÞ=zÞTð2ð1þzÞ=zÞ

H

q
2

3
75

ð1=2ð1þzÞÞ

; n ¼ 1;

r? ¼
�
E2 þ

�
2


1þ z

�ð2ð1þzÞ=zÞ
T2ð1þzÞ=z
H

�ð1=2ð1þzÞÞ ¼
�
E2 þ

�
2


1þ z

�ð2ð1þzÞ=zÞ
Tð2ð1þzÞ=zÞ
H

�ð1=ðdþzÞÞ
; n ¼ 2;

r? ¼
2
642:31=3E2 þ 21=3½9ð 4


3ð1þzÞÞð3ð1þzÞ=zÞTð3ð1þzÞ=zÞ
H þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
81ð 4


3ð1þzÞÞð6ð1þzÞ=zÞTð6ð1þzÞ=zÞ
H � 12E6

q
�2=3

62=3½9ð 4

3ð1þzÞÞð3ð1þzÞ=zÞTð3ð1þzÞ=zÞ

H þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
81ð 4


3ð1þzÞÞð6ð1þzÞ=zÞTð6ð1þzÞ=zÞ
H � 12E6

q
�1=3

3
75

ð1=2ð1þzÞÞ

; n ¼ 3;

r? ¼
2
64E2 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E4 þ 4ð 


1þzÞð4ð1þzÞ=zÞTð4ð1þzÞ=zÞ
H

q
2

3
75

ð1=2ð1þzÞÞ

; n ¼ 4: (34)

It is interesting to note that the choice n ¼ 0 gives the
negative exponent z ¼ �d, whereas n ¼ 1 gives d ¼ 1,
which essentially gives about a 1þ 1-dimensional field
theory for any exponent. The choice n ¼ 2, 3 and 4 gives
the exponent z ¼ d� 2, d�3

2 , and z ¼ d�4
3 , respectively.

Now, using the spatial part of the metric components

from Eq. (24) in the expression of current gives J �
Eðd�1þz=ð1þzÞÞY1, with the function

Y1 ¼ N

2
41þ

�
2


1þ z

�ð2ð1þzÞ=zÞ�T1þð1=zÞ
H

E

�
2

3
5ðd�2=2ð1þzÞÞ

for n ¼ 2;

Y1 ¼ N

2
66641	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4ð 


1þzÞð4ð1þzÞ=zÞðT1þð1=zÞ
H

E Þ4
r

2

3
7775

ðd�2=2ð1þzÞÞ

for n ¼ 4; (35)

for a couple of cases, and the conductivity in these special
cases is

�¼NTððd�2Þ=zÞ
H

��
2


1þ z

�ð2ð1þzÞ=zÞ þ
�

E

T1þð1=zÞ
H

�
2
�ðd�2=2ð1þzÞÞ

for n¼ 2;

�¼ N

2ððd�2Þ=2ð1þzÞÞ

�
2
4E2	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E4þ 4

�



1þ z

�ð4ð1þzÞ=zÞ
Tð4ð1þzÞ=zÞ
H

s 3
5ð1=2ð1þzÞÞ

for n¼ 4: (36)

Hence, for very small electric field and at high temperature

limit, E � T1þð1=zÞ, the conductivity follows the power

law behavior, in particular, Tððd�2Þ=zÞ
H .

Let us go away from this special case ofd ¼ ðn� 1Þzþ n
and find the solution to r? from Eq. (34). In the weak field

limit,E � Tð1þð1=zÞÞ, the solution to r? can be approximated
as

r? ’ r0

�
1þ

�
E

r1þz
0

�
2
�ððd�2Þ=ðdþzÞÞ þ � � �

¼
�
4
TH

dþ z

�
1=z

�
1þ

�
dþ z

4


�ð2ð1þzÞ=zÞ� E

Tð1þð1=zÞÞ
H

�
2
�ð1=ðdþzÞÞ

þ � � � ; (37)

which gives the current to leading order

Jx’NE

�
4
TH

dþz

�ððd�2Þ=zÞ

�
�
1þ

�
dþz

4


�ð2ð1þzÞ=zÞ� E

Tð1þð1=zÞÞ
H

�
2
�ððd�2Þ=ðdþzÞÞþ���;

(38)

whereas in the strong field limit,E � Tð1þð1=zÞÞ, the solution
becomes

r? ’ Eð1=ð1þzÞÞ
�
1þ

�
r0

Eð1=ð1þzÞÞ

�
dþz

�ð1=ðdþzÞÞ þ � � �

¼ Eð1=ð1þzÞÞ
�
1þ

�
4


dþ z

�ððdþzÞ=zÞ

�
�
Tð1þð1=zÞÞ
H

E

�ððdþzÞ=ð1þzÞÞ�ð1=ðdþzÞÞ þ � � � ; (39)

which gives the current to leading order

Jx ’ NEððdþz�1Þ=ð1þzÞÞ
2
41þ

�
4


dþ z

�ððdþzÞ=zÞ

�
�
Tð1þð1=zÞÞ
H

E

�ððdþzÞ=ð1þzÞÞ
3
5ððd�2Þ=2ð1þzÞÞ

þ � � � : (40)

This form of current essentially gives us the function
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Y1 ¼ N

2
41þ

�
4


dþ z

�ððdþzÞ=zÞ

�
�
Tð1þð1=zÞÞ
H

E

�ððdþzÞ=ð1þzÞÞ
3
5ððd�2Þ=2ð1þzÞÞ

þ � � � : (41)

On comparing this expression of Y1 for the n ¼ 2 case
as in Eq. (36), it follows that the subleading terms to Y1 in
Eq. (42) vanish exactly for d ¼ zþ 2.

Multiple electric fields

Let us consider a situation where we have turned on
more than one constant electric field. For simplicity, let
us take the gauge potential as A ¼ �ðE1tþHðrÞÞdx�
E2tdy, which gives the field strength as

F2 ¼ �E1dt ^ dx� E2dt ^ dy�H0ðrÞdr ^ dx: (42)

Let us consider the previous brane configuration, again,
but with this new from of the gauge-field strength in the
background metric:

ds2dþ2 ¼ �gttðrÞdr2 þ grrðrÞdr2 þ gxxðrÞdx2

þ gyyðrÞdy2 þ
Xd�2

1

gabðrÞdzadzb: (43)

Going through the procedure as outlined above, we
ended up with

Jx ¼ 	NE1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYd�2

1

gzazaðr?Þ
vuut ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

gyyðr?Þ
gxxðr?Þ

s
; (44)

where r? is to be determined by solving

gttðr?Þgxxðr?Þ ¼ E2
1 þ E2

2

gxxðr?Þ
gyyðr?Þ : (45)

Now, note that the functional expression of the current
density remains the same as is found in the DBI action
with one electric field, but the condition on r? is different.
For gxxðr?Þ ¼ gyyðr?Þ, the condition almost remains the

same as for one electric field except with the substitution
E2
1 ! E2

1 þ E2
2, but for unequal gxxðr?Þ and gyyðr?Þ, one

has to find the choice of cutoff r? by solving Eq. (46).

With a constant electric and magnetic field

Let us rerun the calculation with a constant electric and
magnetic field, in which case the field strength is

F2 ¼ �Edt ^ dxþ Bdx ^ dy�H0ðrÞdr ^ dx: (46)

For our choice of constant electric and magnetic field,
the formula of current density becomes

Jx ¼ 	NE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�Qd�2
a¼1 gzazaðr?Þgyyðr?Þ

�
gxxðr?Þ

vuuuut ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� B2

E2

gttðr?Þ
gyyðr?Þ

vuut :

(47)

It is easy to note that the current is modified with an

additional multiplicative factor

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� B2

E2
gttðr?Þ
gyyðr?Þ

r
in compari-

son to the cases without any magnetic field. This is because
the scale, r?, is also modified by the same multiplicative
factor on the right-hand side of Eq. (28), but without the
square root.
At first sight, it looks as if the results of the current in

Eq. (21), after substituting the solution, are not compatible
with Eq. (48), in 3þ 1 dimensions. Actually, to compare
both the equations, we should go to a frame where both the
calculations are done in one coordinate system. To do that,
we can either do some change of coordinates or directly
compute the current using the approach of Ref. [10].
In either way, note that the computation to Eq. (21) is

done for which Fð�Þ
xr vanishes in the frame of ð�; r; xiÞ. We

have used a superscript ð�Þ in the expression of field
strength to denote it, which in the frame ðt; r; xiÞ, e.g., as
in Eq. (47), suggests that they are related as Fð�Þ

xr ¼ H0ðrÞ �
E=hðrÞ. The vanishing of Fð�Þ

xr means H0ðrÞ ¼ E=hðrÞ, and
equating this with the solution to H0ðrÞ that follows from
the DBI action gives

Jx ¼ 	NE; (48)

for zeromagnetic field. This preciselymatcheswith Eq. (21)
at the scale, r ¼ r?, up to an overall normalization.

B. Subsummary

To summarize, in this section, we have studied the
expression of the current density in terms of one or more
constant electric and magnetic fields. Essentially, use of the
prescription of Ref. [10] or, equivalently, that of Eqs. (10)
and (13), results in a recipe to calculate the current density
in dþ 1-dimensional field theory if the dual bulk geometry
is of the form of Eq. (44). With a constant electric field, say,
along x, one of the spatial directions, the ratio of the current
density to electric field is the square root of the ratio of the
product of the metric component (up to an overall factor)
of d� 1 space, which is perpendicular to the t, x, r plane,
to the metric component along x-axis, i.e. Eq. (32). This
quantity should be evaluated at an energy scale, r?, for
which the product of the metric components along t- and
x-axis, i.e. gttðr?Þgxxðr?Þ becomes same as the square of
the electric field, which is the first equation of Eqs. (28).
The condition that determines the point, r?, is generalized
when there exist more than one constant electric field and
a constant magnetic field in the theory.
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It is worth it to emphasize that r? should be close to the
horizon, r0, rather than to boundary in order for Eq. (48) to

make sense. The factor

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� B2

E2
gttðr?Þ
gyyðr?Þ

r
should be a real

quantity and can happen only when r? is close to the
horizon for any strength of the magnetic and electric fields.
This can be seen as follows: close to the horizon, the ratio
gttðr?Þ
gyyðr?Þ is very small, whereas close to the boundary, this

ratio approaches unity. So, for B> E, the second factor in
the square root can become greater than unity.

III. WITH CHARGE DENSITY

Let us discuss the effect of the nonvanishing charge
density along with the Chern-Simon term on the conduc-
tivity. The inclusion of the Chern-Simon term makes an
interesting change of the Hall conductivity; that is, it adds a
piece and could potentially change the structure unless we
take the axion to be constant. Moreover, the Chern-Simon
term does not make any surprising changes in the Hall
angle, cot�H ¼ �xy=�xx, at the leading order in the large
density and small magnetic field limit.

Charge density with the Chern-Simon term

It is not a priori clear whether the low-energy effective
action of the probe brane admits a Chern-Simon type term
or not. We assume that it does and takes the form similar
to that in string theory except that the target space here is
3þ 1-dimensional. In this section, we have considered the
following form of the field strength:

F2 ¼ �E1dt ^ dx� E2dt ^ dyþ Bdx ^ dy

�H0ðrÞdr ^ dxþ h0ðrÞdr ^ dyþ�0ðrÞdr ^ dt:

(49)

The inclusion of the Chern-Simon term in the probe-brane
action adds the following term to the 3þ 1-dimensional
action:

SCS ¼ �
Z �

C0

2
F ^ Fþ ½C2� ^ Fþ ½C4�Þ; (50)

in the absence of the B2 field from the Neveu-
Schwarz–Neveu-Schwarz sector. The bulk fields ½Cn� are
to be understood as the pullback onto the world volume of
the probe brane. Let us also assume for simplicity C4 van-

ishes, the C2 has the the structure ½C2� ¼ � ~C2ðrÞdt ^ dy,
and ½C0� depends only on the radial coordinate. Using the
field strength as written in Eq. (50) results in

SCS ¼ �
Z
½C0ðE1h

0 þ E2H
0 � B�0Þ

þ ~C2H
0�dt ^ dx ^ dy ^ dr: (51)

Let us redefine ~� :¼ �V2, where V3 is the volume of R1;2.
Finally, the Chern-Simon action becomes

SCS ¼ ~�
Z
½C0E1h

0 þ ðC0E2 þ ~C2ÞH0 � C0B�
0Þ�dr:

(52)

So, the full action of the probe brane is

S ¼ �N
Z

dr½grrðB2gtt � E2
1gyy � E2

2gxx þ gttgxxgyyÞ
þ ðgttgxx � E2

1Þh02 � 2E1E2h
0H0 þ ðgttgyy � E2

2ÞH02

þ 2BðE1h
0 þ E2H

0Þ�0 � ðgxxgyy þ B2Þ�02�1=2

þ ~�
Z

dr½C0E1h
0 þ ðC0E2 þ ~C2ÞH0 � C0B�

0Þ�

� �N
Z

dr �Lþ ~�
Z

dr½C0E1h
0

þ ðC0E2 þ ~C2ÞH0 � C0B�
0Þ�: (53)

Once again, the action does not depend on the fields �,
H, and h, so the corresponding momenta are constants. Let
us denote the constant momentum for the field�, h, andH
as c�, ch, and cH, respectively:

�S

��0 � c�

¼ �
N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiQ
gzaza

q
�L

½BðE1h
0 þ E2H

0Þ
� ðgxxgyy þ B2Þ�0� � ~�BC0;

�S

�h0
� ch

¼ �
N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiQ
gzaza

q
�L

½ðgttgxx � E2
1Þh0

� E1E2H
0 þ BE1�

0� þ ~�E1C0;

�S

�H0 � cH

¼ �
N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiQ
gzaza

q
�L

½ðgttgyy � E2
2ÞH0

þ BE2�
0 � E1E2h

0� þ ~�ðE2C0 þ ~C2�: (54)

From now on, we shall drop the tildes from the field C2

and the coupling� so as to avoid cluttering of it. By taking
the ratio of the momenta, we determine h0 and �0 in terms
of H0:
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h0 � h1
h2

; where h1 ¼ gyy½E2ðcHE1 � chE2 � E1�C2Þgxx þ gttðBðBch þ c�E1Þ þ ðch � E1�C0ÞgxxgyyÞ�H0

h2 ¼ gxx½E1ð�cHE1 þ chE2 þ E1�C2Þgyy þ gttðBðBcH þ c�E2Þ þ ðcH � E2�C0Þgxxgyy ��C2ðB2 þ gxxgyyÞÞ�;
�0 � �1

�2

; where �1 ¼ gtt½E1ðBch þ c�E1Þgyy þ gxxðE2ðBcH þ c�E2Þ � BE2�C2 � ðc� þ B�C0ÞgttgyyÞ�H0

�2 ¼ gxx½E1ð�cHE1 þ chE2 þ E1�C2Þgyy þ gttðBðBcH þ c�E2Þ þ ðcH � E2�C0Þgxxgyy ��C2ðB2 þ gxxgyyÞÞ�:
(55)

The function H0 can be evaluated by substituting Eq. (56)
into the last equation of Eq. (55). We are not writing down
the explicit form ofH0, as it is a very long expression. As is
done previously, we perform the Legendre-transformed
action:

SL ¼ S�
Z �S

��0 �
0 �

Z �S

�h0
h0 �

Z �S

�H0 H
0

¼ �N
Z dr

�L
½grrðB2gtt � E2

1gyy � E2
2gxx þ gttgxxgyyÞ�

¼ �R
dr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
grr

gttgxxgyy

q � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi½A2ðrÞA3ðrÞ � ðA4ðrÞÞ2�
p

;

(56)

where

A2ðrÞ ¼ B2gtt � E2
2gxx � E2

1gyy þ gttgxxgyy;

A3ðrÞ ¼ gttgxxgyy � ðcH ��ðE2C0 þ C2ÞÞ2gxx
� ðch � E1�C0Þ2gyy þ ðc� þ B�C0Þ2gtt;

A4ðrÞ ¼ ðc� þ B�C0ÞBgtt þ ðch � E1�C0ÞE1gyy

þ ðcH ��ðE2C0 þ C2ÞÞE2gxx: (57)

From now on, we shall set E2 ¼ 0, as it does not change
much of the physics that we are going to do. The scale r? is
determined by solving

A2ðr?Þ ¼ ½B2gtt � E2
1gyy þ gttgxxgyy�r? ¼ 0: (58)

The form of the currents which follow are

Jx ¼ �C2 �
E1gyy

B2 þ gxxgyy

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðc� þ B�C0Þ2 þN 2ðB2 þ gxxgyyÞ

q
;

Jy ¼ E1

�
Bðc� þ B�C0Þ
B2 þ gxxgyy

��C0

�

¼ E1½Bc� ��C0gxxgyy�
B2 þ gxxgyy

; (59)

where we have used Eq. (58). The conductivity that follows
upone using Ohm’s law is

�xx ¼ � gyy

B2 þ gxxgyy

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðc� þ B�C0Þ2 þN 2ðB2 þ gxxgyyÞ

q
;

�xy ¼ Bc� ��C0gxxgyy

B2 þ gxxgyy
: (60)

The quantity N 2 � N2
f=g

2
s , where Nf is the number of

flavor branes and gs is the string coupling. Once again, let
us look at a special corner of the parameter space of charge
density c� and the magnetic field B for whichN B is very

small in comparison to density. In this case, the conduc-
tivity reduces to

�xx ’ �
�
c�
gxx

þN 2
gyy

2c2�
þ � � �

�
;

�xy ’ Bc�
gxxgyy

��C0 þ � � � ;
(61)

where the ellipses denote higher powers of magnetic field.
Choosing the positive branch from �xx and dropping the
second term in �xx gives us

�xx � c�
gxx

; �xy ’ Bc�
gxxgyy

��C0; (62)

which in the small �C0 limit, i.e. �C0 � Bc�
gxxgyy

, the Hall

angle reduces to

�xx

�xy
� gyy

B
: (63)

So, the presence of the Chern-Simon term in the action
parametrically does not change much of the conductivity in
the small magnetic field or large density limit but adds a
piece to the off-diagonal part of the conductivity. The Hall

angle in the high-density limit, �C0 � Bc�
gxxgyy

, remains

same as in the absence of the Chern-Simon term.
In the presence of a nontrivial dilaton,�, the form of the

conductivities becomes
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�xx ¼ � e2�gyy

B2 þ e4�gxxgyy

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðc� þ B�C0Þ2 þN 2e�2�ðB2 þ e4�gxxgyyÞ

q
;

�xy ¼ Bc� ��C0e
4�gxxgyy

B2 þ e4�gxxgyy
: (64)

Note that we are calculating the conductivities in the
Einstein frame, i.e. we have changed the metric compo-
nents as gab ! e2�gab. In the small magnetic field limit,

B � e2�ðr?Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gxxðr?Þgyyðr?Þ

q
, and at large-density limit,

c� � B�C0ðr?Þ, the conductivities reduce to

�xx � e�2�

gxx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2� þN 2e2�gxxgyy

q
;

�xy � Bc�e
�4�

gxxgyy
��C0:

(65)

If we, further, take the axion as constant, C0 ¼ �, with a
rotationally invariant geometry in the very high-density

limit, c� � N e�ðr?Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gxxðr?Þgyyðr?Þ

q
, and assume that

the first term in the Hall conductivity dominates over the
axionic term, then there is no solution to dilaton or metric
component that can give the result as written in Eq. (1).

However, if we consider a limit for which, Bc�e
�4�ðr?Þ �

�C0ðr?Þgxxðr?Þgyyðr?Þ, then the second term in the Hall

conductivity dominates over the first term; in which case, it
is possible to reproduce Eq. (1) up to a sign.

Let us consider another limit, c� � B�C0 but c� �
N e�ðr?Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gxxðr?Þgyyðr?Þ

q
, with small magnetic field in a

rotationally invariant geometry with a nonconstant axion.
Then the conductivities reduce to

�xx �N e��; �xy � Bc�e
�4�

g2xx
��C0: (66)

Upon comparing to Eq. (1), the dilaton should go as
e� �N T, and the combination of metric component and
axion should be as

Bc�e
�4�

g2xx
��C0 � T�3: (67)

It would be interesting to find such background solutions
that have the property as is written in Eq. (68).

IV. GEOMETRY WITH TWO EXPONENTS:
AN EXAMPLE

In this section, we shall write down a gravitational black
hole solution for which the geometry exhibits the required
two exponents, explicitly. The extremal solution is already
found in Ref. [13] in a specific setting that is with several-
form field strengths and metric. But to find the nonextremal

solution in that setup is very cumbersome. Instead, here,
we shall find such solutions by adopting a different form of
the gravitational action than that which is considered in
Ref. [13], but it comes up with a cost: that is, the entropy
vanishes even though there is a finite size of the horizon.
The on-shell action vanishes identically as a result of the
vanishing of the free energy and the energy. A similar kind
of behavior was seen previously in the context of generat-
ing a Lifshitz type of solutions in Refs. [31,32].
The action that we shall consider is a Ricci squared

corrected term to Einstein-Hilbert action with a cosmo-
logical constant

S ¼ 1

2�2
4

Z ffiffiffiffiffiffiffi�g
p ½R� 2�þ �R2� �

Z
L: (68)

The equation of motion that follows from it is

RMN � 1

2
gMNRþ�gMN þ 2�gMNhR� 2�rMrNR

þ 2�RRMN � 1

2
�R2gMN ¼ 0: (69)

The solution to the equation of motion comes as

ds2 ¼ L2

�
�r2zfðrÞdt2 þ r2wdx2 þ r2dy2 þ dr2

r2fðrÞ
�
;

(70)

which respect to the scaling symmetry

t ! �zt; x ! �wx; y ! �y; r ! r

�
: (71)

The function

fðrÞ ¼ 1�
�
rh
r

�
	
; (72)

where

	 ¼ 1þ wþ 3
2z	 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�4ð1þ w2Þ þ 4zþ 4wzþ z2

q
;

(73)

from which there follows a restriction on the exponents,
4zþ 4wzþ z2 
 4ð1þ w2Þ and the dimensionful objects
� and � are

� ¼ � 1

2L2
½1þ wþ zþ w2 þ z2 þ wz�;

� ¼ L2

4½1þ wþ zþ w2 þ z2 þ wz�
(74)

with the Hawking temperature

TH ¼ 	
4


rzh: (75)

It follows trivially that for a solution with exponents for
which z ¼ 1 and w ¼ 1=2 satisfy the restrictions, 	 is a
real quantity, and hence the solution is real. For this choice
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of the exponents, the cosmological constant and the cou-
pling are

� ¼ � 17

8L2
; � ¼ L2

17
; 	 ¼ 3

ffiffiffi
2

p 	 1ffiffiffi
2

p : (76)

If we calculate the entropy of the system using Wald’s
formula [33],

SBH ¼ �2

Z
rh

@L

@Rabcd

�ab�cd; (77)

where the quantity �ab is binormal to the bifurcation
surface and is normalized in such a way that it obeys
�ab�

ab ¼ �2. We use the convention of Ref. [34] to cal-
culate it, which reads as

�ab ¼ �a�b � �b�a; (78)

where� and� are null vectors normal to the bifurcate killing
horizon, with �:� ¼ 1. In our choice of 3þ 1-dimensional
metric, the nonvanishing components of the null vectors are

�t ¼ �gtt ¼ �L2r2zfðrÞ; �t ¼ 1;

�r ¼ �
ffiffiffiffiffiffiffi
grr
gtt

s
¼ � 1

fðrÞr1þz
:

(79)

In fact, for the action like Eq. (69), the entropy is

SBH ¼ 2


�2
4

ð ffiffiffiffiffiffiffi�g
p ½1þ 2�R�Þrh ; (80)

and using all the ingredients into this formula gives us zero
entropy, which means the solution Eq. (71) has the constant
curvature R ¼ �1=2�. From the trace of the equation of
motion tometric Eq. (70), it follows that the scalar curvature
obeys

R ¼ 4�þ 6�hR: (81)

Now, combining these two facts, we obtain the curvature

R ¼ �1=2� ¼ 4�; (82)

which is precisely the behavior of the solution in Eq. (77).

A. Parameter space

In this subsection, we shall write down the exact form of
both the conductivity and Hall angle that follow from
Sec. III. Before doing the evaluation of the conductivity,
we need to know the scale, r?. From Eq. (59), it follows
that for small electric field and magnetic field, the scale

r? � rh � T1=z
H : (83)

The correction to this scale occurs in the dimensionless

ratios of E=T1þ1=z
H and B=Tð1þwÞ=z

H .
Now, substituting the explicit form of the metric com-

ponents from Eq. (71) into Eq. (61) results in

�xx ¼ � r2?

B2 þ r2ð1þwÞ
?

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðc� þ B�C0Þ2 þN 2ðB2 þ r2ð1þwÞ

? Þ
q

;

�xy ¼ Bc� ��C0r
2ð1þwÞ
?

B2 þ r2ð1þwÞ
?

: (84)

In the small magnetic field, large density, and at low-
temperature limit, the expression of the conductivities
reduces to

�xx � c�r
�2w
? þ �� �� c�T

�2w=z
H ;

�xy �Bc�r
�2ð1þwÞ
? ��C0 þ �� ��Bc�T

�2ð1þwÞ=z
H ��C0;

) �xx=�xy � r2?=c� þ �� �� ðT2=z
H Þ=c� þ �� � ;

(85)

where, in the last line, we have assumed Bc� >

�C0T
2ð1þwÞ=z
H . Demanding that this temperature depen-

dence of conductivities should match the experimental
results, Eq. (1) gives us the following values of exponent:
z ¼ 1 and w ¼ 1=2. So, the above form of the exponents
gives us the strange-metal behavior of copper-oxide sys-
tems as seen in experiments[1,3,4]. If we consider the other
regime of parameter space with a constant axion at low
temperature for which the magnetic field is small in com-

parison to charge density such that Bc� <�C0T
2ð1þwÞ=z
H ,

then the off-diagonal conductivity does not depend on the
temperature for constant axion. So, it is not of much
interest as far as the experimental results are concerned.
Hence, this regime of parameter space may not be that
useful. However, if we consider the nonconstant axion field

in the same limit, i.e. Bc� < �C0T
2ð1þwÞ=z
H , then by match-

ing with Eq. (1), we get the exponents as 2w ¼ z, and the

axion field should have the following behavior: C0 �
T�3
H � r�3z

? . It would be interesting to find such back-
ground solutions.

B. Fermi liquid

In this subsection, we shall reproduce a well-known
transport property of the Fermi-liquid theory. It is known,
see for example Ref. [35], that the conductivity at low tem-
perature goes as �FL � T�2. Now, upon using Eq. (86), we
see that in order to reproduce this particular behavior of the
temperature we are required to take the exponents as
w ¼ z. Here, the exponents are not fixed to a particular
value. In the next section, we shall demand that the
specific heat should have a linear dependence of tem-
perature, parametrically. The result of this fixes the ex-
ponents to z ¼ w ¼ �2. Note, for this choice of
exponents, the quantity 	 defined in Eq. (74) becomes
pure imaginary, which is an artifact of the action we
used to construct it. However, in what follows, we shall
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not be worried about the nature of 	, as we believe the
above-mentioned constraint on the exponents can be
removed by looking at better solutions.

V. PROBE BRANE THERMODYNAMICS

In this section, we shall study some thermodynamic
properties of the probe brane but without the Chern-
Simon term and nontrivial dilaton. Let us recall that the
charge carriers are introduced via probe brane and the
study of their thermodynamic behavior is very important
so as to have a better understanding of the nature of
quantum critical point. It is reported in Refs. [36,37] (for
a review, see Ref. [35]) that at low temperature, the specific
heat (for non-Fermi liquid [NFL]) goes as CV � T LogT.
But, unfortunately, with our choice of exponents as de-
manded by the transport properties, z ¼ 1 and w ¼ 1=2
give us the specific heat to go instead as CV � T3

H. This
kind of behavior of specific heat resembles that of the
Debye theory.

Let us see this particular behavior of specific heat in
detail. We shall proceed to calculate the free energy of the
probe-brane system following Ref. [38]. The proper holo-
graphic treatment is also done in Refs. [21,39]. The Gibbs
free energy, i.e. the thermodynamic potential, �, in the
grand canonical ensemble is just the negative of the on-
shell value of the action times temperature. Here, we have
chosen to work in the canonical ensemble. The easiest way

to include the effect of the charge density and magnetic
field is by using the field strength, F2 ¼ �0ðrÞdr ^ dtþ
Bdx ^ dy in the DBI action. In 3þ 1 dimensions, using the
metric as in Eq. (44) gives us the thermodynamic potential
and chemical potential � ¼ R1

rh
drFrt ¼

R1
rh
dr�0. The

chemical potential, �, should not be confused with the
Chern-Simon coupling that appeared in Sec. III:

� ¼ N V2

Z 1

rh

dr
ðgxxgyy þ B2Þ ffiffiffiffiffiffiffiffiffiffiffiffi

gttgrr
pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

gxxgyy þ B2 þ 	2
q ;

� ¼ 	
Z 1

rh

dr

ffiffiffiffiffiffiffiffiffiffiffiffi
gttgrr

pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gxxgyy þ B2 þ 	2

q ;

(86)

where N 	 ¼ c� and c� is the charge density. V2 is the

flat-space volume of the x, y plane. Using the metric
structure as written in Eq. (71) gives

� ¼ N V2

Z 1

rh

dr
ðr2þ2w þ B2Þrz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p ;

� ¼ 	
Z 1

rh

dr
rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2þ2w þ B2 þ 	2
p :

(87)

For generic choice of the exponents, the integral in the
thermodynamic potential and in the chemical potential
diverges at UV, so we need to regulate it. The way we shall
do is to subtract an equivalent amount but without the
charge density and magnetic field. It means

� ¼ N V2

Z 1

0
dr

�
r1þ2wþzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2þ2w þ B2 þ 	2
p � rzþw

�
�N V2

Z rh

0
dr

r1þ2wþzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p
þN V2B

2
Z 1

0
dr

�
rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2þ2w þ B2 þ 	2
p � rz�w�2

�
�N V2B

2
Z rh

0
dr

rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p ;

� ¼ 	
Z 1

0
dr

�
rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2þ2w þ B2 þ 	2
p � rz�w�2

�
� 	

Z rh

0
dr

rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p : (88)

The second term in the parentheses of the first equation should not be there when zþ w ¼ 0. Similarly, the second term
in the square bracket of the first equation comes into picture only when z > 2þ w, so also for the second term in the second
square bracket. Let us assume the case where z � 2þ w and z � �w. It means wewant to regulate it in the following way:

� ¼ N V2

Z 1

0
dr

�
r1þ2wþzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2þ2w þ B2 þ 	2
p � rzþw

�
�N V2

Z rh

0
dr

r1þ2wþzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p
þN V2B

2
Z 1

0
dr

rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p �N V2B
2
Z rh

0
dr

rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p ;

� ¼ 	
Z 1

0
dr

rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p � 	
Z rh

0
dr

rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p : (89)

After doing these integrals, we find
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�

N V2

¼ ðw; zÞðB2 þ 	2Þððzþwþ1Þ=ð2þ2wÞÞ � 1

ð2þ 2wþ zÞ
rð2þ2wþzÞ
hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 þ 	2

p 2F1

�
1þ z

2þ 2w
;
1

2
; 2þ z

2þ 2w
;� r2þ2w

h

B2 þ 	2

�

þ B2

z
ffiffiffiffi



p ðB2 þ 	2Þððz�w�1Þ=ð2þ2wÞÞ�
�
1þ w� z

2þ 2w

�
�

�
2þ 2wþ z

2þ 2w

�

� rzh
z

B2	ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 þ 	2

p 2F1

�
z

2þ 2w
;
1

2
; 1þ z

2þ 2w
;� r2þ2w

h

B2 þ 	2

�
;

� ¼ 1

z
ffiffiffiffi



p ðB2 þ 	2Þððz�w�1Þ=ð2þ2wÞÞ�
�
1þ w� z

2þ 2w

�
�

�
2þ 2wþ z

2þ 2w

�

� rzh
z

	ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 þ 	2

p 2F1

�
z

2þ 2w
;
1

2
; 1þ z

2þ 2w
;� r2þ2w

h

B2 þ 	2

�
; (90)

where ðw; zÞ is a function of the exponents and whose
explicit structure is not that important for the understand-
ing of thermodynamics. �ðxÞ and 2F1½a; b; c; x� are the
gamma function and hypergeometric function, respec-
tively. In the limit of high density, low magnetic field,
and low temperature, i.e. T1þw=z=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 þ 	2

p � 1, Eq. (91)
can be expanded in the series form. Let us recall the free
energy in the canonical ensemble F ¼ �þ�Jt, where
Jt ¼ N V2	 is the charge. From this, the entropy density
goes as

s ¼ � 1

V2

�
@F

@TH

�

¼ s0 þ N

2z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 þ 	2

p ð4
=	Þðð2þ2wþzÞ=zÞTðð2þ2wÞ=Þz
H ;

(91)

where s0 ¼ 4
N
z	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 þ 	2

p
is the entropy density at zero

temperature. The specific heat is defined as the heat ca-
pacity per unit volume, and at low temperature, it goes as

CV ¼ TH

�
@s

@TH

�

¼ Nffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 þ 	2

p �
1þ w

z2

�
ð4
=	Þðð2þ2wþzÞ=zÞTðð2þ2wÞ=zÞ

H :

(92)

The magnetic susceptibility, which we shall call
‘‘susceptibility,’’ at low temperature is

�=V2 ¼ �
�
@2F

@B2

�

¼ ��0ðB; 	Þ þN 4


z	
	2

ðB2 þ 	2Þ3=2 TH; (93)

where �0 is some function of B and 	 and whose exact
form is not that illuminating. The effect of the Chern-
Simon term with the field strength, F2 ¼ �0ðrÞdr ^ dtþ
Bdx ^ dy, is to replace 	 in all of the above formulas by
	þ��B, where we have considered the axion field to be a
constant and identified it with C0 � �.

At high temperature, low magnetic field,
and low density

In this subsection, we shall write down the behavior of
thermodynamic quantities in the high-temperature but low-
magnetic-field limit. One of the main reasons to study this
regime of parameter space is to see the behavior of sus-
ceptibility. Probably, it is correct to say that when we are in
the proximity of quantum critical point, the magnetization
should not obey the Curie-Weiss–type behavior in the
high-temperature limit.
The temperature dependence of free energy in this re-

gime can be obtained very easily by looking at the follow-
ing integrals:

�

N V2

��
Z rh

0
dr

r1þ2wþzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p � B2
Z rh

0
dr

rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p ;

¼ � rzþwþ1
h

zþ wþ 1
� B2rz�w�1

h

z� w� 1
þ ðB2 þ 	2Þ

2ðz� w� 1Þ r
z�w�1
h þ B2ðB2 þ 	2Þ

2ðz� 3w� 3Þ r
z�3w�3
h þ � � � ;

���	
Z rh

0
dr

rz�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ2w þ B2 þ 	2

p ¼ � 	rz�w�1
h

z� w� 1
þ 	ðB2 þ 	2Þ

2ðz� 3w� 3Þ r
z�3w�3
h þ � � � : (94)

So, the free energy in the canonical ensemble has the following behavior in the high-temperature limit:

SHESANSU SEKHAR PAL PHYSICAL REVIEW D 84, 126009 (2011)

126009-14



F

N V2

¼� 1

zþwþ1
ð4
=	Þððzþwþ1Þ=zÞTððzþwþ1Þ=zÞ

H

� ðB2þ	2Þ
2ðz�w�1Þð4
=	Þððz�w�1Þ=zÞTððz�w�1Þ=zÞ

H

þ ðB2þ	2Þ2
2ðz�3w�3Þð4
=	Þððz�3w�3Þ=zÞTððz�3w�3Þ=zÞ

H

þ��� ; (95)

from which the magnetization, M
N V2

¼ �ð@F=ðN V2Þ
@B Þ, and

the susceptibility, �
N V2

¼ �ð@2F=ðN V2Þ
@B2 Þ, are

M

N V2

¼ � B

ðz� w� 1Þ ð4
=	Þððz�w�1Þ=zÞTððz�w�1Þ=zÞ
H

� 2BðB2 þ 	2Þ
ðz� 3w� 3Þ ð4
=	Þððz�3w�3Þ=zÞTððz�3w�3Þ=zÞ

H ;

�

N V2

¼ 1

ðz� w� 1Þ ð4
=	Þððz�w�1Þ=zÞTððz�w�1Þ=zÞ
H

� 2ð3B2 þ 	2Þ
ðz� 3w� 3Þ ð4
=	Þððz�3w�3Þ=zÞTððz�3w�3Þ=zÞ

H

� ~�0T
ððz�w�1Þ=zÞ
H � ~�1T

ððz�3w�3Þ=zÞ
H : (96)

Now, if we demand that the magnetization, or, more
precisely, the susceptibility, has the Curie-Weiss–type be-
havior, the above result forces us to put the following
constraints on the exponents:

2z ¼ 1þ w: (97)

Recalling the results to the exponents that follow from
the study of conductivity and the Hall angle in Sec. IV
suggests that near to quantum critical point, the system
does not show the Curie-Weiss–type behavior. In fact, the
behavior of susceptibility using the exponents, z ¼ 1 and
w ¼ 1=2, gives

� ¼ ~�0T
�1=2
H ; (98)

and for Fermi liquid (FL), z ¼ �2 ¼ w, at high-
temperature limit goes as

� ¼ ~�0T
1=2
H : (99)

The Curie-Weiss–type behavior is possible only when
Eq. (98) is obeyed, from which it follows trivially that the
asymptotically AdS spacetime possesses such a kind of
behavior, as an example, for which z ¼ 1 ¼ w. Once
again, the effect of the Chern-Simon term is to replace 	
in all of the above formulas by 	þ��B for constant axion
as stated in the previous section.

VI. CONCLUSION

In this paper, we have shown that there exist two pos-
sible ways (see Table I) with different symmetries to find

the precise temperature dependence of the longitudinal
conductivity and Hall angle, 1=T and T2, respectively, as
seen in the non-Fermi liquid. The calculation is done
similarly in spirit to the proposal of Ref. [10], where the
charge density is introduced via flavor brane. It is done in a
generic 3þ 1-dimensional (bulk) background solution
possessing the symmetries, like scaling, time translation,
and spatial translations. The result of the calculation sug-
gests that in order to get the desired experimental result for
the transport quantities that is mentioned above, in the
high-density limit, we should not take the spatial part of
the metric components same, i.e. gxx � gyy. It means the

theory should have the symmetries like scaling, time trans-
lation, and spatial translation symmetry but without any
rotational symmetry. For this purpose, we have considered
a metric with two exponents, z and w, as defined in Eq. (4).
The end result of this requirement is that the exponents
take the values z ¼ 1 and w ¼ 1=2.
The study of the thermodynamic behavior of various

physical quantities are equally important in the study of the
quantum critical point or otherwise. For the above choice
of the exponents, the specific heat at low temperature goes
as CV � T3

H, which resembles that of the Debye type. The

susceptibility at zero magnetic field and at low temperature
goes as � ¼ ��0 þ ðconstantsÞ � TH=	, where �0 is a
function of charge density.
However, if we consider a theory to have the symmetries

like pseudoscaling (nontrivial scalar field), time transla-
tion, spatial translation, and rotation in the low density
limit, we can reproduce Eq. (1) without the need to in-
troduce two exponents. We leave the detailed study of the
thermodynamic behavior of this class of solution for future
research.
From this study, there follows an interesting outcome:

we are completely ruling out those background solutions
that possess the symmetries like scaling symmetry, time
translation, spatial translation, and rotational symmetry.
In other words, these symmetries are not consistent with
Eq. (1).
The transport and thermodynamic behavior of various

physical quantities at high density and at low temperature
can be summarized in this two-exponent model as shown in
Tables II and III.
The behavior of the thermodynamic and transport quan-

tities at high temperature, low density, and low-magnetic-
field limit is given in Table IV.
It follows from Table IV that it is only the asymptotically

AdS spacetime that shows the Curie-Weiss type of behav-
ior, fFrom which it is natural to think that the asymptoti-
cally AdS spacetime may be associated to metals (more
specifically, to the paramagnets) even though the specific
heat shows a quadratic dependence of temperature.
In this study, we have constructed a background black

hole geometry with two exponents, for illustration. The
future goal would be to construct other background
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solutions having nontrivial spacetime thermodynamics, i.e.
the thermodynamics of adjoint degrees of freedom, in the
sense of having nonzero entropy for finite horizon size and
maybe nonzero free energy, depending on the requirement
of the model, which is a priori not clear at present.
Moreover, the thermodynamic quantities in the Fermi-
liquid phase need to be real.

There are several other checks that needed to be done.
In particular, the AC conductivity, �ð!Þ, which in the

interval TH < !< ~�, shows a very specific behavior

[40] where ! and ~� are the frequency and some high-
energy cutoff scale, respectively. This result of Ref. [40]
for copper-oxide systems puts some serious restrictions
on the form of the bulk geometry. In the study of super-
conductors [41] at low temperature (close to extremal-
ity), it was suggested that if the potential energy close to
IR behaves as V ¼ V0=r

2, then the real part of AC

conductivity goes as <½�ð!Þ� / !
ffiffiffiffiffiffiffiffiffiffiffi
4V0þ1

p
�1. Now, upon

matching with the results of Ref. [40], we get V0 ¼
�2=9, i.e. there should be an attractive potential energy
close to IR. This is an interesting prediction, but we
leave this aspect of holographic model building for
future research.

There is one further comment that deserves to be men-
tioned. In Ref. [6], it is shown that both for scaling and
presudoscaling theories with unbroken rotational symme-
try in the x, y plane, the resistivity and the AC conductivity
have the following temperature and frequency dependence,
at low temperature: 	� T�1 and �ð!Þ �!��1 for �1 � 1.
Now, if we demand Eq. (1) on this result, then it fixes
�1 ¼ 1; it means �ð!Þ �!�1, which is not allowed by
Ref. [40]. So, it is natural to think of some more exotic
models that are either proposed in Ref. [6] or that are
discussed in this paper in order to get as close as possible
to the experimental results.
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TABLE III. Behavior of thermodynamic quantities at low temperature and at high density.

Type Physical quantity Experiment result Reference In this model

Experimental result forces

the choice of exponents

FL Specific heat T [38] �Tð2þ2wÞ=z
H z ¼ �2, w ¼ �2

FL Susceptibility: �ðB ¼ 0Þ independent of T [38] ��0 þ const=	 � TH=	 � � �
NFL Specific heat should not be as T [38] Tð2þ2wÞ=z

H � T3
H � � �

NFL Susceptibility: �ðB ¼ 0Þ Not known to author � � � ��0 þ const� TH=	 � � �

TABLE II. Behavior of transport quantities at low temperatures and at high density.

Type Physical quantity Experiment result Reference In this model

Experimental result forces

the choice of exponents

NFL Conductivity T�1 [1,3,4] T�2w=z
H z ¼ 1, w ¼ 1=2

NFL Hall Angle T2 [1,3,4] T2=z
H z ¼ 1, w ¼ 1=2

FL Conductivity T�2 [38] T�2w=z
H z ¼ �2, w ¼ �2

FL Hall Angle Not known to author � � � T2=z
H � T�1

H � � �

TABLE IV. Behavior of thermodynamic quantities at high temperature, low density, and low magnetic field.

Type Physical quantity Exponents In this model Prediction

NFL Specific heat z ¼ 1, w ¼ 1=2 Tð1þwÞ=z
H T3=2

H

NFL Susceptibility z ¼ 1, w ¼ 1=2 Tðz�w�1Þ=z
H T�1=2

H

FL Specific heat z ¼ �2 ¼ w Tð1þwÞ=z
H T1=2

H

FL Susceptibility z ¼ �2 ¼ w Tðz�w�1Þ=z
H T1=2

H

AdS spacetime Specific heat z ¼ 1 ¼ w Tð1þwÞ=z
H T2

H

AdS spacetime Susceptibility z ¼ 1 ¼ w Tðz�w�1Þz
H T�1

H
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APPENDIX A: SOLUTION TOMAXWELL SYSTEM

In this section, we shall write down the exact solution to
the Maxwell’s equation of motion in the notation of
Ref. [42]. Let us start with a system whose dynamics is
described by Maxwell’s action:

S ¼ � 1

4

Z
ddþ1x

ffiffiffiffiffiffiffi�g
p
g2YM

FMNF
MN; (A1)

with coordinate-dependent coupling, gYM and whose ex-
plicit dependence we do not specify. Also, we assume that
the dþ 1-dimensional spacetime possesses the symme-
tries like rotation in d� 1-dimensional space, along with
time and spatial translations, and has a structure like

ds2dþ1 ¼ �hðrÞd�2 þ 2d�drþ e2sðrÞ�ijdx
idxj; (A2)

where the radial coordinate can have a range, r0 � r � rc,
with r0 denote the horizon of a black hole and rc is the
upper cutoff, which is the UV. The nonvanishing compo-
nents of the field strength are F�r, F�i, Fij, Fir. The

equations of motion are

e2s@�F�r þ @iF�i ¼ h@iFir;

@�Fir þ ½ð2� pÞs0 ��0�F�i � @rF�i þ h0Fir

¼ �h@rFir þ h½ð2� pÞs0 ��0�Fir þ e�2s@jFji;

@rF�r þ ðps0 þ�0ÞF�r þ e�2s@iFir ¼ 0; (A3)

where we have used 1=g2YM ¼ e�ðrÞ, and in the derivatives,
the indices i; j; � � � are raised using �ij, i.e. @i ¼ �ij@j. The

normalization of the coupling is assumed to be �ðr0Þ ¼ 0.
We shall solve these equations of motion along with the
Bianchi identities:

@�Fri þ @rFi� þ @iF�r ¼ 0;

@�Fij þ @iFj� þ @jF�i ¼ 0;

@rFij þ @iFjr þ @jFri ¼ 0;

(A4)

with the infalling boundary condition at the horizon, which
means the momentum flux tangent to the horizon vanishes,
i.e. Trrðr0Þ ¼ 0 [42], which suggests Firðr0Þ ¼ 0.

The current and charge density at the horizon are

Jið�; xi; r0Þ ¼ Fi�ð�; xi; r0Þ
qð�; xi; r0Þ ¼ Fr�ð�; xi; r0Þ;

(A5)

which obey the continuity equation @�qþ @iJi ¼ 0, cour-
tesy of the first equation of Eq. (A3) after setting the
condition sðr0Þ ¼ 0.

Exact solutions

In this subsection, we shall find the exact solution to the
Maxwell system, first for 3þ 1-dimensional spacetime
and then for any arbitrary spacetime dimension.

(i) 3þ 1 dimension: Let us denote the spacetime coor-
dinate as �, x, y and r, the solution for which the
coupling is constant, i.e. �0 ¼ 0 with a nontrivial
electric field and a constant magnetic field,

Fxr ¼ 0; Fyr ¼ 0; Fr� ¼ 0;

Fy� ¼ Eyð�Þ; Fxy ¼ constant � B;

Fx� ¼ Exð�Þ;
(A6)

for some functions Exð�Þ and Eyð�Þwhose functional
form is not fixed by the equations of motion or the
Bianchi identity.
For p ¼ 2, there exists another exact solution for
which the coupling is constant, i.e. �0 ¼ 0, and the
rest of the components of field strength are

Fxr ¼ 0; Fyr ¼ 0; Fr� ¼ qe2sðrÞ;

Fy� ¼ Eyð�Þ; Fxy ¼ constant � B;

Fx� ¼ Exð�Þ;
(A7)

where q is a constant. The functional form of the
functions Exð�Þ and Eyð�Þ are fixed neither by the

equations of motion nor by the Bianchi identity.
(ii) Any arbitrary dimension: There exists an exact so-

lution to the Maxwell system in any arbitrary
spacetime dimension but, unfortunately, with zero
electric field. In fact, all the components of field
strength vanish except

Fr� ¼ qe�psðrÞ��ðrÞ; (A8)

where q is a constant. One can find another solu-
tion with a nontrivial electric field, provided the
inverse coupling goes as

1=g2YM ¼ e�ðp�2ÞsðrÞþconstant; (A9)

with Fr� ¼ qe�2sðrÞ, and the other nonvanishing
component of the field strength is

Fi� ¼ Eið�Þ (A10)

for some functions Eið�Þ, again, whose functional
form is not fixed by the equations of motion nor
the Bianchi identity.

APPENDIX B: ENERGY MINIMIZATION

After extremizing Eq. (30), it follows that the extremum
occurs when the following equation is satisfied at some r:

½g0rrðgttgxx�E2Þþgrrðg0ttgxxþgttg
0
xxÞ�

�
N2

�Y
gyaya

�
� c2

gtt

�

þ½grrðgttgxx�E2Þ�
�
N2

�Y
gyaya

�0þc2g0tt
g2tt

�
¼0: (B1)
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Let us denote it as rm, which is a function of ðTH; E; J
xÞ.

But recall that vanishing and reality of energy, HL, implies

that it occurs at a scale r?, which is a function of TH and E
only. So one can ask the question: can r? be same as rm, i.e.
r?ðTH; EÞ ¼ rmðTH; E; J

xÞ? The answer to this question is:
it can happen only if the current Jx is a function of TH and

E. If we take the case as in Eq. (28), then it gives us a
solution to Eq. (B1). In fact, for this solution the energy

extremization at r? again is in the indeterminate form, i.e.

ðdHL

dr Þr? ¼ 0
0 because in this case, bothHL and the numerator

of dHL

dr vanishes. So we shall take the physical reason of

choosing a scale r? as the condition of reality and vanish-
ing of energy, HL. In general, a priori, it is not clear what
other value of r one should choose so as to find the current
as a function of temperature and electric field that solves
Eq. (B1) for which r? ¼ rm.
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Sachdev and M. Müeller, J. Phys. Condens. Matter 21,
164216 (2009); S. Sachdev, in De Sitter Lecture Series in
Theoretical Physics, Groningen, The Netherlands, 2009
(unpublished).

[9] J.M. Maldacena, Adv. Theor. Math. Phys. 2, 231 (1998);
S. S. Gubser, I. R. Kle-banov, and A.M. Polyakov, Phys.
Lett. B 428, 105 (1998); E. Witten, Adv. Theor. Math.
Phys. 2, 253 (1998); O. Aharony, S. S. Gubser, J.
Maldacena, H. Ooguri, and Y. Oz, Phys. Rep. 323, 183
(2000).

[10] A. Karch and A. O’Bannon, J. High Energy Phys. 09
(2007) 024.

[11] A. O’Bannon, Phys. Rev. D 76, 086007 (2007).
[12] A. Karch and S. L. Sondhi, J. High Energy Phys. 01 (2011)

149.
[13] S. S. Pal, arXiv:0901.0599.
[14] C. P. Herzog, P. Kovtun, S. Sachdev, and D. T. Son, Phys.

Rev. D 75, 085020 (2007).
[15] S. A. Hartnoll, P. K. Kovtun, M. Mueller, and S. Sachdev,

Phys. Rev. B 76, 144502 (2007).
[16] S. A. Hartnoll and C. P. Herzog, Phys. Rev. D 76, 106012

(2007); 77, 106009 (2008).
[17] J. Mas, J. P. Shock, J. Tarrio, and D. Zoakos, J. High

Energy Phys. 09 (2008) 009; J. Mas, J. P. Shock, and J.
Tarrio, J. High Energy Phys. 02 (2011) 1.

[18] E. Keski-Vakkuri and P. Kraus, J. High Energy Phys. 09
(2008) 130.

[19] J. Alanen, E. Keski-Vakkuri, P. Kraus et al., J. High
Energy Phys. 11 (2009) 014.

[20] P. Kovtun and A. Ritz, Phys. Rev. D 78, 066009 (2008).

[21] A. Karch, M. Kulaxizi, and A. Parnachev, J. High Energy
Phys. 11 (2009) 017.

[22] K. Goldstein, S. Kachru, S. Prakash, and S. P. Trivedi, J.
High Energy Phys. 08 (2010) 078; K. Goldstein, N. Iizuka,
S. Kachru, S. Prakash, S. P. Trivedi, and A. Westphal, J.
High Energy Phys. 10 (2010) 027.

[23] S.-J. Rey, Progress of Theoretical Physics Supplements
177, 128 (2009); D. Bak and S.-J. Rey, J. High Energy
Phys. 09 (2010) 032.

[24] K. B. Fadafan, arXiv:0912.4873; M. Ali-Akbari and K. B.
Fadafan, arXiv:1008.2430.

[25] O. Bergman, N. Jokela, G. Lifschytz, and M. Lippert, J.
High Energy Phys. 10 (2010) 063.

[26] C. Charmousis, B. Goutraux, B. S. Kim, E. Kiritsis, and
Rene Meyer, J. High Energy Phys. 11 (2010) 151.

[27] B.-H. Lee, D.-W Pang, and C. Park, J. High Energy Phys.
07 (2010) 057.

[28] R. C. Myers, S. Sachdev, and A. Singh, Phys. Rev. D 83,
066017 (2011).

[29] A. Bayntun, C. P. Burgess, B. P. Dolan, and S.-S. Lee,
New J. Phys. 13, 035012 (2011).

[30] N. Iqbal and H. Liu, Phys. Rev. D 79, 025023 (2009).
[31] R-G. Cai, Y. Liu, and Y-W. Sun, J. High Energy Phys. 10

(2009) 080.
[32] E. Ayon-Beato, A. Garbarz, G. Giribet, and M. Hassaine,

J. High Energy Phys. 04 (2010) 030.
[33] V. Iyer and R.M. Wald, Phys. Rev. D 50, 846 (1994).
[34] S. Dutta and R. Gopakumar, Phys. Rev. D 74, 044007

(2006).
[35] G. R. Stewart, Rev. Mod. Phys. 73, 797 (2001).
[36] B. Andraka and A.M. Tsvelik, Phys. Rev. Lett. 67, 2886

(1991).
[37] D. Finsterbusch et al., Ann. Phys. (Leipzig) 5, 184

(1996).
[38] A. Karch, D. T. Son, and A.O. Starinets, Phys. Rev. Lett.

102, 051602 (2009).
[39] A. Karch and A. O’Bannon, J. High Energy Phys. 11

(2007) 074.
[40] D. van der Marel, H. J. A. Molegraaf, J. Zaanen, Z.

Nussinov, F. Carbone, A. Damascelli, H. Eisaki, M.
Greven, P. H. Kes, and M. Li, Nature (London) 425, 271
(2003).

[41] G. T. Horowitz and M.M. Roberts, J. High Energy Phys.
11 (2009) 015.

[42] I. Bredberg, C. Keeler, V. Lysov, and A. Strominger, J.
High Energy Phys. 03 (2011) 141.

SHESANSU SEKHAR PAL PHYSICAL REVIEW D 84, 126009 (2011)

126009-18

http://dx.doi.org/10.1103/PhysRevLett.67.2088
http://dx.doi.org/10.1103/PhysRevLett.67.2088
http://dx.doi.org/10.1103/PhysRevLett.67.2092
http://dx.doi.org/10.1016/S0921-4534(97)00751-X
http://dx.doi.org/10.1016/S0921-4534(97)00751-X
http://dx.doi.org/10.1126/science.1165015
http://dx.doi.org/10.1126/science.1165015
http://arXiv.org/abs/1003.1728
http://dx.doi.org/10.1007/JHEP04(2010)120
http://dx.doi.org/10.1007/JHEP04(2010)120
http://dx.doi.org/10.1088/0953- 8984/21/16/164216
http://dx.doi.org/10.1088/0953- 8984/21/16/164216
http://dx.doi.org/10.1016/S0370-2693(98)00377-3
http://dx.doi.org/10.1016/S0370-2693(98)00377-3
http://dx.doi.org/10.1016/S0370-1573(99)00083-6
http://dx.doi.org/10.1016/S0370-1573(99)00083-6
http://dx.doi.org/10.1088/1126-6708/2007/09/024
http://dx.doi.org/10.1088/1126-6708/2007/09/024
http://dx.doi.org/10.1103/PhysRevD.76.086007
http://dx.doi.org/10.1007/JHEP01(2011)149
http://dx.doi.org/10.1007/JHEP01(2011)149
http://arXiv.org/abs/0901.0599
http://dx.doi.org/10.1103/PhysRevD.75.085020
http://dx.doi.org/10.1103/PhysRevD.75.085020
http://dx.doi.org/10.1103/PhysRevB.76.144502
http://dx.doi.org/10.1103/PhysRevD.76.106012
http://dx.doi.org/10.1103/PhysRevD.76.106012
http://dx.doi.org/10.1103/PhysRevD.77.106009
http://dx.doi.org/10.1088/1126-6708/2008/09/009
http://dx.doi.org/10.1088/1126-6708/2008/09/009
http://dx.doi.org/10.1007/JHEP02(2011)015
http://dx.doi.org/10.1088/1126-6708/2008/09/130
http://dx.doi.org/10.1088/1126-6708/2008/09/130
http://dx.doi.org/10.1088/1126-6708/2009/11/014
http://dx.doi.org/10.1088/1126-6708/2009/11/014
http://dx.doi.org/10.1103/PhysRevD.78.066009
http://dx.doi.org/10.1088/1126-6708/2009/11/017
http://dx.doi.org/10.1088/1126-6708/2009/11/017
http://dx.doi.org/10.1007/JHEP08(2010)078
http://dx.doi.org/10.1007/JHEP08(2010)078
http://dx.doi.org/10.1007/JHEP10(2010)027
http://dx.doi.org/10.1007/JHEP10(2010)027
http://dx.doi.org/10.1007/JHEP09(2010)032
http://dx.doi.org/10.1007/JHEP09(2010)032
http://arXiv.org/abs/0912.4873
http://arXiv.org/abs/1008.2430
http://dx.doi.org/10.1007/JHEP10(2010)063
http://dx.doi.org/10.1007/JHEP10(2010)063
http://dx.doi.org/10.1007/JHEP11(2010)151
http://dx.doi.org/10.1007/JHEP07(2010)057
http://dx.doi.org/10.1007/JHEP07(2010)057
http://dx.doi.org/10.1103/PhysRevD.83.066017
http://dx.doi.org/10.1103/PhysRevD.83.066017
http://dx.doi.org/10.1088/1367-2630/13/3/035012
http://dx.doi.org/10.1103/PhysRevD.79.025023
http://dx.doi.org/10.1088/1126-6708/2009/10/080
http://dx.doi.org/10.1088/1126-6708/2009/10/080
http://dx.doi.org/10.1007/JHEP04(2010)030
http://dx.doi.org/10.1103/PhysRevD.50.846
http://dx.doi.org/10.1103/PhysRevD.74.044007
http://dx.doi.org/10.1103/PhysRevD.74.044007
http://dx.doi.org/10.1103/RevModPhys.73.797
http://dx.doi.org/10.1103/PhysRevLett.67.2886
http://dx.doi.org/10.1103/PhysRevLett.67.2886
http://dx.doi.org/10.1103/PhysRevLett.102.051602
http://dx.doi.org/10.1103/PhysRevLett.102.051602
http://dx.doi.org/10.1088/1126-6708/2007/11/074
http://dx.doi.org/10.1088/1126-6708/2007/11/074
http://dx.doi.org/10.1038/nature01978
http://dx.doi.org/10.1038/nature01978
http://dx.doi.org/10.1088/1126-6708/2009/11/015
http://dx.doi.org/10.1088/1126-6708/2009/11/015
http://dx.doi.org/10.1007/JHEP03(2011)141
http://dx.doi.org/10.1007/JHEP03(2011)141

