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The nonzero strange quark mass effect in different types of single flavor color superconductivity and

the phase diagram in a magnetic field are studied. We have obtained simple analytical forms of the

quasiparticle energies for an arbitrary mass and explored the mass correction to the pressure and the

transition temperature. It is found that the mass reduces the pressure and transition temperature of strange

quarks, but it does not change the ranking Pn < PA <Ppolar <Pplanar <PCSL of the pressure for the four

canonical single flavor phases. The phase diagram with magnetic field and temperature for a system of

three flavors is obtained for two different values of the strange quark mass. The changes from the one

obtained previously under the approximation of massless strange quarks are examined.
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I. INTRODUCTION

Quark matter at sufficiently high baryon density and low
temperature becomes a color superconductor (CSC) [1].
CSC is characterized by a diquark condensate, which is
analogous to the Cooper pair in an ordinary superconduc-
tor, but the structure of the condensate is much richer
because quarks have the non-Abelian color and flavor
charges.

The structure of the CSC states depends sensitively on
the number of quark flavors and their masses [2–5]. For
very high baryon density, where the masses of u, d and s
quarks can be ignored, the ground state is in the color-
flavor-locked (CFL) phase [6], where quarks of different
flavors pair. The situation becomes more complicated in
moderate density because of the strange quark mass, �
equilibrium and the charge neutrality conditions. A sub-
stantial Fermi-momentum mismatch among different
quark flavors is introduced and thereby reduces the avail-
able phase space for the cross-flavor pairing, such as CFL.
Different exotic scenarios for cross-flavor pairing proposed
in the literature (gapless CSC, Larkin-Ovchinnikov-Fulde-
Ferrell, CSC, etc.) either run into various instabilities [7–9]
or reduce significantly the condensation energy. This
makes the single flavor pairing, which is free from the
Fermi-momentum mismatch and the instabilities, a com-
peting alternative even though the pairing force here is
expected to be weaker. There are a number of different
paring states. The ones frequently discussed in the litera-
ture include the spherical color-spin-lock (CSL) and
nonspherical planar, polar and A [10–12]. Here, the adjec-
tive ‘‘spherical/nonspherical’’ refers to the symmetry of the
order parameter under a space rotation. The CSL pairing is

energetically most favored in the absence of a magnetic
field, but the situation changes when a magnetic field
is applied. The single flavor color superconductivity
may be realized in the interior of a compact star during
the later stage of its life, where a magnetic field is
present.
The presence of a magnetic field in the interior of a

compact star [13] will offset the energy balance among the
four canonical single flavor pairings. The spherical CSL
phase has an electromagnetic Meissner effect [11], but
nonspherical phases: polar, A and planar phases do not.
So if a quark matter of single flavor parings cools down
through the critical temperature in a magnetic field, form-
ing CSL state will cost extra work to exclude magnetic
fluxes from the bulk. Therefore, the magnetic contribution
to the free energy may favor the nonspherical states. In a
previous work [14], we have explored the consequences of
the absence of the electromagnetic Meissner effect in a
nonspherical CSC phase of single flavor pairing and have
obtained the phase diagram with respect to the magnetic
field and the temperature. We found that under the plau-
sible magnitude of the magnetic field inside a compact star,
the most favored state is not always CSL and nonspherical
pairing states may show up. For the sake of simplicity, we
considered both the infinitely massive limit and the mass-
less limit strange quarks in [14]. The former limit is
unrealistic given the typical chemical potential � around
500MeV, the latter requires the mass of strange quarks,ms,
to be much lower than quark chemical potential. On the
other hand, ms has to be sufficiently large in order to win
the competition with exotic cross-flavor pairings such as
gapless CSC and Larkin-Ovchinnikov-Fulde-Ferrell. Both
requirements may be compromised marginally for the
value of ms in vacuum (�150 MeV) but will be problem-
atic when the value of ms in medium becomes comparable
with� as was suggested by some numerical works such as
[15]. All these concerns warrant a systematic treatment of

*wupingping@iopp.ccnu.edu.cn
†hdf@iopp.ccnu.edu.cn
‡ren@mail.rockefeller.edu

PHYSICAL REVIEW D 84, 125031 (2011)

1550-7998=2011=84(12)=125031(14) 125031-1 � 2011 American Physical Society

http://dx.doi.org/10.1103/PhysRevD.84.125031


the single flavor pairing with an arbitrary quark mass. So
we did in this paper.

In the present work, we shall give a detailed investiga-
tion of the phase structure. For this purpose, we formulate
the single flavor CSC for a nonzero quark mass in terms of
the same NJL (Nambu-Jona-Lasinio)-like effective action
employed in [14] and introduce the mean-field approxima-
tion for an arbitrary mass in Sec. II. Unlike the ultrarela-
tivistic limit, where the cross-helicity (transverse) pairing
dominates, the nonzero quark mass couples the cross-
helicity pairing channel and the equal-helicity (longitudi-
nal) pairing channel and thereby complicates the gap
matrix underlying the excitation spectrum. Fortunately,
as will be shown in Sec. III, the gap matrix for an arbitrary
mass can still be diagonalized analytically for all four
canonical phases and our results interpolate both the ultra-
relativistic limit and the nonrelativistic limit in the litera-
ture. The ranking of the condensation energy in the
massless limit remains intact when a nonzero quark mass
is switched on. In Sec. IV we generalize our analysis in
[14] of a three-flavor quark matter beyond the ultrarelativ-
istic limit. Because the transition temperature of the non-
zeroms strange quark paring is reduced, the phase diagram
with respect to temperature and magnetic field contains a
region where only u and d flavors condensate. The size of
this region is tiny forms � 150 MeV but cannot be ignored
for ms ��. Finally, we summarize our results and remark
on some open issues in Sec. V. Throughout the paper, we
shall assume zero masses for u and d quarks as we did in
[14]. All gamma matrices are Hermitian according to our
notation.

II. THE HAMILTONIAN UNDER
MEAN-FIELD APPROXIMATION

In this section and the next one, we shall formulate the
single flavor Copper pairing with an arbitrary quark mass.
The Lagrangian density of the NJL-like effective action
reads [16]

L¼ �c ð���@�þmþ��4Þc �G �c��T
lc �c��T

lc ; (2.1)

where Tl ¼ 1
2�

l with �l the lth Gell-Mann matrix, m is the

quark mass and � is the chemical potential. We set the
effective coupling G> 0, in accordance with the interac-
tion mediated by one-gluon exchange at high density and
that mediated by instantons for intermediate density. The
corresponding Hamiltonian is

H¼
Z
d3r½ �c ð��rþm���4Þc þG �c��T

lc �c��T
lc �:
(2.2)

Like QCD Lagrangian, the diquark scattering in (2.1) con-
serves the eigenvalues of �5 of each quark. At m ¼ 0, the
eigenvalue �5 coincides with the helicity so that the helic-
ity of each quark is also conserved during the scattering.
The process like

ðR; RÞ ! ðR; LÞ (2.3)

with RðLÞ the right(left) hand helicity will never occur and
the transverse pairing will not couple with the longitudinal
one. For m � 0, however, the helicity is not the eigenvalue
of �5 and is no longer conserved. The two types of pairing
do couple via (2.3).
The thermodynamic pressure

P ¼ T

�
lnexp

�
�H

T

�
(2.4)

with T the temperature and� the volume of the system and
the ensemble average of the operator O is given by

<O> ¼ Tr½expð� H
TÞO�

Tr½expð� H
TÞ�

: (2.5)

In terms of the plane-wave expansion

c ¼ 1ffiffiffiffiffi
�

p X
p;s

ðap;sup;seipr þ bþp;svp;se
�iprÞ (2.6)

with sð¼ � 1
2Þ the helicity defined by

� � pup;s ¼ 2spup;s � � pvp;s ¼ �2spvp;s (2.7)

the interaction Hamiltonian reads

Hint¼G �c��T
lc �c��T

lc

¼ 1

�

X
p;p0
ay
p0;s0

1
Tla�p;s2a

y
�p0;s0

2
Tlap;s1 �u

y
p0;s0

1

���u�p;s2
�uy�p0;s0

2
��up;s1

þ the terms containing antiquark operators;b0s:

(2.8)

The formulas

Tl
ijT

l
km ¼ � 1

3
ð�ij�km � �im�kjÞ þ 1

6
ð�ij�km þ �im�kjÞ

(2.9)

enable us to decompose the diquark interaction into color-
antisymmetric and -symmetric channels; the interaction
within the former is attractive and therefore responsible
for Cooper pairing for G> 0. We have

ay
p0;s0

1
Tla�p;s2a

y
�p0;s0

2
Tlap;s1

¼ 1

3
ay
p0;s0

1
"c~ay�p0;s0

2
~a�p;s2"

cap;s1

þ the color symmetric interaction; (2.10)

where the 3� 3 antisymmetric matrix "c in color space is
defined by ð"1Þ ¼ �5, ð"2Þ ¼ �7 and ð"3Þ ¼ �2 and they
coincide with the matrix representation of the angular
momentum operators of spin-1 with respect to Cartesian
basis. We shall designate Jx, Jy and Jz for �5, �7 and �2

below. Furthermore, the gap energy associated with the
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spin-1 Cooper pairing is expected to be much smaller than
the chemical potential. Therefore, we may drop the anti-
quark contribution and keep only the color-antisymmetric
interaction under the mean field approximation. Our
excitation spectrum of CSL phase below takes a simpler
analytical form than that in [16], where the contribution
from the antiquarks are included.

The relevant Hamiltonian takes the form

Heff¼
X
p;s

vFðp�kFÞaþpsaps� G

3�

X
p;p0;s0

1
;s0
2
;s1;s2

As0
1
;s0
2
;s1;s2ðp0;pÞ

�ay
p0;s01

"c~ay�p0;s02
~a�p;s2"

cap;s1 ; (2.11)

where

As0
1
;s0
2
;s1;s2ðp0;pÞ�uy

p0;s0
1
�4��u�p;s2u

y
�p0;s0

2
�4��up;s1 (2.12)

and the approximation
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þm2

p �� ’ vFðp� kFÞ has
been made with the Fermi momentum kF ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2 �m2
p

and the Fermi velocity vF ¼ kF=�.
To simplify (2.11) further, we employ the explicit form

of the four-component spinor in the chiral representation

up;s ¼
ffiffiffiffiffiffiffiffiffiffiffi
Eþ2sp
2E

q
�p;sffiffiffiffiffiffiffiffiffiffiffi

E�2sp
2E

q
�p;s

0
B@

1
CA; (2.13)

where the two-component spinor � is given by

�p;1=2¼ cos’2
ei’ sin	2

� �
�p;�ð1=2Þ ¼ �e�i’ sin	2

cos	2

 !
(2.14)

with ð	;’Þ the polar angles of p. Our choice of the phases
of �p;�ð1=2Þ is to make them corresponding to the two

columns of the standard Wigner D-matrix of the angular
momentum J ¼ 1=2, i.e.,

ð�p;ð1=2Þ; �p;�ð1=2Þ Þ ¼ D1=2ð’; 	;�’Þ; (2.15)

where

DJ
m0mð
;�; �Þ � hJm0je�iJz
e�iJy�e�iJz�jJmi (2.16)

with J the angular momentum operator and ð
;�; �Þ Euler
angles. The chiral representation of gamma matrices is

0 ��

��� 0

� �
; (2.17)

where �� ¼ ð1;�Þ, ��� ¼ ð1;��Þ with �’s the Pauli
matrices.

After some algebra detailed in the appendix A, we find
that

Heff ¼
X
p;s

vFðp�kFÞaþpsaps�4G

�

X0

p;p0
��y

� ðp0Þ��
�ðpÞ; (2.18)

where

��
�ðpÞ¼

X
s1;s2

ð�1Þs2�ð1=2Þe�i	ps2Bs1s2ðpÞ

�
1
2

1
2 1

�s2 s1 s2�s1

� �
D1�

�;s2�s1ð’;	;�’Þ~a�ps2J
�aps1

(2.19)

with the phase 	p;s is defined by the relation

e�i	p;s ¼ �ið�1Þs�ð1=2Þ�y
p;�s��p;s ¼ ie2is’ (2.20)

and Bð1=2Þð1=2ÞðpÞ ¼ B�ð1=2Þ�ð1=2ÞðpÞ ¼ � ¼ m
E ’ m

� ,

Bð1=2Þ�ð1=2ÞðpÞ ¼ B�ð1=2Þð1=2ÞðpÞ ¼ 1. The repeated indexes
in the second term of (2.21) are summed over with

�, � ¼ 0, � and the summation
P0
p

extends to half of the

momentum space. We have defined J� � ð"1 � i"2Þ and
J0 � "3 in (2.18).
Introducing a long-range order h~a�ps2"

caps1i and ex-

panding the interaction term of (2.19) to the linear order
of the fluctuation ~a�ps2"

caps1 �h~a�ps2"
caps1i, we obtain

the linearized mean-field Hamiltonian

HMF ¼X
p;s

vFðp� kFÞaþpsaps þ 9�

4G
���

� ��
�

� 3
X
p

½��
��

�
�ðpÞ þ ���

� ��y
� ðpÞ�; (2.21)

where the order parameter ��
� is defined by

1

�

X
p

h��
�ðpÞi� ¼

3��
�

4G
(2.22)

and will be regarded as the element of a 3� 3 matrix with
�ð�Þ the row(column) index. In terms of the Nambu-
Gorkov basis

Aþ
p ¼ðe�i	p;ð1=2Þ ~a�p;1=2e

�i	p;�ð1=2Þ ~a�p;�ð1=2Þ�aþp;�ð1=2Þa
þ
p;1=2Þ

Ap¼

ei	p;1=2 ~aþ�p;1=2

ei	p;�ð1=2Þ ~aþ�p;�ð1=2Þ
�ap;�ð1=2Þ
ap;1=2

0
BBBBBB@

1
CCCCCCA (2.23)

the Hamiltonian (2.21) takes the form

HMF¼ 9

4G
���

� ��
�þ

X0
p

vFðp�kFÞþ
X0
p

Aþ
p hpAp; (2.24)

where

hp ¼ vFðp� kFÞ M
My �vFðp� kFÞ

� �
(2.25)

and the 6� 6 matrix M is defined by
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M¼ ffiffiffi
3

p
��

�J��
D1�

�;1ð’;	;�’Þ �ffiffi
2

p D1�
�;0ð’;	;�’Þ

�ffiffi
2

p D1�
�;0ð’;	;�’Þ D1�

�;�1ð’;	;�’Þ
 !

(2.26)

with � the direct product. We have

h2p¼
v2
Fðp�kFÞ2þMMy 0

0 �v2
Fðp�kFÞ2�MyM

 !
(2.27)

where both MMy and MyM have identical nonnegative
eigenvalues, �2

n with n ¼ 1; . . . ; 6 and the quasiparticle

energy reads Ep;n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
Fðp� kFÞ2 þ �2

n

q
. Replacing the

Hamiltonian H of (2.4) by the linearized one of (2.21), we
endupwith the pressure under themean-field approximation

P ¼ � 9

4G
���

� ��
� � 1

�

X0

p;n

ðvFðp� kFÞ � Ep;nÞ

þ 2T

�

X0

p;n

ln

�
1þ exp

�
�Ep;n

T

��
: (2.28)

For � ¼ 0, the off-diagonal elements of the 2� 2matrix in
(2.26) vanish andwe are left with only the transverse pairing
and recover the result in [14].

In the massless limit, the pairing force mediated by the
one-gluon exchange consists of both transverse and longi-
tudinal channels with the latter energetically less favored.
A mixed phase that combines the transverse and longitu-
dinal pairings has been explored in [12] with the free
energy in between. For the NJL-like interaction in (2.1),
however, the longitudinal channel is repulsive, which sup-
presses the mixed phase even further. So we consider only
the transverse condensate at m ¼ 0.

III. THE THERMODYNAMICS OF THE SPIN-1
COLOR SUPERCONDUCTIVITY

The polar, A, planar and CSL are the four canonical
phases mostly discussed in the literature of the spin-1 color
superconductivity. Each of them corresponds to a particu-
lar diagonal form of the 3� 3 matrix �c

a introduced in the
last section. The thermodynamics will be discussed in this
section for an arbitrary quark mass.

To gain more insight into the geometrical structure of
these spin-1 phases, we introduce the following two sets of
spherical basis

e� � 	 1ffiffiffi
2

p ðx̂� iŷÞ e0 � ẑ (3.1)

and

�� � 	 e�i’ffiffiffi
2

p ð�̂ � i’̂Þ �0 � p̂; (3.2)

where �̂, ’̂ and p̂ are the unit vectors in the directions of
increasing 	, ’ and p of the spherical coordinates of
momentum p, given by

p̂ ¼ ðsin	 cos’; sin	 sin’; cos	Þ
	̂ ¼ ðcos	 cos’; cos	 sin’;� sin	Þ
’̂ ¼ ð� sin’; cos’; 0Þ:

(3.3)

The extra phase factor e�i’ renders �� nonsingular at the
north pole, 	 ¼ 0. It is straightforward to verify that

D1

�ð’; 	;�’Þ ¼ e�
 � �� (3.4)

and the gap matrix takes the compact form

M ¼ ffiffiffi
3

p
��




ð�þÞ�
 �ffiffi
2

p ð�0Þ�

�ffiffi
2

p ð�0Þ�
 ð��Þ�


 !
J�; (3.5)

where the indexes 
 and � run over either the spherical
basis (3.1) or cartesian basis x̂, ŷ and ẑ.
Now we are ready to introduce the four canonical spin-1

phases in terms of the circular basis (3.1), with respect to
which

~J ¼ � 1ffiffiffi
2

p J�eþ þ 1ffiffiffi
2

p Jþe� þ J0e0 (3.6)

with J� ¼ Jx � iJy and J0 ¼ Jz. Each of the canonical

phases corresponds to a particular form of the 3� 3matrix

��

 in (3.5) (with 
 labeling the rows and � the columns).

We have

�ðpolarÞ¼�diagð0;0;1Þ (3.7a)

�ðAÞ¼�

0 0 1

0 0 0

0 0 0

0
BB@

1
CCA or �ðAÞ¼�

0 0 0

0 0 1

0 0 0

0
BB@

1
CCA (3.7b)

�ðplanarÞ¼ 1ffiffiffi
2

p �diagð1;1;0Þ (3.7c)

�ðCSLÞ¼ 1ffiffiffi
3

p �diagð1;1;1Þ; (3.7d)

where � is the gap parameter to be determined.
Correspondingly, the gap matrix

MðpolarÞ ¼
ffiffiffi
3

2

s
�

J0e
�i’ sin	 J0� cos	

J0� cos	 �J0e
i’ sin	

� �
; (3.8)

MðAÞ ¼ ffiffiffi
3

p
�

�J0cos
2 	
2

�
2 J0e

i’ sin	
�
2 J0e

i’ sin	 �J0e
2i’sin2 	

2

 !
; (3.9)

MðplanarÞ¼
ffiffiffi
3

p
2
�

�J�cos2 	2þJþe�2i’sin2 	2
�
2 ðJ�ei’þJþe�i’Þsin	

�
2 ðJ�ei’þJþe�i’Þsin	 �J�e2i’sin2 	2þJþcos2 	2

 !
; (3.10)
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and

MCSL ¼
ffiffiffi
1

2

s
�

�e�i’J� �J 0

�J 0 ei’Jþ

� �
: (3.11)

The operators J� and J 0 inside MCSL are defined by

J �¼��	 �J¼�e�i’ðJ	�iJ’Þ J 0¼��0 �J (3.12)

with J	 ¼ �̂ � J and J’ ¼ ’̂ � J. They satisfy the same
angular momentum algebra as J� and J0 in (3.6).
Though the gap matrices (3.8), (3.9), (3.10), and (3.11)

looks complicated, analytical expressions of the eigenval-
ues ofMMy orMyM can be obtained for an arbitrary quark
mass. Parametrizing the eigenvalues by �2f2ð	Þ, we find
that

f2ð	Þ ¼

8>>>>>><
>>>>>>:

ð1=8Þð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þ 8

p � �Þ2ðdi ¼ 2Þ; 12�2ðdi ¼ 2Þ forCSL phase

ð3=4Þðcos2	þ 1þ �2sin2	Þðdi ¼ 4Þ; 0ðdi ¼ 2Þ for planar phase

ð3=2Þðsin2	þ �2cos2	Þðdi ¼ 4Þ; 0ðdi ¼ 2Þ for polar phase

ð3=4Þð1� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2sin2	þ cos2	

p Þ2ðdi ¼ 2Þ; 0ðdi ¼ 2Þ forA phase

; (3.13)

where the integer inside the parentheses following each
expression indicates the degeneracy of each distinct eigen-
value. The details of the diagonalization is shown in
Appendix B. The function fð	Þ is 	-dependent for the
polar, A and planar phases and we shall refer to these
phases as nonspherical. The CSL phase will be referred
to as spherical because of the constancy of its fð	Þ.

Then the pressure corresponding to (2.28) becomes

P ¼ � 9

4G
�2 � 1

�

X
p;i

di
2
ðvFðp� kFÞ � Ep;iÞ

þ T

�

X
p;i

di ln

�
1þ exp

�
�Ep;i

T

��
; (3.14)

where Ep;i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2
Fðp� kFÞ2 þ�2f2i ð	Þ

q
. Here the index i

labels the distinct eigenvalues in each line of (3.13) with di
the degeneracy. The summation over the entire momentum
space is restored owing to the symmetry of fð	Þ’s under
space inversion. Maximizing the pressure with respect to
�, we obtain the gap equation ð @P

@�2ÞT;� ¼ 0, which deter-

mines the temperature dependence of the gap, �ðTÞ, up to
the transition temperature.

In terms of the parameter t ¼ �ðTÞ
T , the gap equation

takes the form ln�ð0Þ�ðTÞ ¼ hðtÞ
2þ�2 with

hðtÞ¼X
i

di
2

Z �

0
d	sin	f2i ð	Þ

�
Z 1

0
dx

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þt2f2i ð	Þ

q
½e

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þt2f2i ð	Þ

p
þ1�

: (3.15)

It follows that

T ¼ �ð0Þ
t

e�ðhðtÞ=2þ�2Þ: (3.16)

The condensation energy density of the CSC is given by

Ps � Pn � �sðtÞ�
2�2

0

2�2
(3.17)

with s labeling different pairing states and �0 � �CSLð0Þ
when ms ¼ 0 and we have

�sðtÞ ¼ vFe
�ð2=2þ�2ÞhðtÞ

�
2þ �2

2
þ hðtÞ þ 2

gðtÞ
t2

� a
�2

t2

�
(3.18)

with a ¼ 2
3 ð1Þ for nonspherical(spherical) phase and

gðtÞ¼X
i

di
2

Z �

0
d	sin	

Z 1

0
dxln½e�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þt2f2i ð	Þ

p
þ1�: (3.19)

The curves PðTÞ may be plotted parametrically according
to (3.16) and (3.18) without solving the gap equation for
T > 0, as we did in [14]. The transition temperature T�

c is
determined by (3.16) in the limit t ! 0 with �ð0Þ the
solution of the gap equation at T ¼ 0. We find that

T�
c ¼

�
2K

�0

�ð1�ð2=2þ�2Þð1=vFÞÞ
T0
c ; (3.20)

where K is a UV cutoff for jp� kFj in the momentum
integration and is assumed to satisfy the condition �0 

K 
 kF. We set K ¼ 27 MeV for the numerical calcula-
tion in this paper. For a given mass, T�

c is universal to all
four phases and the ratio between the pressures of different
phases is independent of the cutoff K. This cutoff matters
only when we compare the gaps and pressures of different

mass values. With Fermi velocity vF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

p
, T�

c is a
monotonic decreasing function of � for 0 � � < 1. Then
the transition temperature with massive quarks is always
lower than that in the massless limit. The factor �s vanishes
at the transition temperature T�

c . When � ¼ 0, the corre-
sponding curves of �sðTÞ is the same with what we got in
[14] in the ultrarelativistic limit. We have �CSL ¼ 1,
�planar ¼ 0:98, �polar ¼ 0:88 and �A ¼ 0:65 at T ¼ 0,

in agreement with the values reported in [12]. In the
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nonrelativistic limit, we get �polar ¼ �planar ¼ 2�A ¼
24=3

3 �CSL, consistent with the results in [10].

The factor �s versus T=T
�
c is plotted in Fig. 1 for � ¼

0:3 and � ¼ 0:6. For � ¼ 500 MeV, the former corre-
sponds to m ¼ 150 MeV and the latter to m ¼
300 MeV. The curves of Fig. 1 imply the same inequality

Pn < PA < Ppolar < Pplanar <PCSL (3.21)

as in the massless limit (� ¼ 0). We expect (3.21) to hold
within the whole domain of 0 � � < 1.

In what follows, we shall identify �CSLð0Þ with that of
the one-gluon exchange [10,17]

�0 ¼ 512�4

�
2

3

�
5=2 �

g5
exp

�
� 3�2ffiffiffi

2
p

g
� �2 þ 4

8
� 9

2

�
(3.22)

extrapolated to� ¼ 500 MeV and 
s ¼ g2

4� ¼ 1with g the

QCD running coupling constant. We can obtain the tran-
sition temperature T�¼0

c ¼ e�E
� �0 for u and d quarks in

MeV. The transition temperature of s quarks, of T��0
c

follows from (3.20). For K ¼ 27 MeV, we find T0:3
c ¼

0:98T0
c for ms ¼ 150 MeV and T0:6

c ¼ 0:683T0
c for ms ¼

300 MeV. We should notice that the screening effect
underlying the formulas (3.22) comes from all three flavors
in the massless limit. This inconsistency, however, will not
affect our order of magnitude estimation.

IV. THE PHASEDIAGRAM INAMAGNETIC FIELD

The physics of a quark matter in a magnetic field has
received increasing attention because of the presence of a
strong magnetic field in a compact star or during a non-
central collision of heavy ions. The phase structure of 2SC
in a magnetic field has been investigated in [18,19].
Equation of state for the CFL phase in a magnetic field
and its implications for compact star models have been
studied in [20]. For an ultrastrong magnetic field B, the

spacing of Landau levels becomes comparable or larger

than the quark chemical potential, i.e.,
ffiffiffiffiffiffi
eB

p � �, the
magnetic field will impact on the pairing dynamics of
CFL [21]. For the typical value of �ð¼ 500 MeVÞ, this
requires that B> 1018G, which may be implemented
inside some magnetar. It was shown in [21] that an ultra-
strong magnetic field may enhance the energy gap of the

CFL for
ffiffiffiffiffiffi
eB

p 
 � and induce a magnetic moment of a

Cooper pair. At a weaker magnetic field,
ffiffiffiffiffiffi
eB

p 
 �, a de-
Hass van-Alphen oscillation of the energy gap has been
found [22,23]. Alternatively a domain structure may be
formed because of the chiral symmetry breaking and the
axial anomaly [18]. For a spin-1 CSC, in addition to the
above possibilities, a magnetic field may offset the balance
between the CSL and nonspherical phases, producing a
rich phase structure with respect to the temperature and the
field shown in our previous work [14]. This mechanism
will be further explored below taking into account the
nonzero mass of strange quarks.
The discussions of preceding sections imply a nonzero=-

order parameter

� ¼ h �c C�
c�cc i (4.1)

in the coordinate space, where c is the quark field, c C ¼
�2c

� is its charge conjugate, �c with c ¼ 2, 5, 7 is an
antisymmetric Gell-Mann matrix and �c is a 4� 4 spinor
matrix. We may choose �5 ¼ �7 ¼ 0 for the polar and A
phases, �2 ¼ 0 for the planar phase but none of �c ’s
vanishes for CSL phase. Depending on the symmetry of
(4.1), their responses to an external magnetic field are quite
different.
For CSL phase, the diquark condensate (4.1) breaks the

gauge symmetry SUð3Þc �Uð1Þem completely. But the
Meissner effect for a nonspherical condensate is incom-
plete, because it breaks the gauge symmetry partially.
Among the residual gauge group, which leaves the diquark

FIG. 1. The scaled condensation energy dependence on temperature with different masses � ¼ 0:3 and � ¼ 0:6.
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operator inside (4.1) unchanged, there exists a U(1) trans-

formation, c ! e�ði=2Þ�8	�iq�c with q the electric charge

of c , 	 ¼ �2
ffiffiffi
3

p
q� for the polar and A phases and 	 ¼

4
ffiffiffi
3

p
q� for the planar phase. The corresponding gauge

field, A� is identified with the electromagnetic field in

the condensate and is related to the electromagnetic field A
and the eighth component of the color field A8 in the
normal phase through a U(1) rotation

A� ¼ A� cos�� A8
� sin�

V� ¼ A� sin�þ A8
� cos�;

(4.2)

where the mixing angle � is given by tan�polar;A ¼
2

ffiffiffi
3

p
qðe=gÞ and tan�planar ¼ 4

ffiffiffi
3

p
qðe=gÞ for planar. The

second component of (4.2) V ¼ 0 because of the
Meissner effect and thereby imposes a constraint inside a
nonspherical CSC, A8

� ¼ �A� tan�, which implies that

B 8 ¼ �B tan� (4.3)

with B ¼ r�A.
Expressing the gauge coupling �c��ðeqA�þA8

��8=2Þc
in terms ofA� and its orthogonal partnerV�, we extract

the electric charges with respect to A in color space

Q ¼
8><
>:

3qgffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2þ12q2e2

p diagð0; 0; 1Þ for polar andA

3qgffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2þ48q2e2

p diagð1; 1;�1Þ for planar
: (4.4)

Because of the nonzero charges of pairing quarks, the
planar state is subject to the impact of Landau orbits in a
magnetic field, like that for CFL.

The thermal equilibrium in a magnetic field Hẑ is de-
termined by minimizing the Gibbs free energy density

G ¼ �Pþ 1

2
B2 þ 1

2

X8
l¼1

ðBlÞ2 � BH (4.5)

with respect to �, B and Bl. Ignoring the induced magne-
tization of quarks, the pressure P is given by (2.4), with �
given by the solution of the gap equation. For a nonspher-
ical CSC pairing, the minimization with respect toB andBl

is subject to the constraint (4.3). For a hypothetical quark
matter of one flavor only, we find that

G min;j ¼ �Pj � 1

2

jH

2 (4.6)

with j ¼ normal, CSL, polar, A and planar, where 
n ¼ 1,

CSL ¼ 0 and 
j ¼ cos2�j for a nonspherical CSC. The

phase corresponding to minimum among Gmin’s above
wins the competition and transition from one phase to
another is first order below Tc.

The situation becomes more subtle when quarks of
different flavors coexist even though pairing is within
each flavor. Different electric charges of different quark
flavors imply different mixing angles which may not be

compatible with each other. Consider, for instance, a quark
matter of u and d flavors with each flavor in a nonspherical
CSC state with different mixing angles. Equation (4.3)
imposes two constraints, which are consistent with each
other only if B ¼ B8 ¼ 0. Then we end up with an effec-
tive Meissner shielding [11], making it fail to compete with
the phase with both flavors in CSL states. On the other
hand, one may relax the constraints by assuming that the
basis underlying the condensate of u quarks differ from
that underlying the condensate of d quarks by a color
rotation. Consequently the constraint (4.3) for each flavor
reads B8 ¼ �B tan�u and B08 ¼ �B tan�d. If both
flavors stay in the polar or A phases, which allows B1�3

to penetrate in, one may expect that an orthogonal
transformation

B08¼B8 cos��B3 sin� B03¼B8 sin�þB3 cos� (4.7)

could compromise both constraints. Such a transformation,
however, lies outside the color SUð3Þ group and therefore,
the mutual rotation of color basis is not an option. The
phases of the two-flavor quark matter ðu; dÞ without
Meissner effects, which can compete with (CSL, CSL),
include (polar, planar), (polar(normal), normal(polar)), (A
(normal), normal(A)) and (normal, normal). Notice the
coincidence of the mixing angle of the polar state of u
quarks and that of the planar state of d quarks. Also the
normal phase does not impose any constraint on the gauge
field and can coexist with any nonspherical CSC.
The Gibbs free energies remain given by the equations

of (4.6), but with Pn and PCSL referring to the total pressure
of all quarks for normal and CSL phases. For nonspherical
phases, P is the total pressure of all flavors with at least one
of them in a nonspherical CSC state and � is their common
mixing angle. For the normal-CSC combination, � refers
to that of the CSC state. The number of combinations to be
examined is reduced by two criteria: 1) For two combina-
tions of the same mixing angle, the one with higher pres-
sure wins. 2) For two combinations of the same pressure,
the one with smaller magnitude of the mixing angle wins.
Because the function �s for various CSC phases also
satisfies the inequalities (3.21) up to the transition tem-
perature for an arbitrary mass, it follows that there are only
four phases to be considered in each case of two and three
flavors with nonzero quark masses, which are shown in
Table I.
The border between two phases are determined by the

equation

P
 þ 



H2

2
¼ P� þ 
�

H2

2
(4.8)

with the subscripts 
 and � labelling the four phases I–IV.
In a multiflavor quark matter the Fermi momentum of

each flavor is displayed from each other to meet the charge
neutrality requirement (the color neutrality condition is
ignored owing to the small energy gap associated with
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the single flavor pairing). In what follows, we shall
consider the quark matter of two massless flavors (mu ¼
md ¼ 0) and a massive flavor (ms � 0), coexists with
electrons. Within the mean-field approximation employed
in preceding sections, the Fermi-momentum displacement
can be determined in the ideal gas limit at zero tempera-
ture. The total pressure under this approximation reads

Pð0Þ ¼ �X
f

Ef � Eeþ�
X
f

nfþ�q

�X
f

qfnf � ne

�
; (4.9)

where Ef, nf and nqf are the kinetic energy density and

number density of the quark flavor f with f ¼ u, d; s and
qf ¼ ð2=3;�1=3;�1=3Þ, Ee and ne are corresponding

quantities for electrons. A charge chemical potential �q

is introduced with the (. . .) of (4.9) the charge number
density. We have

Ef ¼ 3

�2

Z kf

0
dpp2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þm2

f

q
Ee ¼ k4e

4�2
(4.10)

nf ¼ 1

�2
k3f ne ¼ 1

3�2
k3e (4.11)

with mf ¼ ð0; 0; msÞ. The Fermi momenta, kf and ke are

determined by the equilibrium conditions�
@Pð0Þ

@kf

�
�;�q

¼
�
@Pð0Þ

@ke

�
�;�q

¼ 0 (4.12)

and the charge neutrality constraintX
f

qfnf � ne ¼ 0: (4.13)

We find that ku ¼ 1:001�, kd ¼ 1:01 and ks ¼ 0:941� for
ms ¼ 0:3�, and that ku ¼ 1:004�, kd ¼ 1:039� and ks ¼
0:744� for ms ¼ 0:6�. We got this H-T diagram, Fig. 2,
and H0 is defined by

TABLE I. This table shows possible phases under a magnetic field for both two-flavor and three-flavor when paring is within each
flavor.

I II III IV

2 flavor CSLu, CSLd ðpolarÞu, ðplanarÞd ðnormalÞu, ðpolarÞd ðnormalÞu, ðnormalÞd
3 flavor CSLu, CSLd;s ðpolarÞu, ðplanarÞd;s ðnormalÞu, ðpolarÞd;s ðnormalÞu, ðnormalÞd;s

FIG. 2. H-T phase diagram. These four diagrams correspond to the ultrarelativistic limit ms ¼ 0, ms 
 � and ms ¼ 150 MeV,
ms ¼ 300 MeV.
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H0 ¼ ��0

�
: (4.14)

When the strange quark mass is ignored, the transition
temperature of all flavors are the same, this three-flavor
phase is what we got in the diagram ‘‘� ¼ 0.’’ The tran-
sition from one to another is first order. When we assume a
large mass of s quarks, ms 
 �, This two-flavor case is
certainly unrealistic. When ms is comparable to �, the
transition temperature of strange quark parings is reduced,
so when T�

c < T < T0
c , strange quarks become unpaired,

while u and d quark parings remain. Below T�
c , the con-

densation energy of strange quarks rises like ðT�
c � TÞ2.

The transition from three-flavor CSC to two-flavor CSC is
therefore of second order at zero magnetic field. Since only
the condensation energy, not its derivatives, enters (4.8),
both the phase boundaries and their slopes with respect to
the temperature are continuous at T�

c . The dashed line in
Fig. 2 is the border between the three-flavor region and the
two-flavor region in the phase diagram. In the left region of
the dashed line, the corresponding phases combination is
‘‘3 flavor’’ in the Table I, and the right region is corre-
sponding to the upper line ‘‘2 flavor.’’ The values of the
bounder between two regions is close to these in massless
limit in three flavor, also these nonspherical phases occupy
a significant portion of the H-T phase diagram for a
magnitude of the magnetic field of order 1014G. This
strong magnetic field is plausible in a compact star.
Because of the not apparent change to the border between
the possible phases, the physical implications of the mass
effect to the cooling behaviors or the latent heat released as
the star cools through the phase boundaries will not be
discussed in this paper, it will not give corrections in order
with [24]. The smallness of the spin-1 gap makes CSC to
be of type I and the critical magnetic field B���0 

�2=e. Therefore, the magnetic impact on the pairing dy-
namics as well as the quark matter magnetization may be
neglected [24], unlike the situation considered in [21–23].

V. CONCLUDING REMARKS

For the quark matter of moderate density, such as that
which may reside in the core of a compact star, the mass of
strange quarks, ms, is not much smaller than the quark
chemical potential � and need to be taken into account. In
this paper, we extend the study of the four single flavor
phases of color superconductivity to include the effect of
the nonzeroms. In spite of the complication of the coupling
between the cross-helicity and equal-helicity channels, the
excitation spectrum is obtained analytically. We have ex-
plored its correction to the pressure and the transition
temperature numerically. It is found that mass effect re-
duces the pressure and transition temperature of strange
quarks, but it does not change the ranking Pn < PA <

Ppolar < Pplanar <PCSL of the pressure for the four canoni-

cal single flavor phases for the values of ms we examined.
We suspect that the above inequality holds for an arbitrary

ms. Then we generalized the previous work to the quark
matter with massless u and d flavors and the massive s
flavor. Because the transition temperature for strange quark
parings is lower than that of massless quark pairings, this
new H-T diagram consists of the two-flavor CSC for T�

c <
T < T0

c and the three-flavor CSC for 0< T < T�
c . The

three-flavor and the two-flavor regions will be occupied
by the same phases I–IV in Table I with the same relative
positions. There is a second-order phase transition from
three-flavor condensate to two flavor condensate at tran-
sition temperature T�

c where strange quarks condense. The
phase boundaries in the two regions join smoothly. As an
order of magnitude estimate, we calibrated our model Tc

against that from the QCD one-gluon exchange in the
chiral limit and found the typical magnitude of the mag-
netic field in the phase diagram falls within the range of the
plausible magnetic field inside a compact star in the
literature.
On the other hand, the effective Lagrangian (2.1) we

employed in this paper is by no means the most general
one. The Lorentz covariance of (2.1) is unlikely in a
medium and the coupling G may depends on ms. Taking
the one-gluon exchange as a reference, the screenings of
the color magnetic channel and the color electric one by the
medium are very different and should depends on the
masses of quarks. These properties are likely to persist
qualitatively at the moderate density and should be re-
flected in the effective action to some extents. Also, the
inequality (3.21) may not be as robust as people thought. A
purely Ginzburg-Landau analysis [25] reveals some pa-
rameter region where the ranking (3.21) is offset even
without a magnetic field. The microscopic mechanism
supporting this observation, based on the most general
four-fermion effective action or others, remains to be
unveiled.
Based on the study of the effect of quark mass on the rate

of direct Urca processes for the CSL phase [16,26], it
would be interesting to ask whether the same processes
for the nonspherical single flavor phases are affected by the
nonzero mass. As is shown in (3.13), the gapless modes
remains. Therefore we do not expect qualitative changes.
The quantitative changes brought about by the overall
reduction of the gap magnitude and the absence of the
nodal direction in the nontrivial gap function of the polar
phase require numerical works and will be given in future.
Throughout this paper, we take the massless limit of u and
d flavors and then gapless excitations exist in all I–IV
phases of Table I. In reality, the chiral restoration transition
from low density to high density may be a crossover and u
and d quarks may also acquire nonzero masses from the
chiral condensate. Consequently, the excitations of the
phase I where all flavors are in CSL will be gapped. This
is welcome since it will slow down the direct Urca pro-
cesses of cooling in a compact star by spin-1 CSC alone
[27]. But the gapless modes remain for nonspherical states
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and phase diagrams Fig. 2 are still valid qualitatively.
Therefore the magnetic field inside the star cannot exceed
the magnitude along the border line between I and II of
Fig. 2 for a slow cooling process.
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munication on the NR limit. We would like to extend our

gratitude to Bo Feng for useful discussions. The work of
D. F. H. and H. C. R. is supported in part by NSFC under
grant Nos. 10975060, 10735040, 11135011.

APPENDIX A

In this appendix, we shall fill in the details from (2.11)
to (2.18). Substituting (2.13) and (2.17) into (2.12), we
obtain

As0
1
;s0
2
;s1;s2ðp0;pÞ¼2Cs0

1
s0
2
ðp0ÞC�s2�s1ðpÞ�y

p0;s0
1
�����p;s2�

y
�p0;s0

2
����p;s1þ2C�s0

1
�s0

2
ðp0ÞCs2s1ðpÞ�y

p0;s0
1
����p;s2�

y
�p0;s0

2
���p;s1

þ2Cs0
1
�s0

2
ðp0ÞC�s2s1ðpÞ�y

p0;s0
1
�����p;s2�

y
�p0;s0

2
���p;s1þ2C�s0

1
s0
2
ðp0ÞCs2�s1ðpÞ�y

p0;s0
1
����p;s2�

y
�p0;s0

2
����p;s1 ;

(A1)

where Css0 ðpÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEþ2spÞðEþ2s0pÞ

p
2E . It follows from the identity

ð�jÞ
�ð�jÞ�� ¼ 2�
���� � �
���� (A2)

that

�y
p0;s0

1
�����p;s2�

y
�p0;s0

2
����p;s1 ¼ �y

p0;s0
1
���p;s2�

y
�p0;s0

2
����p;s1 ¼ 2�y

p0;s0
1
��p;s2�

y
�p0;s0

2
�p;s1 � 2�y

p0;s0
1
�p;s1�

y
�p0;s0

2
��p;s2

�y
p0;s0

1
�����p;s2�

y
�p0;s0

2
���p;s1 ¼ �y

p0;s0
1
����p;s2�

y
�p0;s0

2
����p;s1 ¼ 2�y

p0;s0
1
�p;s1�

y
�p0;s0

2
��p;s2 : (A3)

For two different momenta, p and p0, we have

�y
p0;s0�p;s ¼ ðDð1=2Þyð’0; 	0;�’0ÞD1=2ð’; 	;�’ÞÞs0s ¼ D1=2

s0s ðRÞ; (A4)

where R stands for the Euler angles corresponding to the product of the rotations specified by ð’; 	;�’Þ and ð’0; 	0;�’0Þ.
Together with the orthonormal relation �y

p;s�p;s0 ¼ �ss0 , we obtain that

As0
1
;s0
2
;s1;s2ðp0;pÞ ¼ 4ð�1Þs2þs0

2
�1e

ið�	ps2þ	p0s0
2
Þ
Cs0

1
s0
2
ðp0ÞC�s2�s1ðpÞe

ið�	p�s2
þ	p0�s0

2
ÞðD1=2

s0
1
�s2

ðRÞD1=2
�s0

2
s1
ðRÞ

�D1=2
s0
1
s1
ðRÞD1=2

�s0
2
�s2

ðRÞÞ þ 4ð�1Þs2þs0
2
�1Cs0

1
�s0

2
ðp0ÞCs1�s2ðpÞe

ið�	ps2þ	p0s0
2
Þ
D1=2

s0
1
�s2

ðRÞD1=2
�s0

2
s1
ðRÞ (A5)

where the phase 	p;s is defined in (2.20) and satisfies the relation

ei	�p;s ¼ �ei	p;s : (A6)

Because

D1=2
s0
1
�s2

ðRÞD1=2
�s0

2
s1
ðRÞ �D1=2

s0
1
s1
ðRÞD1=2

�s0
2
�s2

ðRÞÞ ¼ detD1=2ðRÞ�s0
1
�s0

2
�s1�s2 ¼ �s0

1
�s0

2
�s1�s2 (A7)

in (A5), �s01�s02�s1�s2 � 0 requires that s01 ¼ s02, s1 ¼ s2. Then the diquark operator of equal helicity is even in p because of
the Eq. (2.20), so summing over p will make it vanish on account of (A6). So this part does not contribute.

Using the formula of Wigner D-functions

DA
aa0 ð
;�; �ÞDB

bb0 ð
;�; �Þ ¼
X
C

ð2Cþ 1Þ A B C
a b c

� �
A B C
a0 b0 c0

� �
DC�

cc0 ð
;�; �Þ (A8)

we find

D1=2
s01�s2

ðRÞD1=2
�s02s1

ðRÞ ¼ 3
1
2

1
2 1

s01 �s02 s02 � s01

 !
1
2

1
2 1

�s2 s1 s2 � s1

 !
D1�

s02�s01;s2�s1
ðRÞ

þ
1
2

1
2 0

s01 �s02 s02 � s01

 !
1
2

1
2 0

�s2 s1 s2 � s1

 !
D0�

s0
2
�s0

1
;s2�s1

ðRÞ; (A9)

where s01, s02, s1, s2 can take values of � 1
2 . The D0�

s0
2
�s0

1
;s2�s1

ðRÞ part does not contribute either, because it also requires
s01 ¼ s02, s1 ¼ s2, which makes it vanish when to sum over p.
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It follows from the second equality of (A4) that

D1
m1m2

ðRÞ ¼ X
m

D1�
mm1

ð’0; 	0;�’0ÞD1
mm2

ð’; 	;�’Þ (A10)

and we arrive at

As0
1
;s0
2
;s1;s2ðp0;pÞ ¼ 12ð�1Þs2þs0

2
�1Cs0

1
�s0

2
ðp0ÞCs1�s2ðpÞe

ið�	ps2þ	p0s0
2
Þ 1

2
1
2 1

s01 �s02 s02 � s01

 !
1
2

1
2 1

�s2 s1 s2 � s1

 !

�X
m

D1
m;s02�s01

ðRÞD1
m;s2�s1ðRÞ þ � � � (A11)

with ‘‘� � �’’ representing the terms that do not contribute to the summation over momenta.
Substituting (A11) into (2.11), the interaction term of (2.11) becomes

X
p;p0;s0

1
;s0
2
;s1;s2

As0
1
;s0
2
;s1;s2ðp0;pÞayp0;s0

1
"c~ay�p0;s0

2
~a�p;s2"

cap;s1 ¼ 12
X
p;p0

��y
� ðp0Þ��

�ðpÞ (A12)

with

��
�ðpÞ ¼

X
s1;s2

ð�1Þs2�ð1=2Þe�i	ps2Cs1�s2ðpÞ
1
2

1
2 1

�s2 s1 s2 � s1

� �
D1�

�;s2�s1ð’; 	;�’Þ~a�ps2J
�aps1 : (A13)

If follows from the explicit form of the phase factor (2.20) and the symmetry properties of the D-functions that

��
�ð�pÞ ¼ X

s1;s2

ð�1Þs2�ð1=2Þe�i	ps2C�s1s2ðpÞ
1
2

1
2 1

�s2 s1 s2 � s1

� �
D1�

�;s2�s1ð’; 	;�’Þ~a�ps2J
�aps1 : (A14)

On writing
P0
p;p0

��y
� ðpÞ with the summation

P0
extending half space of and we end up with (2.18) with

��
�ðpÞ � ��

�ðpÞ þ��
�ð�pÞ (A15)

given by (2.19).
APPENDIX B

In this section, we will give the details of the diagonalization procedure of the 6� 6matrixMMy for each single flavor
phase. We shall write MMy � �2M. The eigenvalues of M corresponds to f2ð	Þ shown in (3.13).

The polar phase:
It is straightforward to show

M polar ¼ 3

2

ðsin2	þ �2cos2	ÞJ20 0
0 ðsin2	þ �2cos2	ÞJ20

� �
(B1)

and the color operator J20 decouples. The eigenvalues of J
2
0 are 1,1,0 and the functional forms of fð	Þ are therefore given by

the 3rd line of (3.13).
The A phase:
In this case we have

M A ¼ 3

�
2sin4 	

2 þ 1
2�

2sin2	

�
J20 �� sin	ei’J20

�� sin	ei’J20

�
2cos4 	

2 þ 1
2�

2sin2	

�
J20

0
BB@

1
CCA: (B2)

The color operator J20 , which has eigenvalues 1,1 and 0, decouples again. The forms of fð	Þ given by the fourth line of

(3.13) correspond to the eigenvalues of the 2� 2 matrix obtained from (B2) by replacing J20 with its eigenvalues.

The planar phase:
The diagonalization ofMMy is less straightforward because of the coupling between the helicity and the color indexes.

In terms of J0� � J�e	i’, we have

M Planar ¼ 3

4

a b
c d

� �
; (B3)

where
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a ¼
�
cos4

	

2
þ 1

4
�2sin2	

�
J0�J0þ þ

�
sin4

	

2
þ 1

4
�2sin2	

�
J0þJ0� � 1

4
ð1� �2ÞðJ02� þ J02þÞsin2	 (B4a)

b ¼ �

2
sin	e�i’½J0þ; J0�� c ¼ by (B4b)

d ¼
�
sin4

	

2
þ 1

4
�2sin2

	

2

�
J0�J0þ þ

�
cos4

	

2
þ 1

4
�2sin2	

�
J0þJ0� � 1

4
ð1� �2ÞðJ02� þ J02þÞsin2	: (B4c)

Since J0� � J�e	i’ and J0 satisfy the same angular momentum algebra as J� and J0 do, we shall work in the
representation where

J0þ ¼ ffiffiffi
2

p 0 1 0
0 0 1
0 0 0

0
@

1
AJ0� ¼ ffiffiffi

2
p 0 0 0

1 0 0
0 1 0

0
@

1
A (B5)

and J0 ¼ diagð1; 0;�1Þ. It follows that

a ¼
2sin4 	

2 þ �2

2 sin
2	 0 1

2 ð1� �2Þsin2	
0 1þ cos2	þ �2sin2	 0

1
2 ð1� �2Þsin2	 0 2cos4 	

2 þ �2

2 sin
2	

0
BB@

1
CCA (B6a)

b ¼ � sin	e�i’

1 0 0

0 0 0

0 0 �1

0
BB@

1
CCA (B6b)

d ¼
2cos4 	

2 þ �2

2 sin
2	 0 1

2 ð1� �2Þsin2	
0 1þ cos2	þ �2sin2	 0

1
2 ð1� �2Þsin2	 0 2sin4 	

2 þ �2

2 sin
2	

0
BB@

1
CCA: (B6c)

By permutations of the rows and columns, this 6 by 6 matrix is transformed into the block-diagonal form

MPlanar ¼
1þ cos2	þ �2sin2	 0 0

0 1þ cos2	þ �2sin2	 0

0 0 M4

0
BB@

1
CCA; (B7)

where M4 is a 4 by 4 matrix, given by

M4 ¼

2sin4 	
2 þ �2

2 sin
2	 1

2 ð1� �2Þsin2	 � sin	e�i’ 0

1
2 ð1� �2Þsin2	 2cos4 	

2 þ �2

2 sin
2	 0 �� sin	e�i’

� sin	ei’ 0 2cos4 	
2 þ �2

2 sin
2	 1

2 ð1� �2Þsin2	
0 � sin	ei’ 1

2 ð1� �2Þsin2	 2sin4 	
2 þ �2

2 sin
2	

0
BBBBBBB@

1
CCCCCCCA (B8)

It is straightforward to show that the secular equation

detðM4 � zÞ ¼ z2ðz� 1� cos2	� �2sin2	Þ2; (B9)

which, together with (B7), yields the eigenvalues in the second line of (3.13).
The CSL phase:
In terms of the operator J� and J 0, the matrix M of CSL takes the form

M CSL ¼ 1

2

J�Jþ þ �2J 2
0 �e�i’½J 0;J��

��ei’½J 0;Jþ� JþJ� þ �2J 2
0

� �
: (B10)

The operators J� and J 0 satisfy the same algebraic relations as J� and J0, such as ½J 0;J�� ¼ �J�. In the
representation where J 0 is diagonal, i.e., J 0 ¼ diagð1; 0;�1Þ,
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J þ ¼ ffiffiffi
2

p 0 1 0
0 0 1
0 0 0

0
@

1
A and J� ¼ ffiffiffi

2
p 0 0 0

1 0 0
0 1 0

0
@

1
A (B11)

we have J�Jþ ¼ diagð0; 2; 2Þ, JþJ� ¼ diagð2; 2; 0Þ. Substituting these into (B10), we find that

MCSL ¼ 1

2

�2 0 0 0 0 0

0 2 0 � ffiffiffi
2

p
�e�i’ 0 0

0 0 2þ �2 0 � ffiffiffi
2

p
e�i’ 0

0 � ffiffiffi
2

p
�ei’ 0 2þ �2 0 0

0 0 � ffiffiffi
2

p
�ei’ 0 2 0

0 0 0 0 0 �2

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA
: (B12)

By permutations of the rows and columns, this 6 by 6 matrix is transformed into the block-diagonal form

1

2

�2 0 0 0 0 0

0 �2 0 0 0 0

0 0 2 � ffiffiffi
2

p
�e�i’ 0 0

0 0 � ffiffiffi
2

p
�ei’ 2þ �2 0 0

0 0 0 0 2þ �2 � ffiffiffi
2

p
�e�i’

0 0 0 0 � ffiffiffi
2

p
�ei’ 2

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

(B13)

and the eigenvalues in the first line of (3.13) follow then.
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