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Gribov condition as a phase transition
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Our goal will be the description of a theory of Gribov’s type as a physical process of phase transition in the
context of a spontaneous symmetry breaking. We mainly focus at the quantum stability of the whole process.
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I. INTRODUCTION

Gribov’s ambiguity for gauge theories [1] has always been
cited in textbooks of quantum field theory as an intriguing but
inconclusive question [2]. It was only after the work of
Zwanziger [3,4] that this academic problem turned into a
viable path to confinement of gauge particles [S]. The main
point lies in the fact that implementing Gribov’s condition in
a Yang-Mills Lagrangian takes gluons out of the physical
spectrum as a result of the breaking of positivity of the gluon
propagator [5,6]. And finally, the nonlocal difficulty imposed
by this construction was overcome after the work of Sorella
et al [7-11]. In this environment, we will use the mathemati-
cal need of immerging Zwanziger’s original theory in a wider
one through its coupling to external sources as explained in
[8]. This mechanism is well known in the BRST approach,
particularly for a theory with a soft breaking in a fundamental
symmetry for the renormalization process. The standard
procedure is to introduce the breaking itself in the starting
action by coupling it to external sources in Becchi, Rouet,
Stora, Tyutin (BRST) doublets [12,13]. In Zwanziger’s case,
the broken symmetry in the localized action is BRSTitself. In
order to assure renormalizability, we have to study the space
of counterterms of the wider theory, including all trivial terms
involving the sources, because the original theory is only
recovered when we take the sources as constants again, what
was called as a requirement to ““attain their physical values”
[4,14,15].

Then, at this moment when the sources attain their
physical values, the presence of new terms required by
the stability condition derived from the BRST quantization
can bring severe deformations to the theory. For instance,
propagators (including their poles) of the original theory
can be disfigured and the initial aim of describing a par-
ticular effect lost [15,16]. It is interesting to observe that
the final theory, after the inclusion of all terms required by
the BRST stability, can even be stable in the BRST sense
but yet its physics be destroyed. Obviously, explicit
Feynman graphs calculations performed starting from the
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classical action show the same instability, demanding the
introduction of the same terms in the original action in
order to reabsorb divergences [16].

What we intend to do here is to explore the mathematical
procedure of immersion of Zwanziger’s theory from a new
angle. We first need to compare the theory before and after
we take the physical values for the sources. The starting
theory, defined in the Euclidean, still in the wider space in
the presence of the sources is given by [17,18]

1 o =d a
S=fd4xE{ZF““”FZV +ib99 A4, + & 9n Db b
 Gican DI e — i or DIl
— —ac rabm (ybe me _ J b b . b 1 bc
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As we mentioned before, it is assured by the BRST pro-
cedure itself that all fields and sources introduced beyond
those needed by the pure Yang-Mills action are in doublets

[12]. Let us explain this point in detail. The BRST trans-
formations for this theory read

SAY = —D‘;Lbcb = —(8M5“b + gf”CbA;)cb,

sct =§f“”"c”cc; sc4=ib% sb?=0; s¢7j’ = 77;‘[’
siP =00 sql =it P =00 s =04,
sQuh, =0, sQ4,=Ji, sJih=0. (2)

Now, there is the well known theorem of BRST cohomol-
ogy which states that all fields which are in BRST doublets
do not contribute to the physical observables of the theory
[12]. By BRST doublet it is meant the pair of fields (p, o)
which transform in the following structure

sip = 0, s;0 =0, (3)

where s, is just the linear part in the quantum fields of the
full BRST transformation. A straightforward analysis of

(2) shows that the set (¢, 0), (7, ¢), (J, Q), (O, J) is
formed by doublet fields, leading to the conclusion that the

© 2011 American Physical Society


http://dx.doi.org/10.1103/PhysRevD.84.105026

L.C.Q. VILAR, O.S. VENTURA, AND V.E.R. LEMES

fields (]3, ¢, 1, 7 and the sources J, J, O, 0 do not integrate
the Hilbert space of the theory. What is left in Egs. (1) and
(2) is the usual structure of a Yang-Mills theory.

Then, despite its complicated appearance, this action
still has the physical content completely equivalent to
that of pure Yang-Mills [19]. This means that up to this
stage of the theory the gluon propagation obtained from (1)
is still that usual from Yang-Mills.

Only at the end of the BRST quantization, when we make
the sources J_;‘f,,, Ji5 _;‘fy, v in (1) take the constant
values of the original theory, i.e. J_;‘[;, =10y8%0,,, Ji5 =
—iy80,,, Q%, = 0, 0%, = 0, that we recover a different

nv nv
propagator for the gluon, of the Gribov’s type,
k> k. k,
<AYAL> =6 bm<5w—z—2), “4)
where v is fixed by the Zwanziger gap equation [3,4],
or 0 5)
0, ’

‘We note that the positivity of the gluon propagator is then
lost, implying the absence of asymptotic states. This is the
moment when we go away from a conventional description
of Yang-Mills for QCD, and we come near to the Gribov-
Zwanziger point of view of a confining theory. We realize
now how the fixation process of the sources is responsible for
a modification of the physics described by the action under
analysis. However, following the canonical understanding,
this procedure is merely a mathematical operation. What we
envisage to do from this point on is to give a dynamical
physical context to it, as a phase transition process.

This paper is organized as follows. In Sec. II, we con-
struct the symmetry breaking Lagrangian leading to a
Gribov propagator. All relevant symmetries are displayed,
and finally we show the most general BRST invariant
cocycle that can contribute to the gluon propagation after
the phase transition. Section I1I is devoted to the analysis of
the phase transition itself. We explicitly calculate the
propagators for a broken SU(2) gauge group, well suited
for a comparison with lattice results. In the end we show an
interesting fit with recent developments in the lattice. In the
conclusion, we summarize our work.

II. THE SYMMETRY BREAKING ACTION

We start this section reinforcing the crucial role played by
the external sources in the action (1). When they are mathe-
matically tuned into constant values, a conventional gluon
propagator is conveniently converted into the Gribov propa-
gator (4). We want now to replace this mathematical proce-
dure by a natural physical process. In fact, there is a physical
situation where a field can naturally be driven to a constant
value. This happens in a phase transition as a result of a
symmetry breaking process which, in general, is described
by scalar fields in Landau-Ginsburg Lagrangians. Then, our
first conclusion is that the mathematical role played by the
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sources J and J in (1) should now be physically played by
complex scalar fields ¢ and @. As we intend to remain as
close as possible to the Zwanziger-Sorella scenario of
Gribov’s theory, we will also introduce anticomuting fields
i and ¢ to play the role of Q and Q transforming in BRST
doublets with ¢ and ¢. They will form the quartet structure

SQDa — lpa + gfabCCbQDC, Slﬂa — gfabCCblﬂC;
SlZla — gba + gfabccblZ/c, S(Da — gfahcchg—pc.

In this way, following the BRST theorem for doublet
fields, we preserve the property that the theory before the
phase transition is purely Yang-Mills, without the presence of
any extra degrees of freedom. Notice also that all these fields
now transform in the adjoint of the gauge group [originally, J
and Q in (1) do not take values in the gauge group [17,18]], as
it is required by their coupling to the gauge field.

The task of building a symmetry breaking theory with
such a field content becomes easier after the work of
K. Fujikawa [20]. There, such a theory was constructed
for the first time as an example to study the spontaneous
breaking of BRST. Here it will serve us for the same
objective, the main difference being that the fields in (6)
are Lie algebra valued. Its action is given by

(6)

SF=.[f%wﬂ¢aM¢—wm&aM¢——m%¢¢——&w)

+2 B0 = PUP) ™)
This is the symmetry breaking sector that we need to
couple to the action (1). As we will show in the next
section, action (7) will allow the development of a non-
vanishing vacuum expectation value for ¢ @, which will be
the promised physical process replacing the mathematical
one in the Zwanziger-Sorella scheme.

Finally, before showing the complete new action with
these improvements, there is still one last point that we
want to call attention to. The tensorial nature of the sources
J and Q in (1) is lost in the change for the scalar fields of
(6). In this matter, our guidance is the necessary structure
needed after the symmetry breaking in order to generate a
gluon propagation of Gribov’s type. Also, the naive sub-
stitution of this sources by the quartet of fields of (6) would
certainly lead to noninvariant actions under BRST. We
inevitably need to adapt some of the couplings in action
(1) to incorporate the gauge covariance of the fields in (6).
Taking all this into account, and seeking a minimal change
in (1), we propose a starting action

TABLE I. The quantum numbers of fields and sources of the
theory.

Abc ¢ e w @ ¢ @ b ¢
Dimension 120 2 111 1 1 1 1 1
Ghost number 0 0 1 -1 0 0 1 -1 0 O 1 -1
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In Table I we list the dimensions and ghost numbers of all
fields of (8).

Now, let us spend a few words on the nature of this
action (8), specially beyond the usual terms of Yang-Mills
and Faddev-Popov gauge fixing. The main point to be
stressed once more is that, analogously to action (1), the
extra terms do not comprise any new physics. To prove
this, we just need to take a look at the full set of BRST
transformations which leave action (8) invariant, which is
compounded by transformations (6) together with

SAY, = —Dﬁbcb = —(8M5“b + gf“CbA;)cb
sca=§fabcchcc; =l.ba, sba_o
be b be b ©)
a aoc a — abc C .
se, =) +gf? e, swy=gf" " wy;
— 5a abc sS4 — abc b 5c
sof =ej +gf c? @y, se,=gfccve,.

The doublets (¢, ), (¥, @), (e, ), and (@, &) are easily
identified and leave only the traditional Yang-Mills observ-
ables in the physical spectrum.

J

(0,cMAL + aspu*(es e,

_w ) )+D# ¢bDac¢ _DablﬁbDaCl//C‘i‘,u,z(gD (P
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I

The BRST sources ), L, @*, &*, e*, o*, ¥*, ®*, ¢*, and
™ appear in (8) coupled to the nonlinear sectors of the
BRST transformations of their respective fields in (9). This
is standard in the BRST renormalization procedure and
accounts for the renormalization of the transformations
themselves [12].

We have also anticipated in (8) the presence of the
elements with coefficients a3, a4, as, ag, and a;, which
are demanded after the BRST renormalization in order to
make the theory quantically stable. Terms of this nature
also appear for the same reason after the renormalization of
action (1) and lead to important improvements on the
Gribov propagator [21].

We proceed now with the BRST renormalization by
observing that the BRST operator defined in (6) and (9)
is nilpotent, i.e.,

520 =0, (10)

where 6 stands for all the fields and sources of the theory.
In functional form, this implies the Slavnov-Taylor identity

6% 6 6% o 6% 6 6% & 6% 6 6% 6 6% 6
s9) = [an o oLy 2 2 R R B R
8AY 6y, 8¢ SLY 8y, Sa,  dey dey  dey de  dwy dw)l St Sy
6% & 6% o 6% 6 1)
+ _2 _E* * E* + = E* + ib? E} 0, (11)
6" 0™ St S oYt Sy oct
and the nilpotency of the linearized Slavnov-Taylor operator
B3 =0, (12)
. [6% 6 6% & 82 & 8% 6 8% &6 82 6 8% 6 8% 6
Bzzjde{ + — — — — t— T == m _—
OAY, SQ“ 8¢t LY 8a, Sa,  oey de  dey de,!  dwy dw,' 60 SAy  OLY ¢t
8% 6 8% 8 8% & | 8% b 8% & 6% & 8% & 8% 6
St 6@y dei el beyl bel,  Swil dwh  SY St 8@ 8T S St Syt Sy
+ b 6 N 8_2 (? 6% & 62 &6 62 6 }
8¢t St St 6@ 8@t ST bt Yt Sy“

Following the general prescription of BRST, we need to find all counterterms 2., with UV dimension up to 4, zero ghost

number, and invariant under the action of By, i.e.,
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I'=3+n3, Bs3,.=0. (13)

Usually, this condition (13) alone is not sufficiently
restrictive on the most general form for the counterterm.
We must find more conditions in order to reduce the
number of independent elements in 3. These conditions
are obtained from classical symmetries, possibly linearly

(1) The gauge fixing and antighost equation

53 .
5he = ZGHAM,

(2) The ghost equation

6
G(3) = fd“xE{aEa igfabegh bE} = —gf“bcfd4xE{Ah O + LPe + @t @6, + ot o, — ebe, — ¢ e + e
+ Y — @ — o™ oc) (15)
(3) The localization fields equation
53 5% 5%, I3 5% 5% 8%, 5%
L — d4 {—a + o*a + w? _ ,*a : a _ >*a + o4 + e }
pr(2) f T sey, YR sew T YFser U swi | Fse U swd | Vealh  CF ser
= '[d“xE{d);:“w‘;}. (16)
(4) The matter fields equation
_ 6 ey O 3 e O - 6% - 02 I3 . 02
M(E)=fd4x5{¢” R e e e e il Ay il A *a}
0 1)) S¢ S¢ oY oY oY S
= [ditiee — gy am
(5) The localization antighost equation
1) p3 83
1) [atnfon 22 1 op 52 g B2 g 92} |
() / X Wi s—g T @) 5o, ) B0 @7 s 0 (18)
(6) The localization ghost equation
O e L e L ! (19)
E17 sy Sira
These symmetries, compatible with the QAP, lead to the following constraints on 3..:
82() —_— a f— J— J— J— p—
5b° - 0; G (Ec) - 0’ L/.LV(EC) - 07 M(Ec) =0 I(Ec) - 0, T(Ec) =0. (20)

As we have mentioned earlier, to find the whole set of
relevant counterterms, we must take into account not only
the nontrivial elements of the cohomology problem estab-
lished by (12) and (13) but also those which can be written
as BRST variations, trivial in the BRST cohomology. This
is also needed here because after the symmetry breaking
we will have to redefine the scalar fields in order to expand
the theory around the new true vacuum. In the end, mathe-
matically, the effect will be the same as the BRST process
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broken in the quantum fields, satisfied by the classical
action and compatible with the Quantum Action
Principle [12]. This last demand will ensure that such
symmetries will be associated to quantum Ward identities
in fact restricting 3, [22]. Among them, the most useful
identities are

6%, 63

+a,—— =0 (14)

sct 80

I

of fixing the external sources Jﬁ‘;,,, i ‘;f,,, iy in (1), or
bringing them to their physical values in Zwanziger’s
formulation. As our main concern is to observe the possible
changes in the gluon propagator after the phase transition,
we will only list the counterterms that may cause this
change. By this we mean all elements that can give rise
to bilinears after the shift of ¢ and ¢ as constants in terms
of their vacuum expectation values. The most general
cocycle of this kind, constrained by (20), is
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p a a
3. = ]d“xE{ZFWFW} + BsA,
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_ 01 -
A= [d“xE{(rO(aME“ + Q9)AY + o(D,d,)(D,e,)" + o-ztp“go“AZ(é# — eM)b — ft,b“go“(éﬂ — eﬂ)b(éﬂ - e#)b

+ oyt AL AL + ospu e + osdyey(Ee) — @hwy) + oriet(ene; — b)) + og(D, ) (D, e)

_ A= _ ) )
— oout e + 7105 Pl (@ " — PP Yb) + o (ot @l — ejiel + @)t wl — &fel

o = @ P+ P - q‘o*“qo“)}.

Here we see that if we had not anticipated the presence of the
cocycles with coefficients a3, a4, as, ag, a; in the starting
action (8), then it would be vindicated now by o3, 04, 05,
o, 07, respectively, as a result of the quantum stability of
the action by the BRST procedure. As a comment on this
calculation, we would like to remark the usefulness of the
identities (20) in deriving (21) with a counter example. If it
was not for the identity L,,(X,) =0, coming from the
symmetry (16), an element as

(D,e,)'(Dye,)* — (D,é,)(D,w,) (22)

would be allowed by the use of (13) only, as this element is
BRST invariant (trivial, in fact). If such a term was to be
introduced in the initial action in order to reabsorb possible
divergences coming from Feynman graph calculations, this
would indicate the breaking of the stability of our classical
action (8) under quantum corrections, and, worst of all, the
presence of (22) would bring damages to our objective of
generating a theory with a Gribov propagator after the phase
transition. The essence of the identity generated by L, just
states that there are no possible divergent graphs contribut-
ing to (22), as this element does not satisfy this constraint.
Other harmful BRST invariant elements would also be
generated in (21) if the constraints (20) were not blocking
them.

Finally, the counterterm action (21) has exactly the same
cocycles already present in the original action. This shows
its stability under renormalization.

III. FUJIKAWA’S PHASE TRANSITION

The idea now is to characterize the soft breaking of the
BRST symmetry as a spontaneous symmetry breaking of
the Fujikawa’s type. Following [20], we then rewrite the
potential for the bosonic sector of the action (8) as

A
V(g o) = u*@ e + 5(¢b¢b)2- (23)

Once the coefficient x> dynamically acquires a negative
value, being understood as a chemical potential, the poten-
tial (23) developes a nonsymmetric degenerate vacua, de-
fined by the new minimum given by

wCun w@pu wln
21
sV i L
— | =0=—|u?leg + A5(@heh) =0,
6¢ ®o
i |2 (24)
eoe0 ="

A

In simple terms ¢“ and $* develop nonvanishing vacuum
expectation values. In order to identify the nature of the
spectrum we need to expand the potential (23) around the
new vacuum by redefining ¢¢ and ¢“.

In the following, we take the SU(2) group as an example
for the gauge group. This is the case for which we can find
conclusive results in four dimensions lattice calculations
[23-27]. Among them, we cite that, in the Landau gauge,
refined Gribov’s propagators are obtained as the gauge
propagator. More recently, simulations using larger lattices
showed an interesting effect of the kind of an Abelian
dominance, where the Gribov’s gauge propagator associ-
ated to the Cartan Subgroup (diagonal) generator has a
lighter mass than the other propagators [28]. We will
show how this kind of effect can be accomplished in our
scenario.

First we shift ¢ and ¢“ to their vacuum expectation
values defined as

2
@a = ¢a + Baivi QDa = gpa + aaivi, Uivi — I'L; |’ (25)

where the Latin index i stands for the diagonal subgroup,

which in the SU(2) case means 6%v’ = 6“v3. When
substituted in (23), we obtain

V(@ @) =§v’v’(¢’ + )@ + @)+ A (@ + ') (@ ?)
A
+§(¢>”¢“)2- (26)

This result indicates that the combination (&' — @) is
massless.

Then, using (25), after the spontaneous symmetry break-
ing, the action (8), without the source terms irrelevant for
the following discussion, achieves the form
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1
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| | _ 1., ., 1 - o ~ _ o .
B (el 52l —elhel )~ as i Lot + v (@ — eh) + au(@'e +uIg + o]
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o Ao o ; A i
QAP UVVIALAL + S0 (@14 (@ + o)) + AP )80 — ) TS (8" — ¢“¢“)2}. 27)

As a final result of quantum stability and symmetry
breaking, we observe the appearance of new elements not
present in the starting action (8): there is the traditional
term which will contribute explicitly as a mass term for Aj,
after the phase transition with coefficient g2; a term which
will also contribute explicitly as a mass term for Aj, with

coefficient ay £ l“ L. ; terms proportional to as, as, and a;,

which can also be found in the Zwanziger modified model
[29]; and a new term for the localizing fields with coeffi-
cient a,. The repercussion of a mass term in a Gribov-
Zwanziger action was firstly analyzed in [8]. There it was

shown that the Gribov’s propagator is changed minimally
to a Stingl propagator [30]. On the other side, terms mixing
the localizing fields appeared in [15] and in [16]. Although
in different contexts, the presence of these terms, de-
manded by BRST stability, ruined both constructions as a
result of the deformation implemented in the original
propagators. But in the present case, one can see that the
final gauge propagator obtained from (27) is still of
Gribov’s type. Now, as the breaking is taken along the
Abelian subgroup, it is natural that we will find different
propagators for the diagonal and off diagonal gauge fields,

K+ m? k, k,
<AiA§> = &+ M2 + 7,4( pr T T2 )’
2+ m? k,k
<ARAT> = (870 = 3087 S ( = M2V>’ (28)
M2k2+2g2|"|k2+y +2gz ZMT| k
m—(2a3+a7+a5)t)|'u| M? =2a l’;|+ Y= l’:le+24 l’j\l

As a generalization of Gribov, the form of the previous
propagators became known as the refined Gribov propa-
gator [21]. Let us remark some relevant points. The first
one is that, from (28), one can see that the coefficient a, is
in fact responsible for the generation of the Gribov behav-
ior (making a, null, turns (28) into an ordinary massive
propagator). The second point is that contrary to what is
usual in a conventional symmetry breaking process, a mass
gap M? appears in the diagonal direction, although it
actually is not broken. The last point is that the usual
term g*f¥ fadiyiviAb A9 coming from the symmetry
breaking, is responsible for the differences between the
propagators of the gauge components, which cannot be
obtained in the standard Gribov-Zwanziger-Sorella sce-
nario. Choosing M? as positive from the beginning, the
off diagonal propagator <A‘/1A,’j> will have a bigger mass

gap (M?* + 2g2|‘j‘j) than the diagonal one. This is the
previously cited lattice result [28].

IV. CONCLUSION

The idea of Gribov’s confinement has been gaining more
and more consistency along the last years, as its nonlocal
structure became tractable by Zwanziger’s localization
process [3] and its renormalizability concluded within the
BRST approach [4]. Our work here is just an unpretentious
step further trying to harmonize this project with the
general picture of quantum gauge theories, in particular,
with the Great Unification Theories (GUT) program. In
this sense, we felt it indispensable to seek for a possible
description of the Gribov-Zwanziger-Sorella (GZS)
scheme in a way closer to a symmetry breaking process,
an essential issue of GUTs in general. Our main concern
was in demanding the renormalizability of the theory and
at the same time preserving the achievements already
obtained in the GZS scheme. This was not assured from
the beginning of our work, as the introduction of propagat-
ing fields ¢“ and ¢ in place of what originally were
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sources in GZS would possibly bring obstructions. In fact,
some alternatives proved to be nonrenormalizable or else
the BRST stability took the theory away from a Gribov’s
description. We see the final result of the quantum stable
action (21), its form after the symmetry breaking (27), and
the refined Gribov’s propagator (28) for the gluon as a sign
that GZS may become a part of the GUT program. Of
course, up to now we just showed an initial compatibility of
these ideas. In order to fulfill them, one should be able to
develop points as the construction of the particle spectrum
in the broken phase, the agreement with successful aspects
of QCD and GUTs, theoretical and experimental, that are

PHYSICAL REVIEW D 84, 105026 (2011)

already available, or even obtaining a glimpse of what
could be the possible mechanism for the quark confine-
ment in this picture. All of this is well beyond what is
shown here, but we hope that this can become useful in the
future.
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