
Vacuum structure and chiral symmetry breaking in strong magnetic
fields for hot and dense quark matter

Bhaswar Chatterjee*

Theory Division, Physical Research Laboratory, Navrangpura, Ahmedabad 380 009, India

Hiranmaya Mishra†

Theory Division, Physical Research Laboratory, Navrangpura, Ahmedabad 380 009, India

Amruta Mishra‡

Department of Physics, Indian Institute of Technology, New Delhi-110016,India
(Received 10 January 2011; published 12 July 2011)

We investigate chiral symmetry breaking in strong magnetic fields at finite temperature and densities in

a 3 flavor Nambu Jona Lasinio model including the Kobayashi Maskawa ’t Hooft determinant term, using

an explicit structure for the ground state in terms of quark-antiquark condensates. The mass gap equations

are solved self consistently and are used to compute the thermodynamic potential. We also derive the

equation of state for strange quark matter in the presence of strong magnetic fields which could be relevant

for proto-neutron stars.
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I. INTRODUCTION

The structure of QCD vacuum and its modification
under extreme environment has been a major theoretical
and experimental challenge in current physics [1]. In par-
ticular, it is interesting to study the modification of the
structure of the ground state at high temperature and/or
high baryon densities as related to the nonperturbative
aspects of QCD. This is important not only from a theo-
retical point of view, but also for many applications to
problems of quark gluon plasma that could be copiously
produced in relativistic heavy ion collisions as well as for
the ultra dense cold nuclear/quark matter which could be
present in the interior of compact stellar objects like neu-
tron stars. In addition to hot and dense QCD, the effect of
strong magnetic fields on QCD vacuum structures has
attracted recent attention.This is motivated by the possi-
bility of creating ultra strong magnetic fields in non central
collisions at RHIC and LHC. The strengths of the magnetic
fields are estimated to be of hadronic scale [2,3] of the
order of eB� 2m2

� (m2
� ’ 1018 Gauss) at RHIC, to about

eB� 15m2
� at LHC [3].

There have been recent calculations both analytic as
well as with lattice simulations, which indicate that the
QCD phase digram is affected by strong magnetic fields
[4–6]. One of the interesting findings has been the chiral
magnetic effect. Here an electric current of quarks along
the magnetic field axis is generated if the densities of left
and right handed quarks are not equal. At high tempera-
tures and in the presence of a magnetic field such a current

can be produced locally. The phase structure of dense
matter in the presence of a magnetic field along with a
non zero chiral density has recently been investigated for
two flavor Polyakov loop Nambu-Jona-Lasinio (PNJL)
model for high temperatures relevant for RHIC and LHC
[7]. There have also been many investigations to look into
the vacuum structure of QCD and it has been recognized
that the strong magnetic field acts as a catalyzer of chiral
symmetry breaking [8–11].
In the context of cold dense matter, compact stars can be

strongly magnetized. Neutron star observations indicate
the magnetic field to be of the order of 1012–1013 Gauss
at the surface of ordinary pulsars [12]. Further, the mag-
netars which are strongly magnetized neutron stars, may
have even stronger magnetic fields of the order of
1015–1016 Gauss [13–19]. The physical upper limit on
the magnetic field in a gravitationally bound star is 1018

Gauss that is obtained by comparing the magnetic and
gravitational energies using the virial theorem [12]. This
limit could be higher for self bound objects like quark stars
[20]. Since the magnetic field strengths are of the order of
QCD scale, this can affect both the thermodynamics as
well as hydrodynamics of such magnetized matter [21].
The effects of magnetic fields on the equation of state have
been recently studied in the Nambu–Jona-Lasinio (NJL)
model at zero temperature for three flavors and the equa-
tion of state has been computed for the cold quark matter
[22]. It will be interesting to consider the finite temperature
effects on such equations of state, which could be of
relevance for proto-neutron stars.
We had earlier considered a variational approach to

study chiral symmetry breaking as well as color super-
conductivity in hot and dense matter with an explicit
structure for the ‘‘ground state’’ [23–25]. The calculations
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were carried out within NJL model with minimization of
free energy density to decide which condensate will exist at
what density and/or temperature. A nice feature of the
approach is that the four component quark field operator
in the chiral symmetry broken phase gets determined from
the vacuum structure. In the present work, we aim to
investigate how the vacuum structure in the context of
chiral symmetry breaking gets modified in the presence
of magnetic fields.

We organize the paper as follows. In Sec. II, we discuss
the ansatz statewith quark-antiquark pairs in the presence of
a magnetic field. We then generalize such a state to include
the effects of temperature and density. In Sec. III, we con-
sider the 3 flavor NJL model along with the so called
Kobayashi Maskawa ’t Hooft (KMT) term-the six fermion
determinant interaction term which breaks U(1) axial sym-
metry as in QCD.We use this Hamiltonian and calculate its
expectationvaluewith respect to the ansatz state to compute
the energy density as well the thermodynamic potential for
this system. We minimize the thermodynamic potential to
determine the ansatz functions and the resulting mass gap
equations. We discuss the results of the present investiga-
tion in Sec. IV. Finally, we summarize and conclude in
Sec. V. For the sake of completeness we derive the spinors
in the presence of a magnetic field and some of their
properties, which are presented in the appendix.

II. THE ANSATZ FOR THE GROUND STATE

To make the notations clear, we first write down the field
operator expansion in the momentum space in the presence
of a constant magnetic fieldB in the z-direction for a quark
with a current massm and electric charge q. We choose the
gauge such that the electromagnetic vector potential is
given as A�ðxÞ ¼ ð0; 0; Bx; 0Þ. The Dirac field operator

for a particle is given as [26]

c ðxÞ ¼ X
n

X
r

1

2�

Z
dpx½qrðn;pxÞUrðx;px; nÞ

þ ~qrðn;�pxÞVrðx;�px; nÞ�eipx�xx : (1)

The sum over n in the above expansion runs from 0 to
infinity. In the above, px � ðpy; pzÞ, and, r ¼ �1 denotes

the up and down spins. We have suppressed the color and
flavor indices of the quark field operators. The quark
annihilation and antiquark creation operators, qr and ~qr,
respectively, satisfy the quantum algebra

fqrðn;pxÞ; qyr0 ðn0;p0
xÞg ¼ f~qrðn;pxÞ; ~qyr0 ðn0;p0

xÞg
¼ �rr0�nn0�ðpx � p0

xÞ: (2)

In the above, Ur and Vr are the four component spinors
for the quarks and antiquarks, respectively. The explicit
forms of the spinors for the fermions with mass m and
electric charge q are given by

U"ðx;px;nÞ

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�nð�nþmÞp

ð�nþmÞð�ðqÞInþ�ð�qÞIn�1Þ
0

pzð�ðqÞInþ�ð�qÞIn�1Þ
�i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp ð�ðqÞIn�1þ�ð�qÞInÞ

0
BBBBB@

1
CCCCCA;

(3a)

U#ðx;px;nÞ

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�nð�nþmÞp

0

ð�nþmÞð�ðqÞIn�1þ�ð�qÞInÞ
i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp ð�ðqÞIn��ð�qÞIn�1Þ
�pzð�ðqÞIn��ð�qÞIn�1Þ

0
BBBBB@

1
CCCCCA;

(3b)

V"ðx;�px;nÞ

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�nð�nþmÞp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp ð�ðqÞIn��ð�qÞIn�1Þ
ipzð�ðqÞIn�1þ�ð�qÞInÞ

0

ið�nþmÞð�ðqÞIn�1þ�ð�qÞInÞ

0
BBBBB@

1
CCCCCA;

(3c)

V#ðx;�px;nÞ

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�nð�nþmÞp

ipzð�ðqÞInþ�ð�qÞIn�1Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp ð�ðqÞIn�1��ð�qÞIn�1Þ

�ið�nþmÞð�ðqÞInþ�ð�qÞIn�1Þ
0

0
BBBBB@

1
CCCCCA:

(3d)

In the above, the energy of the n-th Landau level is given as

�n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

i þ p2
z þ 2njqijB

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

i þ jp2
i j

q
. In Eqs. (3), the

functions In’s (with n � 0) are functions of � ¼ jqiBjðx�
py=jqiBjÞ and are given as

Inð�Þ ¼ cn exp

�
��2

2

�
Hnð�Þ; (4)

where Hnð�Þ is the Hermite polynomial of the nth order
and I�1 ¼ 0. The normalization constant cn is given by

cn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijqjBp
n!2n

ffiffiffiffi
�

p
vuut

:

The functions Inð�Þ satisfy the orthonormality conditionZ
d�Inð�ÞImð�Þ ¼

ffiffiffiffiffiffiffiffiffiffi
jqjB

q
�n;m; (5)

so that the spinors are properly normalized. The detailed
derivation of these spinors and some of their properties are
presented in the appendix.
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With the field operators now defined in terms of the
annihilation and the creation operators in the presence of
a constant magnetic field, we now write down an ansatz for
the ground state taken as a squeezed coherent state involv-
ing quark and antiquarks pairs as [24,25,27]

j�i ¼ UQj0i: (6)

Here, UQ is a unitary operator which creates quark-

antiquark pairs from the vacuum j0i. Explicitly, the opera-
tor, UQ is given as

UQ ¼ exp

�X1
n¼0

Z
dpxq

iy
r ðn;pxÞair;sðn; pzÞ

� fiðn;pzÞ~qisðn;�pxÞ � H:c:Þ; (7)

where we have explicitly retained the flavor index i for the
quark field operators. In the above ansatz for the ground
state, fiðn; pzÞ is a real function describing the quark-
antiquark condensates related to the vacuum realignment
for chiral symmetry breaking. In the above equation, the
spin dependent structure air;s is given by

air;s ¼ 1

jpij ½�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqijB

q
�r;s � ipz�r;�s�; (8)

with jpij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2
z þ 2njqijB

q
denoting the magnitude of the

three-momentum of the quark/antiquark of i-th flavor (with
electric charge qi) in the presence of a magnetic field. It is
easy to show that, aay ¼ I, where I is an identity matrix in
two dimensions. The ansatz functions fiðn; pzÞ are deter-
mined from the minimization of thermodynamic potential.
This particular ansatz of Eq. (7) is a direct generalization of
the ansatz considered earlier [23,25], to include the effects
of the magnetic field. Clearly, a nontrivial fiðn; pzÞ breaks
the chiral symmetry. Summation over three colors is under-
stood in the exponent of UQ in Eq. (7).

It is easy to show that the transformation of the ground
state as in Eq. (6) is a Bogoliubov transformation. With the
ground state transforming as Eq. (6), any operator O in the
j0i basis transforms as

O0 ¼ UQOUy
Q (9)

and, in particular, the creation and the annihilation opera-
tors of Eq. (1) transform as

q0rðn;pxÞ
~q0sðn;�pxÞ

" #
¼UQ

qrðn;pxÞ
~qsðn;�pxÞ

" #
Uy

Q

¼ cosjfj �ar;s sinjfj
ays;r sinjfj cosjfj

" #
qrðn;pxÞ
~qsðn;�pxÞ

" #
;

(10)

which is a Bogoliubov transformation with the transformed
‘‘primed’’ operators satisfying the same anticommutation
relations as the ‘‘unprimed’’ ones as in Eq. (2). Using the

transformation Eq. (11), we can expand the quark field
operator c ðxÞ in terms of the primed operators given as,

c ðxÞ ¼ X
n

X
r

1

2�

Z
dpx½q0rðn;pxÞU0

rðx; n;pxÞ

þ ~q0rðn;�pxÞV 0
rðx; n;�pxÞ�eipx�xx ; (11)

with q0j�i ¼ 0 ¼ ~q0yj�i. In the above, we have sup-
pressed the flavor and color indices. It is easy to see that
the ‘‘primed’’ spinors are given as

U0
rðx; n; pxÞ ¼ cosjfjUrðx; n; pxÞ

� ayr;s sinjfjVsðx; n;�pxÞ; (12a)

V 0
rðx; n;�pxÞ ¼ cosjfjVrðx; n;�pxÞ

þ as;r sinjfjUsðx; n; pxÞ: (12b)

Explicit calculation, e.g. for positive charges yield the
following forms of the primed spinors:

U0
"ðpx; nÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�nð�n þmÞp
a1In

0

a2pzIn

�ia2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp

In�1

2
666664

3
777775;(13a)

U0
#ðpx; nÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�nð�n þmÞp
0

a1In�1

ia2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp

In

�a2pzIn�1

2
666664

3
777775; (13b)

V 0
" ð�px; nÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�nð�n þmÞp
a2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp

In

ia2pzIn�1

0

ia1In�1

2
666664

3
777775; (13c)

V 0
# ð�px; nÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�nð�n þmÞp
ia2pzIn

a2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp

In�1

�ia1In

0

2
666664

3
777775; (13d)

where the functions, a1 and a2, are given in terms of the
condensate function fðpz; nÞ as

a1 ¼ ð�n þmÞ cosjfðn; pzÞj þ jpj sinjfðn; pzÞj; (14)

a2 ¼ cosjfðn; pzÞj � �n þm

jpj sinjfðn; pzÞj: (15)

Let us note that with Eq. (11), the four component quark
field operator gets defined in terms of the vacuum structure
for chiral symmetry breaking given through Eq. (6) and (7)
[28,29].
To include the effects of temperature and density we

next write down the state at finite temperature and density
j�ð�;�Þi through a thermal Bogoliubov transformation
over the state j�i using the thermofield dynamics method
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as described in Refs. [30,31]. This is particularly useful
while dealing with operators and expectation values. We
write the thermal state as

j�ð�;�Þi ¼ U�;�j�i ¼ U�;�UQj0i; (16)

where U�;� is given as

U �;� ¼ eB
yð�;�Þ�Bð�;�Þ;

with

Byð�;�Þ¼
Z �X1

n¼0

Z
dkxq

0
rðn;kzÞy��ðkz;n;�;�Þq0

r
ðn;kzÞy

þ ~q0rðn;kzÞ�þðkz;n;�;�Þ~q0rðn;kzÞ�: (17)

In Eq. (17), the underlined operators are the operators in
the extended Hilbert space associated with thermal dou-
bling in the thermofield dynamics method, and, the ansatz
functions ��ðn; kz; �;�Þ are related to quark and antiquark
distributions as can be seen through the minimization of
the thermodynamic potential. In Eq. (17) we have sup-
pressed the color and flavor indices in the quark and
antiquark operators as well as in the functions �	.

All the functions in the ansatz in Eq. (16) are obtained by
minimizing the thermodynamic potential. We shall carry
out this minimization in the next section. However, before
carrying out the minimization procedure, let us focus our
attention on the expectation values of some known opera-
tors to show that with the above variational ansatz for the
‘‘ground state’’ given in Eq. (16) these reduce to the
already known expressions in the appropriate limits.

Let us first consider the expectation value of the chiral
order parameter. The expectation value for the chiral order
parameter for the i-th flavor is given as

h�ð�;�Þj �c ic ij�ð�;�Þi

¼ �X1
n¼0

NcjqijB�n

ð2�Þ2
Z dpz

�ni
½mi cos2fi þ jpij sin2fi�

� ð1� sin2�i� � sin2�iþÞ � �Ii; (18)

where �n ¼ ð2� �n;0Þ is the degeneracy factor of the n-th
Landau level (all levels are doubly degenerate except the
lowest Landau level). As we shall see later, the functions
sin2�	 will be related to the distribution functions for the
quarks and antiquarks. Further, for later convenience, it is
useful to define cos	i

0 ¼ mi=�ni and sin	i
0 ¼ jpij=�ni so

as to rewrite the order parameter Ii as

Ii ¼
X1
n¼0

NcjqijB�n

ð2�Þ2
Z

dpz cos	
ið1� sin2�i� � sin2�iþÞ;

(19)

where we have defined 	i ¼ 	i
0 � 2fi. As we shall see

later, it is convenient to vary	i as compared to the original
condensate function fi given through Eq. (7). This expres-
sion for the order parameter, Ii, in the limit of vanishing

condensates (fi ¼ 0) reduces to the expression derived in
Ref. [26]. Further, the expression for the chiral condensate
in the absence of the magnetic field at zero temperature and
zero density becomes

h �c ic ii ¼ �Ii ¼ � 6

ð2�Þ3
Z

dp cos	i; (20)

once one realizes that in the presence of quantizing mag-
netic fields with discrete Landau levels, one has [32]

Z dp

ð2�Þ3 !
jqBj
ð2�Þ2

X1
n¼0

�n

Z
dpz:

This expression for the condensate, Eq. (20) is exactly the
same as derived earlier in the absence of the magnetic field
[23,25].
The other quantity that we wish to investigate is the axial

fermion current density that is induced at finite chemical
potential including the effect of temperature. The expecta-
tion value of the axial current density is given by

hj35i � h �c a
3
5c ai:
Using the field operator expansion Eq. (11) and (13d) for
the explicit forms for the spinors, we have for the i-th
flavor

hji35 i¼
X
n

Nc

ð2�Þ2
Z
dpxðI2n�I2n�1Þðsin2�i��sin2�iþÞ: (21)

Integrating over dpy using the orthonormal condition of

Eq. (5), all the terms in the above sum for the Landau levels
cancel out except for the zeroth Landau level so that,

hji35 i ¼
NcjqijB
ð2�Þ2

Z
dpz½sin2�i0� � sin2�i0þ�; (22)

which is identical to that in Ref. [33] once we identify the
functions sin2�i0	 as the particle and the antiparticle distri-
bution functions for the zero modes (see e.g. Eq. (33) in the
next section).

III. EVALUATION OF THERMODYNAMIC
POTENTIAL AND GAP EQUATIONS

As has already been mentioned, we shall consider in the
present investigation, the 3-flavor Nambu Jona Lasinio
model including the KMT determinant interaction. The
corresponding Hamiltonian density is given as

H ¼ c yð�i� �r�qBx�2þ
0m̂Þc

�Gs

X8
A¼0

½ð �c�Ac Þ2�ð �c
5�Ac Þ2�

þK½detf½ �c ð1þ
5Þc �þdetf½ �c ð1�
5Þc ��; (23)

where c i;a denotes a quark field with color ‘a’ (a ¼ r, g,
b), and flavor ‘i’ (i ¼ u, d, s), indices. The matrix of
current quark masses is given by m̂ ¼ diagfðmu;md;msÞ
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in the flavor space. We shall assume in the present inves-
tigation, isospin symmetry with mu ¼ md. Strictly speak-
ing, when the electromagnetic effects are taken into
account, the current quark masses of u and d quarks should
not be the same due to the difference in their electrical
charges. However, because of the smallness of the electro-
magnetic coupling, we shall ignore this tiny effect and
continue with mu ¼ md in the present investigation of
chiral symmetry breaking. In Eq. (23), �A, A ¼ 1; � � � 8
denote the Gellman matrices acting in the flavor space and

�0 ¼
ffiffi
2
3

q
If, If as the unit matrix in the flavor space. The

four point interaction term�Gs is symmetric in SUð3ÞV �
SUð3ÞA �Uð1ÞV �Uð1ÞA. In contrast, the determinant
term �K which for the case of three flavors generates a
six point interaction breaks Uð1ÞA symmetry. In the ab-
sence of the magnetic field and the mass term, the overall
symmetry in the flavor space is SUð3ÞV � SUð3ÞA �
Uð1ÞV . This spontaneously breaks to SUð3ÞV �Uð1ÞV im-
plying the conservation of the baryon number and the
flavor number. The current quark mass term introduces
additional explicit breaking of chiral symmetry leading to
partial conservation of the axial current. Because of the
presence of magnetic fields on the other hand the SUð3ÞV
symmetry in the flavor space reduces to SUð2ÞV � SUð2ÞA
since the u quark has a different electric charge as com-
pared to the d and s quarks [34].

Next, we evaluate the expectation value of the kinetic
term in Eq. (23) which is given as

T¼h�ð�;�Þjc ay
i ð�i� �r�qiBx�2Þc a

i j�ð�;�Þi: (24)

To evaluate this we use Eq. (11) and the results of spatial

derivatives on the functions Inð�Þ (� ¼ ffiffiffiffiffiffiffiffiffiffiffijqijB
p ðx�

py=ðjqijBÞÞÞ.
@In
@x

¼
ffiffiffiffiffiffiffiffiffiffiffi
jqijB

q
½��In þ

ffiffiffiffiffiffi
2n

p
In�1�;

@In�1

@x
¼

ffiffiffiffiffiffiffiffiffiffiffi
jqijB

q
½��In�1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðn� 1Þp

In�2�: (25)

Using the above equations, a straightforward but tedious
manipulation leads to the expression for the kinetic term as

T ¼ �X1
n¼0

X
i

Nc�njqiBj
ð2�Þ2

Z
dpzðmi cos	i þ jpij sin	iÞ

� ð1� sin2�i� � sin2�iþÞ: (26)

The contribution from the quartic interaction term in
Eq. (23), using Eq. (18) turns out to be,

VS��Gsh�ð�;�ÞjX8
A¼0

½ð �c�Ac Þ2�ð �c
5�Ac Þ2�j�ð�;�Þi

¼�2GS

X
i¼1;3

Ii2; (27)

where we have used the properties of the Gellman matricesP
8
A¼0 �

A
ij�

A
kl ¼ 2�il�jk.

Finally, the contribution from the six quark interaction
term leads to the energy expectation value as

Vdet ¼ þKhdetf½ �c ð1þ 
5Þc � þ detf½ �c ð1� 
5Þc �i
¼ �2KI1I2I3:

The thermodynamic potential is then given by

� ¼ T þ VS þ Vdet �
X3
i¼1

�i�i � 1

�
s: (28)

In the above, �i is the chemical potential for the quark of
flavor i. The total number density of the quarks is given by

� ¼ X3
i¼1

�i ¼
X
i

hc y
i c ii

¼ X1
n¼0

X
i

Nc�njqiBj
ð2�Þ2

Z
dpz½sin2�i� � sin2�iþ�: (29)

Finally, for the entropy density for the quarks we have [30]

s ¼ �X
i

X
n

Nc�njqijB
ð2�Þ2

Z
dpzfðsin2�i� lnsin2�i�

þ cos2�i� lncos2�i�Þ þ ð� ! þÞg: (30)

Now the functional minimization of the thermodynamic
potential � with respect to the chiral condensate function
fiðpzÞ leads to

cot	i ¼
mi þ 4GIi þ 2Kj�ijkjIjIk

jpij ¼ Mi

jpij : (31)

We have defined, in the above, the constituent quark mass
Mi for the i-th flavor as

Mi ¼ mi þ 4GIi þ 2Kj�ijkjIjIk: (32)

Finally, the minimization of the thermodynamic potential
with respect to the thermal functions ��ðkÞ gives

sin 2�i;n� ¼ 1

expð�ð!i;n ��iÞÞ þ 1
; (33)

where !i;n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

i þ p2
z þ 2njqijBÞ

q
is the excitation

energy with the constituent quark mass Mi.
Substituting the solution for the condensate function of

Eq. (31) and the thermal function given in Eq. (33) back in
Eq. (19) yields the chiral condensate as

�h �c ic ii� Ii

¼X1
n¼0

NcjqijB�n

ð2�Þ2
Z
dpz

�
Mi

!i

�
ð1�sin2�i��sin2�iþÞ:

(34)

Thus Eqs. (32) and (34) define the self consistent mass gap
equation for the i-th quark flavor. Using the solutions for
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the condensate function as well as the gap equation,
Eq. (32), the thermodynamic potential given in Eq. (28)
reduces to

� ¼ �X
n;i

Nc�njqiBj
ð2�Þ2

Z
dpz!i �

X
n;i

Nc�njqiBj
ð2�Þ2�

�
Z

dpz½lnf1þ e��ð!i��iÞg þ lnf1þ e��ð!iþ�iÞg�
þ 2G

X
i

I2i þ 4KI1I2I3: (35)

The zero temperature and the zero density contribution
of the thermodynamic potential (�ðT ¼ 0; � ¼ 0Þ) in the
above is ultraviolet divergent, which is also transmitted to
the gap equation, Eq. (32), through the integral Ii in
Eq. (34). In the zero field case (B ¼ 0) such integrals are
regularized either by a sharp cutoff (a step function in jpj)
that is common in many effective theories like the NJL
model [35–37] although one can also use a smooth regu-
lator [38–40]. The choice of the regulator is a part of the
definition of the model with the constraint that the physi-
cally meaningful results should not eventually be depen-
dent on the regularization prescription. A sharp cutoff in
the presence of the magnetic field suffers from cutoff
artifact since the continuous momentum dependence in
two spatial dimensions are being replaced by a sum over
discretized Landau levels. To avoid this, a smooth parame-
trization was used in Ref. [7] in the context of chiral
magnetic effects in the PNJL model. In the present work
however we follow the elegant procedure that was fol-
lowed in Ref. [22] by adding and subtracting a vacuum
(zero field) contribution to the thermodynamic potential
which is also divergent. This manipulation makes the first
term of Eq. (35) acquire a physically more appealing form
by separating the vacuum contribution and the finite field
contribution written in terms of Riemann-Hurwitz  func-
tions as

�X3
i¼1

X1
n¼0

Nc�njqiBj
ð2�Þ2

Z
dpz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2
z þ 2njqijBþM2

i

q

¼ � 2Nc

ð2�Þ3
X3
i¼1

Z
dp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þM2

i

q
� Nc

2�2

�X3
i¼1

jqiBj2
�
 0ð�1; xiÞ � 1

2
ðx2i � xiÞ lnxi þ x2i

4

�
; (36)

where we have defined the dimensionless quantity, xi ¼
M2

i

2jqiBj , i.e. the mass parameter in units of the magnetic field.

Further,  0ð�1; xÞ ¼ dðz; xÞ=dzjz¼1 is the derivative of
the Riemann-Hurwitz zeta function [41].

Using Eq. (36), the quark-antiquark condensate of
Eq. (34) can also be separated into a zero field (divergent)
vacuum term, a (finite) field dependent term and a (finite)
medium dependent term as

�h �c ic ii� Ii¼ 2Nc

ð2�Þ3
Z
dp

Miffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2þM2

i

q þNcMijqiBj
ð2�Þ2

�
�
xið1� lnxiÞþ ln�ðxiÞþ1

2
ln

xi
2�

�

�X1
n¼0

NcjqijB�n

ð2�Þ2
Z
dpz

Miffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

i þjpij2
q ðsin2�i�þsin2�iþÞ

¼ IivacþIifieldþIimed; (37)

where we have denoted the three terms in the above
equation as Ivac, Ifield and Imed respectively. The zero field
vacuum contributions in Eq. (36) as well as in Eq. (37), can
be calculated with a sharp three-momentum cutoff as is
usually done in the NJL model [35,36]. Thus, e.g., the
vacuum part of the order parameter Ivac becomes

Iivac ¼ NcMi

2�2

�
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þM2

i

q
�M2

i ln

��þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þM2

i

q
Mi

��
:

(38)

However, since in the presence of magnetic fields, jpj2 ¼
p2
z þ 2njqiBj, the condition of the sharp three-momentum

cutoff translates to a finite number of Landau level sum-
mations in Eq. (37) or in Eq. (36) with nmax, the maximum
number of Landau levels that are filled up being given as

nmax ¼ Int½ �2

2jqijB�when the component of the momentum in

the z-direction, pz ¼ 0. Further, for the medium contribu-
tion Imed, this also leads to a cutoff for the magnitude of

jpzj as �0 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 � 2njqijB

p
for a given value of n.

Thus the thermodynamic potential, given by Eq. (35),
can be rewritten as

�ð�;�; B;MiÞ ¼ �vac þ�field þ�med

þ 2G
X3
i¼1

I2i þ 4KI1I2I3; (39)

where

�vac ¼ �2Nc

X
i

Z
jpj<�

dp

ð2�Þ3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þM2

i

q

� � Nc

8�2

X
i

�
ð�2 þM2

i Þ1=2ð2�2 þM2
i Þ

�M4
i ln

�þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þM2

i

q
Mi

�
: (40)

The field contribution to thermodynamic potential is
given by

�field¼� Nc

2�2

X3
i¼1

jqiBj2
�
 0ð�1;xiÞ�1

2
ðx2i �xiÞlnxiþx2i

4

�
:

(41)
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The derivative of the Riemann-Hurwitz zeta function
ðz; xÞ at z ¼ �1 is given by [41]

 0ð�1; xÞ ¼ � 1

2
x lnx� 1

4
x2 þ 1

2
x2 lnxþ 1

12
lnx

þ x2
Z 1

0

2tan�1yþ y lnð1þ y2Þ
expð2�xyÞ � 1

dy: (42)

The medium contribution to the thermodynamic poten-
tial is

�med ¼
X
n;i

Nc�njqiBj
ð2�Þ2�

Z
dpz½lnf1þ e��ð!i��iÞg

þ lnf1þ e��ð!iþ�iÞg�: (43)

It may be useful to write down the zero temperature
limits of the integrals �med and Imed. Let us note that at
zero temperature the particle distribution function
sin2�� ¼ �ð�i �!inÞ while the antiparticle distribution
function sin2�þ ¼ 0. The �-function restricts the magni-

tude of jpzj to be less than pi
zmax ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pi2
f � 2njqijB

q
,

where, pi
f ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2

i �M2
i

q
is the Fermi momentum of the

corresponding flavor. Further, this also restricts the maxi-

mum number of Landau levels nmax to nifmax ¼ Int½ pi2
f

2jqijB�.
The contribution arising due to the medium to the chiral
condensate then reduces to

IimedðT ¼ 0; B;�i;MiÞ

¼ Nc

2�2

Xnifmax

n¼0

�njqijBMi ln

�
pi
zmax þ�iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M2
i þ 2njqijB

q
�
: (44)

Similarly, the contribution from the medium to the ther-
modynamic potential at zero temperature reduces to

�medðT ¼ 0; B;�i;MiÞ

¼ X
i

Nc

4�2

Xnifmax

n¼0

�njqijBMi

�
�ip

i
zmax � ðM2

i þ 2njqijBÞ

� ln

�
pi
zmax þ�iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M2
i þ 2njqijB

q
��

: (45)

In the context of neutron star matter, the quark phase that
could be present in the interior, consists of the u, d, s
quarks as well as electrons, in weak equilibrium

d ! uþ e� þ ��e� ; (46a)

s ! uþ e� þ ��e� ; (46b)

and,

sþ u ! dþ u; (46c)

leading to the relations between the chemical potentials
�u, �d, �s, �E as

�s ¼ �d ¼ �u þ�E: (47)

The neutrino chemical potentials are taken to be zero as
they can diffuse out of the star. So there are two indepen-
dent chemical potentials needed to describe the matter in
the neutron star interior which we take to be the quark
chemical potential �q (one third of the baryon chemical

potential) and the electric charge chemical potential, �e in
terms of which the chemical potentials are given by �s ¼
�q � 1

3�e ¼ �d, �u ¼ �q þ 2
3�e and �E ¼ ��e. In ad-

dition, for description of the charge neutral matter, there is
a further constraint for the chemical potentials through the
following relation for the particle densities given by

2

3
�u � 1

3
�d � 1

3
�s � �E ¼ 0: (48)

The quark number densities �i for each flavor are already
defined in Eq. (29) and the electron number density is
given by

�E ¼ X1
n¼0

1�njeBj
ð2�Þ2

Z
dpz½sin2�e� � sin2�eþ�; (49)

where the distribution functions for the electron, sin2�	 ¼
1=ðexpð!e 	�EÞ þ 1Þ, with !e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2
z þ 2njejB

q
.

To calculate the total thermodynamic potential (negative
of the pressure) relevant for a neutron star one has to add
the thermodynamic potential�e due to the electrons, to the
thermodynamic potential for the quarks as given in
Eq. (35). The contribution of the electrons is given by

�e ¼
X
n;i

�njeBj
ð2�Þ2�

Z
dpz½lnf1þ e��ð!e��EÞg

þ lnf1þ e��ð!iþ�EÞg�: (50)

The thermodynamic potential (Eq. (39)), the mass gap
equations Eqs. (32) and (36) and the charge neutrality
condition, Eq. (48) are the basis for our numerical calcu-
lations for various physical situations that we shall discuss
in the following section.

IV. RESULTS AND DISCUSSIONS

For numerical calculations, we have taken the values of
the parameters of the NJL model as follows. The coupling
constant Gs has the dimension ½Mass��2 while the six
fermion coupling K has a dimension of ½Mass��5. To
regularize the divergent integrals we use a sharp cutoff,
� in 3-momentum space. Thus we have five parameters in
total, namely, the current quark masses for the non strange
and strange quarks, mq and ms, the two couplings Gs, K

and the three-momentum cutoff �. We have chosen here
� ¼ 0:6023 GeV, Gs�

2 ¼ 1:835, K�5 ¼ 12:36, mq ¼
5:5 MeV and ms ¼ 0:1407 GeV as have been used in
Ref. [42]. After choosing mq ¼ 5:5 MeV, the remaining

four parameters are fixed by fitting to the pion decay
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constant and the masses of pion, kaon and �0. With this set
of parameters the mass of � is underestimated by about 6%
and the constituent masses of the light quarks turn out to be
M1 ¼ 0:368 GeV for u-d quarks, while the same for
strange quark turns out to be Ms ¼ 0:549 GeV, at zero
temperature and zero density. It might be relevant here to
comment regarding the choice of the parameters. There
have been different sets of parameters by other groups
[36,37,43] for the three flavor NJL model. Although the
same principle as above is used, e.g., as in Ref [37],
the resulting parameter sets are not identical. In particular,
the dimensionless coupling K�5 differs by as large as
about 30% as compared to the value used here. This
discrepancy is due to a different treatment of the �0 meson.
Since the NJL model does not confine, and because of the
large mass of the�0 meson (m�0 ¼ 958 MeV), it lies above

the threshold for q �q decay with an unphysical imaginary
part for the corresponding polarization diagram. This is an
unavoidable feature of the NJL model and leaves an un-
certainty which is reflected in the difference in the parame-
ter sets by different groups. Within this limitation
regarding the parameters of the model, however, we pro-
ceed with the above parameter set which has already been
used in the study of the phase diagram of dense matter in
Ref. [44] as well as in the context of the equation of state
for neutron star matter in Ref. [45].

Let us begin the discussion of the results for the case
when the charge neutrality condition is not imposed. In this
case �e ¼ 0 and all the quark flavors have the same
chemical potential �q. For given values of �q, Tð¼ ��1Þ
and eB, we solve the mass gap equation, Eq. (32), self
consistently using the expression in Eq. (37) for the order
parameter. A few comments regarding the evaluation of
Iimed of Eq. (37) may be worth mentioning. In these evalu-

ations, while considering zero temperature and nonzero

�q, the Landau levels are filled up to a maximum value

of n, nmax ¼ Int½ �2

2jqijB� as already mentioned in the pre-

vious section. On the other hand, for all finite temperature
calculations, the levels are filled up to the maximum
Landau level, so that the error in neglecting the higher
Landau level is less than 10�5. We also observe that for low
temperatures, near the cross over transition temperature,
there could be multiple solutions of the mass gap equation
corresponding to multiple extrema of the thermodynamic
potential. In such cases, we have chosen the solution which
has the least value of the thermodynamic potential given in
Eq. (39). We ensure this by verifying the positivity of the
second derivative of the thermodynamic potential with
respect to the corresponding masses.
We show the constituent masses of the three flavors of

quarks as modified by a magnetic field at zero temperature
and zero density in Fig. 1. The magnetic field enhances the
order parameters as reflected in the values of the constitu-
ent masses Mu, Md and Ms. Because of the charge differ-
ence, this enhancement is not the same for all the quarks.
For the couplings G and K as chosen here, the enhance-
ment factors ðMðBÞ �MðB ¼ 0ÞÞ=MðB ¼ 0Þ e.g. for
eB ¼ 20m2

� are about 35%, 24%, 12% for u, d and s
quarks, respectively. We might mention here that the effect
of magnetic fields on chiral symmetry breaking has been
considered in the NJL model in Ref. [46] without the KMT
determinant interaction term. For a comparison, we have
also plotted in Fig. 1(b), the constituent quark masses
without the determinant term as a function of the magnetic
field. Clearly, the mass splitting between u and d quarks is
much larger when the determinant interaction is not taken
into account- e.g. ðMuðBÞ �MdðBÞÞ=MuðB ¼ 0Þ ¼ 57%
at eB ¼ 20m2

� when K ¼ 0 while the same ratio is about
11% when K�5 ¼ 12:36. This behavior can be under-
stood as follows. Whereas the magnetic field tends to
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FIG. 1 (color online). Constituent quark masses as functions of the magnetic field at zero temperature and zero density. Figure 1(a)
shows the constituent quarkmasses as a function of themagnetic field when the determinant interaction is taken into account. Figure 1(b)
shows the samewhen the determinant interaction term is ignored i.e.K ¼ 0. The solid curves refer to constituent masses of the u-quark,
the dotted curve refers to the constituent mass of the d-quarks while the dash-dotted curve refers to the same of the strange quark.
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differentiate the constituent quark masses of different fla-
vors, the determinant interaction which causes mixing
between the constituent quarks of different flavors tends
to bring the constituent quark masses together. This results
in the splitting between the constituent quarks of different
flavors becoming smaller when determinant interaction is
included in the presence of the magnetic field. Such a
behavior is also observed in Ref. [11] for the case of the
two flavor NJL model.

We then show the temperature dependence of the con-
stituent quark masses of the u and s quark for zero chemi-
cal potential for different strengths of the magnetic field, in
Fig. 2. The phase transition remains a smooth crossover as
is the case with a zero magnetic field. The effect of the
magnetic field as a catalyzer of chiral symmetry breaking
is also evident. The chiral condensate and hence the

constituent quark masses increase in the temperature re-
gime considered here when the magnetic field is increased.
In these calculations all the Landau levels as appropriate
for the given magnetic field have been filled up and the
lowest Landau level approximation has not been assumed.
The qualitative aspects of the phase transition remain the
same as in the case of a zero magnetic field. This result is in
contrast to the linear sigma model coupled to quarks [6]
where the usual cross over becomes a first order phase
transition in the presence of a strong magnetic field. We
might mention here that our results are similar to those of
Ref. [11] for the two flavor NJL model.
Next, we discuss the behavior of constituent masses as

baryon number density is increased at zero temperature
and for different strengths of magnetic field. In Fig. 3, we
show the dependence of the constituent massesMu,Md and
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FIG. 2 (color online). Constituent quark masses when charge neutrality conditions are not imposed. Figure 2(a) shows theMu at zero
baryon chemical potential as a function of temperature for different values of the magnetic field. Figure 2(b) shows the same for the
strange quark mass Ms. Both the subplots correspond to nonzero values for the current quark masses given as mu ¼ 5:5 MeV and
ms ¼ 140:7 MeV.

0.1

0.2

0.3

0.4

(a) (b) (c)

M
d

(G
eV

)

0.32 0.34 0.36 0.38 0.4 0.42 0.44 0.46 0.48

q (GeV)

T = 0
eB = 0
eB = 10 m

2

eB = 15 m
2

0.02

0.04

0.06

0.08

0.1

M
u

(G
eV

)

0.32 0.34 0.36 0.38 0.4 0.42 0.44 0.46 0.48

q (GeV)

T = 0
eB = 0
eB = 10 m

2

eB = 15 m
2

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

M
s

(G
eV

)

0.3 0.35 0.4 0.45 0.5 0.55 0.6

q (GeV)

T = 0
eB = 0
eB = 10 m

2

eB = 15 m
2

FIG. 3 (color online). Constituent quark masses as functions of �q at T ¼ 0 for different strengths of magnetic field. Constituent
quark masses of d, u and s quarks are plotted in Fig a, Fig b and Fig c, respectively.
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Ms on the quark chemical potential at zero temperature for
three different strengths of magnetic field. For the zero
magnetic field, as the quark chemical potential is in-
creased, a first order transition is observed to take place
for the value of�q ¼ �c � 0:362 GeV. At lower values of

the quark chemical potential (�q <�cÞ, the masses of the

quarks stay at their vacuum values and the baryon number
density remains zero. At � ¼ �c, the first order transition
takes place and the light quarks have a drop in their masses
from their vacuum values of about 367 MeV to about
52 MeV. The baryon number density also jumps from
zero to 2:37�0, with �0 ¼ 0:17 fm�3 being the normal
nuclear matter density. Because of the six fermion KMT
term, this first order transition for the light quarks is also
reflected in the dropping of the strange quark mass from its
vacuum value of 549 MeV to about 464 MeV.

As the magnetic field is increased, the critical chemical
potential for this first order transition consistently de-
creases as may be clear from figures Figs. 3(a)–3(c). For
eB ¼ 10m2

�,eB ¼ 15m2
�, the corresponding values of �c

are 0.327 GeV and 0.323 GeV, respectively. For �<�c,
the constituent quark masses increase with the magnetic
field as may be seen in Fig. 3(a) where we have plotted the
d-quark mass as a function of quark chemical potential. For
example, for eB ¼ 10m2

�, the increase in masses of the u
and d quarks are about 45 MeV and 30 MeV, respectively,
while for strange quarks the corresponding increase in
mass is about 21 MeV as compared to the zero field case.
Since the �c decreases with an increase in magnetic field,
there are windows in the range of chemical potential where
it appears, e.g. in Fig. 3(a) for the u-quark, that the mass
decreases with the magnetic field in the range of chemical
potentials from � ¼ 323 MeV to � ¼ 362 MeV. In this
regime however, the chiral transition already has taken
place for eB ¼ 15m2

�. For eB ¼ 10m2
�, in this regime of

chemical potential although the first order transition takes
place, the transition is weaker compared to the case of
eB ¼ 15m2

� in the sense that the constituent quark mass is
higher compared to the case of eB ¼ 15m2

�. Finally, for the
case of a zero magnetic field, the transition is still to take
place. After the transition, the ordering in the masses
changes depending upon the filling up of the Landau levels
in the case of nonzero magnetic fields. The kinks in the
mass variation correspond to the filling up of the Landau
levels. This decrease of critical chemical potential due to
the presence of the magnetic field has also been observed
in dense holographic matter and is termed as inverse
magnetic catalysis of chiral symmetry breaking [47]. We,
however, observe that although the critical chemical po-
tential decreases with a magnetic field, the corresponding
baryonic density increases. This is clearly seen in Fig. 4
where we have shown the baryon number density as a
function of quark chemical potential for different strengths
of magnetic field. While for eB ¼ 10m2

�, the critical
density �c=�0 ¼ 2:39 is almost similar to the zero field

value of the same �c=�0 ¼ 2:38, the critical density for
eB ¼ 15m2

� is substantially larger with �c=�0 ¼ 3:62.
Similar qualitative behavior was also observed in Ref. [22].
At finite chemical potential, we also observe oscillations

of the order parameter with the magnetic field as shown in
Fig. 5 for the u-quark. We have taken the value of the
chemical potential as �q ¼ 380 MeV and taken the tem-

perature, T as zero. This phenomenon is similar to the
oscillation of the magnetization of a material in the pres-
ence of an external magnetic field, known as the de Hass-
van Alphen effect [48]. As observed earlier, this is a
consequence of oscillations in the density of states at the
Fermi surface due to the Landau quantization. The oscil-

latory behavior is seen as long as 2jqjB<
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2

q �M2
q

q
and

ceases when the first Landau level lies above the Fermi
surface [40,49].
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FIG. 4 (color online). Baryon density as a function of quark
chemical potential for different strengths of magnetic field.
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FIG. 5 (color online). Oscillation of the u-quark mass with the
magnetic field. We have taken �q ¼ 380 MeV and T ¼ 0.
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We then discuss the effects of magnetic fields on charge
neutral dense matter as may be relevant for the matter in
the interior of the neutron stars. The thermodynamic po-
tential is numerically computed as follows. For given
values of the quark chemical potential �q, the electric

charge chemical potential �E and magnetic field eB, the
coupled mass gap equations given by Eq. (32) are solved,
using the expression in Eq. (37) for the order parameter.
The values of the electric charge chemical potential�E are
varied so that the charge neutrality condition, Eq. (48), is
satisfied. The resulting solutions are then used in Eq. (39)
to compute the thermodynamic potential. In doing so, we
also check if there are multiple solutions to the gap equa-
tion and choose the one that has the least value of the
thermodynamic potential. In Fig. 6, we show the masses of
the quarks as functions of chemical potential for charge
neutral matter for zero temperature. Let us note that at the
transition point, the d-quark number density is almost
twice that of the u-quark number density to maintain
charge neutrality as the mass of the s-quark is much too
large to contribute to the charge density. For this to be
realized, the mass of the d-quark should be sufficiently
smaller as compared with the mass of the u quark to
generate the required difference in the number densities.
This, in turn, means that �d should be larger than �u

unlike the charge neutral case where all the quarks have
the same chemical potential. Numerically, it turns out that
for the zero magnetic field this condition is satisfied when
�d � 393 MeV and �u � 318 MeV as compared to the
common chemical potential �c ¼ 362 MeV when the
charge neutrality condition is not imposed. The corre-
sponding masses of the d and u quarks are about
61 MeV and 80 MeV, respectively, compared to the com-
mon mass of 52 MeV at the critical chemical potential
when charge neutrality is not imposed. These values of �u

and �d at the transition point correspond to an electron
chemical potential of �e � 75 MeV at the transition while

the corresponding quark chemical potential at the transi-
tion is �q ¼ 368 MeV � �c, which is slightly higher as

compared to the value of�c ¼ 362 MeV for the case when
such neutrality condition is not imposed. At the transition
point for the neutral matter, the number density of the
d-quarks is almost twice that of u-quarks while the electron
number density is 3 orders of magnitude lower than either
of the quark number densities. As the magnetic field is
increased, the constituent masses for the three quarks in-
crease for chemical potential smaller than the critical
chemical potential. The first sudden drop of the strange
quark mass (see Fig. 6(b)) is related to the drop in the light
quark masses through the determinant interaction. The
kink structure in the strange quark mass for higher mag-
netic fields can be identifiable with the filling of different
Landau levels. Further, it is observed that a higher mag-
netic field leads to a smaller value for �c. Similar to the
case of non charge neutral matter, however, the critical
density becomes higher for increased magnetic fields. This
magnetic catalysis of chiral symmetry breaking is clearly
shown in Fig. 7, where masses of up and strange quarks are
shown as functions of baryon density for zero temperature
and for different strengths of magnetic field.
We then study the effect of magnetic fields on the

equation of state, i.e. pressure as a function of energy for
the charge neutral matter. This is shown in Fig. 8 for zero
temperature. The effect of Landau quantization shows up
in the kink structure of the equation of state. For smaller
magnetic fields, this effect is less visible as the number of
filled Landau levels are quite large. Further, it may be
observed that as the magnetic field is increased, the equa-
tion of state becomes somewhat stiffer. Since the zero
density constituent quark masses increase with the mag-
netic field, the vacuum energy density becomes lower as
compared to the zero field case. Therefore the starting
values of pressure in the presence of the field become
higher compared to the zero field case as seen in Fig. 8.
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FIG. 6 (color online). Constituent quark masses for charge neutral matter. Masses of up quarks (a) and strange quarks (b) as functions
of the quark chemical potential, �q at T ¼ 0 for different strengths of magnetic field.
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For higher densities when chiral symmetry is restored, let
us first note that the contribution to the thermodynamic
potential due to the magnetic field as given in Eq. (41)
increases with the magnetic field. Therefore, it means that
one has to have a larger chemical potential for a lower
magnetic field as compared to a higher field to have the
same energy density. So one would naively expect the
pressure (P ¼ ��� �) with the lower field to be higher.
However, one has to note that chiral symmetry is restored
at a lower chemical potential for the higher magnetic field
as may be clear from Fig. 6 and hence the number densities
can become higher leading to a higher pressure. This is
what actually happens for larger energy densities for the
two fields shown in Fig. 8. Because of the lower critical
chemical potential for the case of eB ¼ 10m2

�, the masses
of the quarks are smaller and hence the densities become
higher compared to the case of eB ¼ 5m2

� for the same
energy densities leading to a stiffer equation of state.

Next, we discuss the effects of magnetic fields on hot
neutral quark matter. Such a condition is relevant for the
matter in the interior of the proto-neutron stars where the
temperatures could be about a few tens ofMeV. In Fig. 8, we
show the effect of temperature on the masses of the quarks
in the magnetized neutral matter. As may be expected, the
effect of temperature smoothes the behavior of the masses
as functions of the quark chemical potential. The corre-
sponding equations of state are also shown in Fig. 9.
Let us note that in the equation of state that we have

plotted in Figs. 8 and 10, the pressure here corresponds to
the thermodynamic pressure, i.e. negative of the thermo-
dynamic potential given in Eq. (39). However, in the
presence of a magnetic field, the hydrodynamic pressure
can be highly anisotropic [20,21,50] when there is signifi-
cant magnetization of the matter. The pressure in the
direction of the field Pk is the thermodynamic pressure

P ¼ �� as defined in Eq. (39). On the other hand, the
pressure P? in the transverse direction of the applied
magnetic field is given by P? ¼ P�MB [21]. Here,M ¼
�@�=@B is the magnetization of the system. Using the
thermodynamic potential expression given in Eq. (39), this
can be written as

M ¼ Mmed þMfield þMc; (51)

where Mmed, the contribution the magnetization from the
medium which at zero temperature is given by

Mmed ¼ �@�med

@B

¼ Nc

4�2

X
n;i

�njqij
�
�ip

i
zmax � ðA2

n þ 2njqijBÞ

� ln

�
�i þ pi

zmax

An

��
; (52)

where we have abbreviated An ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 þ 2njqijB

p
.Mfield is

the contribution from the field part of the thermodynamic
potential �field given as
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Mfield ¼ � @�field

@B
¼ X

i

q2i B

�
lnxi
12

� 1

24
þ x3i I1ðxiÞ

�
; (53)

where

I1ðxÞ ¼ 1

�

Z
y

2 arctanðyÞ þ y lnð1þ y2Þ
ðexpð2�xyÞ � 1Þð1� expð�2�yÞdy: (54)

We might note here that the�field term originates from the
effect of the magnetic field on the Dirac sea so that we can
recognize that Mfield is due the magnetization of the Dirac
sea.

Finally, Mc in Eq. (51) is the contribution to the mag-
netization arising from the last two terms of the thermody-
namic potential in Eq. (39) and is given as

Mc ¼ �4G
X
i

Ii
@Ii
@B

� 2K
X

i�j�k

IiIj
@Ik
@B

: (55)

Here, @Ii@B is the derivative of the quark condensate (-h �c ic i)
with respect to the magnetic field given as

@Ii
@B

¼ @Iimed

@B
þ @Iifield

@B
;

where the contribution from the medium at zero tempera-
ture is

@Iimed

@B
¼ X

n

Nc�n

2�2

�
ln

�
�i þ pi

zmax

An

�
� njqijB

A2
n

�i

pi
zmax

�
; (56)

and the field contribution from the condensate to magne-
tization

@Iifield
@B

¼ Nc

2�2

�
ln�ðxiÞ þ 1

2
log

xi
2�

þ xi � xi�
0ðxiÞ � 1

2

�
;

(57)

where as defined earlier xi ¼ ðM2
i =2jqijBÞ and �0ðxÞ ¼

�0ðxÞ
�ðxÞ is the logarithmic derivative of the gamma function.

The resultingmagnetization at T ¼ 0 is plotted in Fig. 11
for�u ¼ 0:4 GeV ¼ �d. Themagnetization exhibits rapid
de Hass-van Alphen oscillations. The irregularity in the
oscillation is due to the unequal masses of the three quarks
which are calculated self consistently using the gap equa-
tion. Unlike in Ref. [21], the magnetization does not be-
come constant even after all the quarks are in the lowest
Landau level. This is due to the effect of the contribution of
magnetization from the Dirac sea which is included here
along with the Fermi sea contribution given byMmedium.
The transverse and the longitudinal pressure for the

system is plotted in Fig. 12. Here, we have taken T ¼ 0
and � ¼ 400 MeV. The oscillatory behavior of the mag-
netization is reflected in the transverse pressure. The two
pressures start to differ significantly for magnetic field
strengths of about eB ¼ m2

� which corresponds to about
1018 Gauss. Such field induced anisotropy in pressure is
qualitatively similar as in Ref. [21], where, the anisotropic
properties of transport coefficients for strange quark matter
were considered. While considering neutron star structure,
one has to also include the free field energy 1

2B
2 to the total
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energy and pressure. This term adds to the parallel and the
transverse pressure with different signs [20]. This can
make the pressure in the transverse direction negative
leading to mechanical instability [20]. While studying
structural properties of compact astrophysical objects en-
dowed with magnetic fields such splitting of the pressure
into the parallel and perpendicular direction need to be
taken into account as this can affect the structure and
geometry of the star.

Finally we end this section with a comment regarding
the axial fermion current density induced at finite chemical
potential. From Eqs. (22) and (33),

hji35 i ¼
NcjqijB
ð2�Þ2

Z
dpz

�
1

expð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2
z þM2

i

q
��iÞ

� 1

expð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2
z þM2

i

q
þ�iÞ

�
: (58)

Thus, although the lowest Landau level contributes to the
above expectation value, because of its dependence on the
constituent quark mass parameter Mi, the effects of all
the higher Landau levels are implicitly there in Eq. (58)
as the constituent masses here are calculated self consis-
tently using Eqs. (32) and (37). Further, because of depen-
dence on the constituent quark mass the axial quark current
density expectation value also depends upon the coupling
in a nonperturbative manner [8,51].

V. SUMMARY

We have analyzed the ground state structure for chiral
symmetry breaking in the presence of strong magnetic
fields. The methodology uses an explicit variational con-
struct for the ground state in terms of quark-antiquark
pairing. A nice feature of the approach is that the four
component quark field operator in the presence of mag-
netic fields could get expressed in terms of the ansatz
functions that occur for the description of the ground state.
Apart from the methodology being new, we also have new
results. Namely, the present investigations have been done
in a three flavor NJL model along with a flavor mixing six
quark determinant interaction at finite temperature and
density and fields within the same framework. In that sense
it generalizes the two flavor NJL model considered in
Ref. [11] for both finite temperature and density. The gap
functions and the thermal distribution functions could be
determined self consistently for given values of the tem-
perature, the quark chemical potential and the strength of
the magnetic field. At zero baryon density and high tem-
perature, the qualitative feature of chiral transition remains
a cross over transition even for magnetic field strength
eB ¼ 10m2

�. The magnetic catalysis of chiral symmetry
breaking is also observed.
At finite densities, the effects of Landau quantization is

more dramatic. The order parameter shows oscillation
similar to the de Hass-van Alphen effect for magnetization
in metals. However, in the present case of dense quark
matter, the mass of the quark itself is dependant on the
strength of themagnetic fields which leads to a non periodic
oscillation of the order parameter. Although the critical
chemical potential, �c, for chiral transition consistently
decreases with an increase in the strength of the magnetic
field, the corresponding density increases with themagnetic
field strength. Imposition of the electrical charge neutrality
condition for the quark matter increases the value for �c.
Since the mass of the strange quark plays an important role
in maintaining the charge neutrality condition, this in turn
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affects the chiral restoration transition in quark matter. The
presence of a nonzero magnetic field appears to make the
equation of state stiffer. Further, the pressure could be
anisotropic if the magnetization of the matter is significant.
Within the model, this anisotropy starts to become relevant
for field strengths around 1018 Gauss. While considering
the structural properties of astrophysical compact objects
having magnetic fields this anisotropy in the equation of
state should be taken into account as it can affect the
geometry and structure of the star.

We have considered quark-antiquark pairing in our an-
satz for the ground state which is homogeneous with zero
total momentum as in Eq. (7). However, it is possible that
the condensate could be spatially nonhomogeneous with a
net total momentum [52–54]. Further, one could include
the effect of deconfinement transition by generalizing the
present model to PNJL models for three flavors to inves-
tigate the inter-relationship of deconfinement and the chiral
transition in the presence of strong fields for the three
flavor case considered here[55]. This will be particularly
important for finite temperature calculations. At finite
density and small temperatures, the ansatz can be general-
ized to include the diquark condensates in the presence of
magnetic fields [32,56,57]. Some of these calculations are
in progress and will be reported elsewhere.
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APPENDIX A: SPINORS IN A CONSTANT
MAGNETIC FIELD

Here we derive the solutions for the spinors for a rela-
tivistic charged particle in the presence of an external
constant magnetic field and the field operator expansion
for the corresponding fermion field. We shall take the
direction of the magnetic field to be in the z-direction.
We choose the corresponding gauge field A� ¼
ð0; 0; Bx; 0Þ. The Dirac equation in the presence of the
uniform magnetic field is then written as

i
@c

@t
¼ ð�:�þ �mÞc ; (A1)

where � ¼ p� qA is the kinetic momentum of the par-
ticle with electric charge q in the presence of the magnetic
field.

Let us first derive the positive energy solutions UðxÞ of
Eq. (A1). For stationary solution of energy E we choose
UðxÞ as

Uðx; tÞ ¼ 	ðxÞ
�ðxÞ

" #
e�iEt; (A2)

where 	ðxÞ and �ðxÞ are the two component spinors.
Substituting this ansatz in Eq. (A1) leads to

�ðxÞ ¼ � ��
Eþm

	ðxÞ; (A3)

so that eliminating � in favor of	, leads to an equation for
the latter as

ðE2 �m2Þ	ðxÞ ¼ ð� ��Þ2	ðxÞ: (A4)

Noting that ð� ��Þ2 ¼ �2 � q� �B. With B ¼ ð0; 0; BÞ
and with our choice of the gauge A� ¼ ð0; 0; Bx; 0Þ, the
above equation reduces to

ðE2 �m2Þ	ðxÞ
¼ ½�r2 þ ðqBxÞ2 � qBð�3 þ 2xpyÞ�	ðxÞ: (A5)

Next, recognizing the fact that in the right-hand side, the
coordinates y and z do not occur explicitly except for in the
derivatives, we might assume the solution to be of the form

	ðxÞ ¼ eiðpyyþpzzÞfðxÞ; (A6)

where fðxÞ ¼ f�u�, � ¼ �1 for spin up and spin down,
respectively, with

u1 ¼
1

0

 !
; u�1 ¼

0

1

 !
;

so that �3f� ¼ �f�. Using Eq. (A6) in Eq. (A5) we have,�
@2

@�2
� �2 þ a�

�
f�ð�Þ ¼ 0; (A7)

where we have introduced the dimensionless variables � ¼ffiffiffiffiffiffiffiffiffiffijqjBp ðx� py

qBÞ and a� ¼ E2�m2�p2
zþqB�

jqjB . Equation (A7) is a

special form of Hermite differential equation, whose solu-
tions exist for a� ¼ 2nþ 1, n ¼ 0; 1; 2; . . . . This gives the
energy levels as

E2
n� ¼ m2 þ p2

z þ ð2nþ 1ÞjqjB� qB�: (A8)

The solution of Eq. (A7) is

f�ð�Þ ¼ cne
�ð�2=2ÞHnð�Þ ¼ Inð�Þ; (A9)

where Hnð�Þ is the Hermite polynomial of the nth order,
with the normalization constant cn given by

cn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijqjBp
n!2n

ffiffiffiffi
�

p
vuut

:

The functions Inð�Þ’s satisfy the completeness relation
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X
n

Inð�ÞInð�0Þ ¼ jqjB�ð�� �0Þ: (A10)

Further using the orthonormality condition for the Hermite polynomials, In’s are normalized asZ
d�Inð�ÞImð�Þ ¼

ffiffiffiffiffiffiffiffiffiffi
jqjB

q
�n;m; (A11)

Inð�Þ’s are seen to satisfy the following relations

@

@x
Inð�Þ ¼

ffiffiffiffiffiffiffiffiffiffi
jqjB

q
½��Inð�Þ þ

ffiffiffiffiffiffi
2n

p
In�1ð�Þ�; (A12)

2�Inð�Þ ¼
ffiffiffiffiffiffi
2n

p
In�1ð�Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðnþ 1Þp

Inþ1ð�Þ: (A13)

Thus with the upper component	ðxÞ known from Eqs. (A6) and (A9), the lower component �ðxÞ can be evaluated from
Eq. (A3) using the relations in Eq. (A13). This leads to the explicit solutions for the positive energy spinors as Uðx; tÞ ¼
Uðn;px; xÞ expðipx � xx � i�ntÞ with

U"ðx;px; nÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�nð�n þmÞp

ð�n þmÞð�ðqÞIn þ�ð�qÞIn�1Þ
0

pzð�ðqÞIn þ�ð�qÞIn�1Þ
�i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp ð�ðqÞIn�1 þ�ð�qÞInÞ

0
BBBBB@

1
CCCCCA; (A14a)

U#ðx;px; nÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�nð�n þmÞp

0

ð�n þmÞð�ðqÞIn�1 þ�ð�qÞInÞ
i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp ð�ðqÞIn ��ð�qÞIn�1Þ
�pzð�ðqÞIn ��ð�qÞIn�1Þ

0
BBBBB@

1
CCCCCA: (A14b)

In the above, we have defined �n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2
z þm2 þ 2njqjB

q
and further, we have defined I�1 ¼ 0 while for non-negative

values of n, Inð�Þ’s are given by Eq. (A9).
In an identical manner, one can obtain the solutions for the antiparticles and the solution can be written as Vðx; tÞ ¼

Vðx;px; nÞ expð�ipx � xx þ i�ntÞ; with

V"ðx;�px; nÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�nð�n þmÞp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp ð�ðqÞIn ��ð�qÞIn�1Þ
ipzð�ðqÞIn�1 þ�ð�qÞInÞ

0

ið�n þmÞð�ðqÞIn�1 þ�ð�qÞInÞ

0
BBBBB@

1
CCCCCA; (A15a)

V#ðx;�px; nÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�nð�n þmÞp

2
66666664

ipzð�ðqÞIn þ�ð�qÞIn�1Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2njqjBp ð�ðqÞIn�1 ��ð�qÞIn�1Þ

�ið�n þmÞð�ðqÞIn þ�ð�qÞIn�1Þ
0

1
CCCCCCCA
: (A15b)

The spinors are normalized asZ
dxUrðx;px; nÞyUsðx;px; mÞ ¼ �n;m�r;s ¼

Z
dxVrðx;px; nÞyVsðx;px; mÞ: (A16)

These spinors are used in Eq. (1) for expansion of the field operators in the momentum space.

CHATTERJEE, MISHRA, AND MISHRA PHYSICAL REVIEW D 84, 014016 (2011)

014016-16



[1] For reviews see K. Rajagopal and F. Wilczek, arXiv:hep-
ph/0011333; D.K. Hong, Acta Phys. Pol. B 32, 1253
(2001), arXiv: hep-ph/0101025; M.G. Alford, Annu.
Rev. Nucl. Part. Sci. 51, 131 (2001); G. Nardulli, Riv.
Nuovo Cimento Soc. Ital. Fis. 25N3, 1 (2002), arXiv: hep-
ph0202037; S. Reddy, Acta Phys. Pol. B 33, 4101 (2002),
arXiv:/nucl-th/0211045; T. Schaefer, arXiv:hep-ph/
0304281; D. H. Rischke, Prog. Part. Nucl. Phys. 52, 197
(2004); H. C. Ren, arXiv:hep-ph/0404074; M. Huang,
arXiv:hep-ph/0409167; I. Shovkovy, arXiv:nucl-th/
0410191.

[2] D. Kharzeev, L. McLerran, and H. Warringa, Nucl. Phys.
A803, 227 (2008); K. Fukushima, D. Kharzeev, and H.
Warringa, Phys. Rev. D 78, 074033 (2008).

[3] V. Skokov, A. Illarionov, and V. Toneev, Int. J. Mod. Phys.
A 24, 5925 (2009).

[4] D. Kharzeev, Ann. Phys. (N.Y.) 325, 205 (2010); K.
Fukushima, M. Ruggieri, and R. Gatto, Phys. Rev. D 81,
114031 (2010).

[5] M. D’Elia, S. Mukherjee, and F. Sanflippo, Phys. Rev. D
82, 051501 (2010).

[6] A. J. Mizher, M.N. Chenodub, and E. Fraga, Phys. Rev. D
82, 105016 (2010).

[7] K. Fukushima, M. Ruggieri, and R. Gatto, Phys. Rev. D
81, 114031 (2010).

[8] E. V. Gorbar, V. A. Miransky, and I. Shovkovy, Phys. Rev.
C 80, 032801(R) (2009); arXiv:1009.1656.

[9] V. P. Gusynin, V. Miransky, and I. Shovkovy, Phys. Rev.
Lett. 73, 3499 (1994); Phys. Lett. B 349, 477 (1995); Nucl.
Phys. B462, 249 (1996); E. J. Ferrer and V de la Incerra,
Phys. Rev. Lett. 102, 050402 (2009); Nucl. Phys. B824,
217 (2010).

[10] D. Ebert and K.G. Klimenko, Nucl. Phys. A728, 203 (2003).
[11] J. K. Boomsma and D. Boer, Phys. Rev. D 81, 074005

(2010).
[12] D. Bandyopadhyaya, S. Chakrabarty, and S. Pal, Phys.

Rev. Lett. 79, 2176 (1997); S. Chakrabarty and S. Mandal,
Phys. Rev. C 75, 015805 (2007).

[13] R. C. Duncan and C. Thompson, Astrophys. J. 392, L9
(1992).

[14] C. Thompson and R. C. Duncan, Astrophys. J. 408, 194
(1993).

[15] C. Thompson and R. C. Duncan, Mon. Not. R. Astron.
Soc. 275, 255 (1995).

[16] C. Thompson and R. C. Duncan, Astrophys. J. 473, 322
(1996).

[17] C. Y. Cardall, M. Prakash, and J.M. Lattimer, Astrophys.
J. 554, 322 (2001).

[18] A. E. Broderick, M. Prakash, and J.M. Lattimer, Phys.
Lett. B 531, 167 (2002).

[19] D. Lai and S. L. Shapiro, Astrophys. J. 383, 745 (1991).
[20] E. J. Ferrer, V. Incera, and J. P. Keith, I. Portillo, and P.

Springsteen, Phys. Rev. C 82, 065802 (2010).
[21] X. G. Huang, M. Huang, D.H. Rischke, and A. Sedrakian,

Phys. Rev. D 81, 045015 (2010).
[22] D. P. Menezes, M. Benghi Pinto, S. S. Avancini, and C.

Providencia, Phys. Rev. C 80, 065805 (2009); D. P.
Menezes, M. Benghi Pinto, S. S. Avancini, A. P. Martinez,
and C. Providencia, Phys. Rev. C 79, 035807 (2009).

[23] H. Mishra and S. P. Misra, Phys. Rev. D 48, 5376 (1993).
[24] H. Mishra and J. C. Parikh, Nucl. Phys. A679, 597 (2001).

[25] Amruta Mishra and Hiranmaya Mishra, Phys. Rev. D 69,
014014 (2004).

[26] K. Bhattacharya, arXiv:0705.4275; M. deJ. Aguiano-
Galicia, A. Bashir, and A. Raya, Phys. Rev. D 76,
127702 (2007).

[27] A. Mishra and H. Mishra, Phys. Rev. D 71, 074023 (2005).
[28] A. Mishra and S. P. Misra, Z. Phys. C 58, 325 (1993).
[29] S. P. Misra, Indian Journal of Physics, Part A 70, 355

(1996).
[30] H. Umezawa, H. Matsumoto, and M. Tachiki, Thermofield

Dynamics and Condensed States (North Holland,
Amsterdam, 1982); P. A. Henning, Phys. Rep. 253, 235
(1995).

[31] Amruta Mishra and Hiranmaya Mishra, J. Phys. G 23, 143
(1997).

[32] T. Mandal, P. Jaikumar, and S. Digal, arXiv:0912.1413.
[33] M.A. Metlitsky and A. R. Zhitnitsky, Phys. Rev. D 72,

045011 (2005).
[34] E. J. Ferrer, V. de la Incera, and C. Manuel, Nucl. Phys.

B747, 88 (2006).
[35] S. P. Klevansky, Rev. Mod. Phys. 64, 649 (1992).
[36] Michael Buballa, Phys. Rep. 407, 205 (2005).
[37] T. Hatsuda and T. Kunihiro, Phys. Rep. 247, 221 (1994).
[38] W.V. Liu and F. Wilczek, Phys. Rev. Lett. 90, 047002

(2003); E. Gubankova, W.V. Liu, and F. Wilczek, Phys.
Rev. Lett. 91, 032001 (2003).

[39] J. Berges and K. Rajagopal, Nucl. Phys. B538, 215 (1999).
[40] J. Noornah and I. Shovkovy, Phys. Rev. D 76, 105030 (2007).
[41] E. Elizalde, J. Phys. A 18, 1637 (1985).
[42] P. Rehberg, S. P. Klevansky, and J. Huefner, Phys. Rev. C

53, 410 (1996).
[43] M.Lutz,S.Klimt, andW.Weise,Nucl.Phys.A542, 521 (1992).
[44] S.B. Ruester, V. Werth, M. Buballa, I. Shovkovy, D.H.

Rischke, arXiv:nucl-th/0602018; S. B. Ruester, I.
Shovkovy, andD.H.Rischke,Nucl. Phys.A743, 127 (2004).

[45] K. Schertler, S. Leupold, and J. Schaffner-Bielich, Phys.
Rev. C 60, 025801 (1999).

[46] K. G. Klimenko and V.Ch. Zhukovsky, Phys. Lett. B 665,
352 (2008).

[47] F. Preis, A. Rebhan, and A. Schmitt, J. High Energy Phys.
03 (2011) 033.

[48] D. Ebert, K.G. Klimenko, M.A. Vdovichenko, and A. S.
Vshivtsev, Phys. Rev. D 61, 025005 (1999).

[49] K. Fukushima and H. J. Warringa, Phys. Rev. Lett. 100,
032007 (2008).

[50] V. Canuto and J. Ventura, Fundam. Cosmic Phys. 2, 203
(1977).

[51] Deog Ki Hong, arXiv:1010.3923.
[52] G. Baser, G. Dunne, and D. Kharzeev, Phys. Rev. Lett.

104, 232301 (2010).
[53] I. E. Frolov, V. Ch. Zhukovsky, and K.G. Klimenko, Phys.

Rev. D 82, 076002 (2010).
[54] D. Nickel, Phys. Rev. D 80, 074025 (2009).
[55] R. Gatto and M. Ruggieri, Phys. Rev. D 82, 054027

(2010).
[56] Sh. Fayazbakhsh and N. Sadhooghi, Phys. Rev. D 82,

045010 (2010).
[57] E. J. Ferrer, V. de la Incera, and C. Manuel, Phys. Rev.

Lett. 95, 152002 (2005); E. J. Ferrer and V. de la Incera,
Phys. Rev. Lett. 97, 122301 (2006); Phys. Rev. D 76,
114012 (2007).

VACUUM STRUCTURE AND CHIRAL SYMMETRY BREAKING . . . PHYSICAL REVIEW D 84, 014016 (2011)

014016-17

http://arXiv.org/abs/hep-ph/0011333
http://arXiv.org/abs/hep-ph/0011333
http://dx.doi.org/10.1146/annurev.nucl.51.101701.132449
http://dx.doi.org/10.1146/annurev.nucl.51.101701.132449
http://arXiv.org/abs/hep-ph/0304281
http://arXiv.org/abs/hep-ph/0304281
http://dx.doi.org/10.1016/j.ppnp.2003.09.002
http://dx.doi.org/10.1016/j.ppnp.2003.09.002
http://arXiv.org/abs/hep-ph/0404074
http://arXiv.org/abs/hep-ph/0409167
http://arXiv.org/abs/nucl-th/0410191
http://arXiv.org/abs/nucl-th/0410191
http://dx.doi.org/10.1016/j.nuclphysa.2008.02.298
http://dx.doi.org/10.1016/j.nuclphysa.2008.02.298
http://dx.doi.org/10.1103/PhysRevD.78.074033
http://dx.doi.org/10.1142/S0217751X09047570
http://dx.doi.org/10.1142/S0217751X09047570
http://dx.doi.org/10.1016/j.aop.2009.11.002
http://dx.doi.org/10.1103/PhysRevD.81.114031
http://dx.doi.org/10.1103/PhysRevD.81.114031
http://dx.doi.org/10.1103/PhysRevD.82.051501
http://dx.doi.org/10.1103/PhysRevD.82.051501
http://dx.doi.org/10.1103/PhysRevD.82.105016
http://dx.doi.org/10.1103/PhysRevD.82.105016
http://dx.doi.org/10.1103/PhysRevD.81.114031
http://dx.doi.org/10.1103/PhysRevD.81.114031
http://dx.doi.org/10.1103/PhysRevC.80.032801
http://dx.doi.org/10.1103/PhysRevC.80.032801
http://arXiv.org/abs/1009.1656
http://dx.doi.org/10.1103/PhysRevLett.73.3499
http://dx.doi.org/10.1103/PhysRevLett.73.3499
http://dx.doi.org/10.1016/0370-2693(95)00232-A
http://dx.doi.org/10.1016/0550-3213(96)00021-1
http://dx.doi.org/10.1016/0550-3213(96)00021-1
http://dx.doi.org/10.1103/PhysRevLett.102.050402
http://dx.doi.org/10.1016/j.nuclphysb.2009.08.024
http://dx.doi.org/10.1016/j.nuclphysb.2009.08.024
http://dx.doi.org/10.1016/j.nuclphysa.2003.08.021
http://dx.doi.org/10.1103/PhysRevD.81.074005
http://dx.doi.org/10.1103/PhysRevD.81.074005
http://dx.doi.org/10.1103/PhysRevLett.79.2176
http://dx.doi.org/10.1103/PhysRevLett.79.2176
http://dx.doi.org/10.1103/PhysRevC.75.015805
http://dx.doi.org/10.1086/186413
http://dx.doi.org/10.1086/186413
http://dx.doi.org/10.1086/172580
http://dx.doi.org/10.1086/172580
http://dx.doi.org/10.1086/178147
http://dx.doi.org/10.1086/178147
http://dx.doi.org/10.1086/321370
http://dx.doi.org/10.1086/321370
http://dx.doi.org/10.1016/S0370-2693(01)01514-3
http://dx.doi.org/10.1016/S0370-2693(01)01514-3
http://dx.doi.org/10.1086/170831
http://dx.doi.org/10.1103/PhysRevC.82.065802
http://dx.doi.org/10.1103/PhysRevD.81.045015
http://dx.doi.org/10.1103/PhysRevC.80.065805
http://dx.doi.org/10.1103/PhysRevC.79.035807
http://dx.doi.org/10.1103/PhysRevD.48.5376
http://dx.doi.org/10.1016/S0375-9474(00)00355-9
http://dx.doi.org/10.1103/PhysRevD.69.014014
http://dx.doi.org/10.1103/PhysRevD.69.014014
http://arXiv.org/abs/0705.4275
http://dx.doi.org/10.1103/PhysRevD.76.127702
http://dx.doi.org/10.1103/PhysRevD.76.127702
http://dx.doi.org/10.1103/PhysRevD.71.074023
http://dx.doi.org/10.1007/BF01560353
http://dx.doi.org/10.1016/0370-1573(94)00083-F
http://dx.doi.org/10.1016/0370-1573(94)00083-F
http://dx.doi.org/10.1088/0954-3899/23/2/002
http://dx.doi.org/10.1088/0954-3899/23/2/002
http://arXiv.org/abs/0912.1413
http://dx.doi.org/10.1103/PhysRevD.72.045011
http://dx.doi.org/10.1103/PhysRevD.72.045011
http://dx.doi.org/10.1016/j.nuclphysb.2006.04.013
http://dx.doi.org/10.1016/j.nuclphysb.2006.04.013
http://dx.doi.org/10.1103/RevModPhys.64.649
http://dx.doi.org/10.1016/j.physrep.2004.11.004
http://dx.doi.org/10.1016/0370-1573(94)90022-1
http://dx.doi.org/10.1103/PhysRevLett.90.047002
http://dx.doi.org/10.1103/PhysRevLett.90.047002
http://dx.doi.org/10.1103/PhysRevLett.91.032001
http://dx.doi.org/10.1103/PhysRevLett.91.032001
http://dx.doi.org/10.1016/S0550-3213(98)00620-8
http://dx.doi.org/10.1103/PhysRevD.76.105030
http://dx.doi.org/10.1088/0305-4470/18/10/018
http://dx.doi.org/10.1103/PhysRevC.53.410
http://dx.doi.org/10.1103/PhysRevC.53.410
http://dx.doi.org/10.1016/0375-9474(92)90256-J
http://arXiv.org/abs/nucl-th/0602018
http://dx.doi.org/10.1016/j.nuclphysa.2004.07.008
http://dx.doi.org/10.1103/PhysRevC.60.025801
http://dx.doi.org/10.1103/PhysRevC.60.025801
http://dx.doi.org/10.1016/j.physletb.2008.06.033
http://dx.doi.org/10.1016/j.physletb.2008.06.033
http://dx.doi.org/10.1007/JHEP03(2011)033
http://dx.doi.org/10.1007/JHEP03(2011)033
http://dx.doi.org/10.1103/PhysRevD.61.025005
http://dx.doi.org/10.1103/PhysRevLett.100.032007
http://dx.doi.org/10.1103/PhysRevLett.100.032007
http://arXiv.org/abs/1010.3923
http://dx.doi.org/10.1103/PhysRevLett.104.232301
http://dx.doi.org/10.1103/PhysRevLett.104.232301
http://dx.doi.org/10.1103/PhysRevD.82.076002
http://dx.doi.org/10.1103/PhysRevD.82.076002
http://dx.doi.org/10.1103/PhysRevD.80.074025
http://dx.doi.org/10.1103/PhysRevD.82.054027
http://dx.doi.org/10.1103/PhysRevD.82.054027
http://dx.doi.org/10.1103/PhysRevD.82.045010
http://dx.doi.org/10.1103/PhysRevD.82.045010
http://dx.doi.org/10.1103/PhysRevLett.95.152002
http://dx.doi.org/10.1103/PhysRevLett.95.152002
http://dx.doi.org/10.1103/PhysRevLett.97.122301
http://dx.doi.org/10.1103/PhysRevD.76.114012
http://dx.doi.org/10.1103/PhysRevD.76.114012

