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We discuss in detail a method to study transverse momentum dependent parton distribution functions

(TMDs) using lattice QCD. To develop the formalism and to obtain first numerical results, we directly

implement a bilocal quark-quark operator connected by a straight Wilson line, allowing us to study

T-even, ‘‘process-independent’’ TMDs. Beyond results for x-integrated TMDs and quark densities, we

present a study of correlations in x and k?. Our calculations are based on domain wall valence quark

propagators by the LHP Collaboration calculated on top of gauge configurations provided by the MILC

Collaboration with Nf ¼ 2þ 1 asqtad-improved staggered sea quarks.
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I. INTRODUCTION

The modern approach to the intrinsic quark and gluon
structure of hadrons, in particular the nucleon, rests on two
pillars, the generalized parton distributions (GPDs) [1–4]
and the transverse momentum dependent distribution func-
tions (TMDs)1 [6–10]. The theoretical status of GPDs is
fairly clear: They can be analyzed within the framework of
collinear factorization, and have exact and unambiguous
definitions based on off-forward hadron matrix elements of
gauge-invariant quark and gluon operators that are bilocal
along the light cone. Transformed to coordinate (impact
parameter, b?-) space, GPDs have standard interpretations
as partonic probability densities in the longitudinal mo-
mentum fraction x and b? [11]. Moreover, they fully
incorporate the well-known hadronic form factors and the
PDFs, which can be obtained from the GPDs from inte-
grations over x and in the forward limit (i.e., by integration
over b?), respectively. Importantly, at leading-twist
level, all-order QCD-factorization theorems have been
established that directly relate the GPDs to particular
hard exclusive scattering processes like deeply virtual
Compton scattering (DVCS) [12]. In this sense, the
GPDs are process-independent, universal quantities.
Moments of GPDs have been studied in lattice QCD since
2002, and for a review we refer to [13]. A calculation of
GPDs performed in the same lattice framework as em-
ployed in this work has been presented recently by the
LHP Collaboration in Ref. [14].

Complementary information on the structure of hadrons
is encoded in the TMDs. Naively, they can be thought of as
having a probabilistic interpretation and describing the
distribution of, e.g., quarks in a nucleon with respect to x

and the intrinsic transverse momentum k? carried by the
quarks, as illustrated in Fig. 1. A great deal of the motiva-
tion to study TMDs hinges on their expected direct relation
to the well-known ‘‘integrated’’ PDFs by an integration
over k?. TMDs play a central role in the description and
understanding of semi-inclusive deep inelastic scattering
(SIDIS) processes and related single-spin asymmetries.
Apart from this common folklore, however, one finds that
the theoretical situation concerning TMDs is, in contrast to
the GPDs, much more challenging. In contrast to the
GPDs, the framework the TMDs are embedded in goes
beyond collinear factorization, and the theoretical concepts
needed have not yet been fully developed.2 To explain
some of the challenges in more detail, we begin with the
definition of a basic, momentum-dependent correlation
function,

�½��
q ðk; P; S; CÞ

¼
Z d4l

ð2�Þ4 e
�ik�l1

2
hP; Sj �qðlÞ�U½Cl�qð0ÞjP; Si|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

~�½��
q ðl;P;S;CÞ

; (1)

where jP; Si is a nucleon state of momentum P and spin S
and � represents some Dirac matrix to be specified below.3

The Wilson line U½Cl� is essential in order to ensure the
gauge invariance of the expression. As usual, it can be
represented by a path-ordered exponential; see Eq. (A1).
In a frame where the nucleon has a large momentum
in þ direction (cf. Appendix A), k� is suppressed by a
factor �1=Pþ, and it is sufficient to consider the
k�-integrated correlator

*bmusch@jlab.org
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1Also denoted ‘‘unintegrated’’ parton distribution functions

(PDFs). For an overview and more references, see also [5].

2For a recent attempt in this direction, see [15].
3For better readability, we will frequently omit the arguments

q, P, S, and C in the following.
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�½��ðx; k?;P; S; CÞ �
Z

dk��½��ðk; P; S; CÞjkþ¼xPþ : (2)

Based on its symmetry transformation properties (cf.
Appendix C), this correlator can be parametrized in terms
of real-valued TMDs f1;qðx; k2?; CÞ, g1;qðx; k2?; CÞ, etc.

[9,10,16]. Concrete examples will be given in Sec. II. As
wewill see in the following, the correlator in Eq. (1), and in
turn the TMDs parametrizing it, will in general depend
nontrivially on the form of the path C along which the
quark fields at the origin and at l are connected. The
question that comes to mind is if the form of the path is
in fact uniquely determined in some way or, in the other
extreme, completely arbitrary. From a theoretical perspec-
tive, as long as the operator can be regularized and renor-
malized [including possible necessary modifications of the
basic definition, Eq. (1)], we are in principle allowed to
consider any path we like to probe the internal structure of
the nucleon in such a framework. Of strong immediate
interest are of course the types of correlators and paths
that can be directly related to experimental observables.

A prominent example is the SIDIS process illustrated in
Fig. 2, e.g., nðPÞ þ ��ðqÞ ! hðPhÞ þ X, in a kinematical
region where the photon virtuality is large, Q2 ¼ �q2 �
m2

N, and the measured transverse momentum of the pro-
duced hadron is Ph? �Oð�QCDÞ. In this context, it is well
known that the Wilson line U½Cl� generically represents

gluon mediated interactions of the struck quark with the
nucleon remnants. More precisely, in perturbation theory,
these final state interactions correspond to diagrams where
arbitrarily many gluon lines are exchanged, as indicated in
the upper part of Fig. 2. From the resummed gluon ex-
changes (see, e.g., [17]), one obtains at tree level a Wilson
line that has the form of a staple of infinite extent, as
depicted in Fig. 3(a), running along the light cone to
infinity and back. With straight Wilson lines denoted by
U½y; z�, the staple-shaped gauge link is given by

U½Cð1vÞ
l � � U½l;1vþ l�U½1vþ l;1v�U½1v; 0�,

where the direction v is lightlike, vSIDIS ¼ n. Importantly,
it is not possible to ‘‘gauge away’’ effects of the Wilson
lines by choosing, e.g., the light cone gauge n � A ¼ 0,
since the transverse part of the gauge link, depending
on the gauge fields at infinity, contributes in such gauges
[18–21]. Furthermore, it is essential to note that the form of
the path depends on the type of process under considera-
tion. In particular, it turns out that in the Drell-Yan (DY)
process, initial state interactions lead to a gauge link that is
again staple-like but oriented in the opposite direction,
vDY ¼ �vSIDIS, i.e. one finds past- in contrast to future-
pointingWilson lines [20]. These well-known observations
clearly show that even in a phenomenological context,
already at tree level in perturbation theory the form of
the Wilson line connecting the quark fields in Eq. (1),
and therefore the structure of the correlation function itself,
is nonunique. On the level of the TMDs, the different
directions v for SIDIS and DY translate, for example,
into a sign change of so-called time reversal odd

TMDs such as the Sivers function, f?1Tðx; k2?; Cð1nÞÞ ¼
�f?1Tðx; k2?; Cð�1nÞÞ. The important message is that the

TMDs can therefore be seen as nonuniversal objects, albeit
the ‘‘breaking’’ of universality is exactly calculable, at
least in the considered cases. Another way of formulating
these observations is to consider linear combinations (the
sum and difference) of future- and past-pointing Wilson-
line operators, leading to T-even and T-odd correlators that
are separately process-independent. The nonuniversality
can then be seen in the fact that there exist two distinct
classes of TMDs, the T-even and T-odd TMDs, which are
based on two types of operators with fundamentally differ-
ent gauge link structures [22]. We note that additional,
even more complex gauge-link structures have been found

FIG. 2. Illustration of the leading contribution to SIDIS.
FIG. 3. (a) Staple-shaped gauge link as in SIDIS and DY.
(b) Straight gauge link.
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FIG. 1 (color online). Illustration of the transverse momentum
distribution of quarks in the proton.
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in the framework of tree-level analyses of 2 ! 2 hadron
scattering processes [23]. However, a more recent study
[24] argues that a generalized TMD factorization of this
kind (see also [17,25]) cannot be achieved for such pro-
cesses. The argument is based on a model calculation that
gives an explicit example where it is impossible to find
standard Wilson line structures that allow factorization.

In summary, for SIDIS and the Drell-Yan process at tree
level one finds a standard factorization of hard and soft
parts, where the latter, illustrated in the lower part of Fig. 2,
is represented by the correlator in Eq. (1), with a Wilson
line of the form shown in Fig. 3(a). This picture changes
completely as soon as loop corrections are taken into
account in the lower part of Fig. 2. Already at leading
one-loop level, one finds that the lightlike sections of the
Wilson lines lead to divergences due to light-cone singu-
larities in the additional gluon propagator [26]. Hence, to
obtain well-defined amplitudes, the basic definition in
Eq. (1) with the staple-like Wilson line along the light
cone has to be modified. Different improved definitions
of TMDs and strategies to remove the divergences have
been proposed and discussed in the literature [5,27–32].
To illustrate the theoretical status of these issues, we briefly
discuss in the following two different approaches. In [28], a
QCD factorization theorem for SIDIS has been established
at leading one-loop level,4 where the vector v has been
taken slightly off the light cone (i.e., timelike) to regularize
the light-cone divergences. This leads to an additional
dependence of the correlators on the energy of the incom-
ing hadron, or the variable � ¼ ð2P � vÞ2=v2, which is
described by a known evolution equation in certain kine-
matical regions. Furthermore, in order to cancel out extra
soft contributions from the basic correlator, the definition
Eq. (1) has to be modified to include appropriate vacuum
expectation values of products of Wilson lines. An impor-
tant point is, however, that in this approach the light-cone
limit, v2 ! 0, cannot be taken exactly, and that no direct
relation to the standard PDFs, e.g., through an integration
over k?, can be established. This leads clearly to some
tension with respect to the increasing number of phenome-
nological analyses and parametrizations of SIDIS experi-
ments (e.g., in Ref. [33]), which on the one hand should be
based on a QCD factorization theorem, but on the other
hand, so far make use of the assumption that the involved
TMDs reduce to the PDFs after integration over k?.

An alternative definition of TMD-correlators has been
worked out in Ref. [31]. It is based on an exactly lightlike
direction v and a different regularization of the light-cone
singularities involving certain pole-prescriptions. In order
to remove the prescription dependence at least at one-loop
level, sections of the gauge-link path that run along the
transverse direction to infinity, i.e., from (1vþ 0?) to

(1vþ1?) and back to (1vþ l?), have to be explicitly
taken into account.5 In addition, a soft counter term has to
be included in the modified definition of the correlation
function in Eq. (1). A clear advantage of this approach is
that the (dimensionally regularized) k?-integral of the
TMDs defined in this way reproduces the standard PDFs.
However, it is not known to this date if the TMD-correlator
defined in Ref. [31] is part of any QCD-factorization
theorem of a physical process, which would be a necessary
condition for any solid phenomenological analyses.
In summary, the current situation turns out to be quite

challenging. Finding a definition of TMDs that allows one
to relate them to the PDFs, and that at the same time is part
of a proper factorization theorem for, e.g., SIDIS, is non-
trivial and still a matter of ongoing research.
In view of the issues discussed so far, and the importance

of TMDs for our understanding of hadron structure, we
propose to start a program of systematic nonperturbative
studies of the relevant correlation functions in the frame-
work of lattice QCD, in addition to the ongoing perturba-
tive investigations. Keeping in mind that the lattice
discretization of QCD represents a manifestly gauge-
invariant scheme with built-in cut-off, and that the
nonperturbative evaluation of the path integrals does not
require a fixing of the gauge (which in the perturbative
analyses contributes substantially to the difficulties), the
lattice approach has the potential to provide new insights
into the general properties of possible TMD-correlators
from a completely different perspective. The long-term
plan is to perform nonperturbative studies of matrix ele-
ments of manifestly nonlocal operators with different
gauge-link structures, of potentially relevant soft factors
(vacuum expectation values of Wilson-lines and -loops),
and to get quantitative information from first principles
about the x- and k?-dependences of the TMDs.
The direct implementation of nonlocal operators like

�qðlÞ�U½Cl�qð0Þ on the lattice is still a novelty. Therefore,
our first steps will be based on simplified operator struc-
tures, allowing us to establish the basic ideas, formalism,
and methodology, and to perform first studies of lattice
related issues like the renormalization of potential power
divergences of the Wilson lines and certain discretization
effects. Specifically, taking into account the fact that there
is no straightforward way to realize lightlike gauge links on
the lattice, we have performed first investigations with a
simple path geometry: We employ a direct, straight Wilson
line U½CsWl � ¼ U½l; 0�, see Fig. 3(b). The straight Wilson

line (sW) is a process-independent choice that serves us
here as a starting point for exploratory calculations. Note
that time reversal odd TMDs vanish by symmetry
for straight Wilson lines, e.g., f?1Tðx; k?; CsWÞ ¼ 0.

4The validity with respect to higher order corrections is still
under debate.

5In contrast to the covariant gauge used in Ref. [28], the
transverse sections at 1v cannot be neglected in the light-cone
gauge that was employed in this case.
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Although our TMDs defined in this way are thus not
directly related to those defined and used in the literature
and for the description of, e.g., SIDIS, they still can be seen
as being elements of the general class of process-
independent, T-even TMDs, as discussed above.
Although being preliminary, our computations therefore
provide some semiquantitative information about this class
of TMDs, in particular, with respect to their signs and
(relative) sizes. First numerical results have already been
presented by us in Ref. [34], where we observed clear
signals for several TMDs, corresponding to sizable corre-
lations in k? and the quark and nucleon spins, s and S,
leading to visibly deformed densities of (polarized) up- and
down-quarks in a (polarized) nucleon. Here, we give a
more detailed description of our techniques, and discuss
critical issues as well as possible improvements and
extensions.

II. PARAMETRIZATION IN TERMS OF TMDS
AND INVARIANTAMPLITUDES

We now come back to the parametrization of the
k�-integrated correlator in Eq. (2) in terms of TMDs.
Following the common conventions in the literature
[7,9,10,35], we decompose the correlator for � ¼ �þ,
�þ�5, i�iþ�5 into the leading-twist-2 TMDs as follows:

�½�þ�ðx; k?Þ ¼ f1 �
�
�ijkiSj

mN

f?1T
�
odd

; (3)

�½�þ�5�ðx; k?Þ ¼ �g1 þ k? � S?
mN

g1T; (4)

�½i�iþ�5�ðx; k?Þ ¼ Sih1 þ
ð2kikj � k2?�ijÞSj

2m2
N

h?1T

þ�ki
mN

h?1L þ
�
�ijkj
mN

h?1
�
odd

: (5)

Here i, j ¼ 1; 2 are indices denoting transverse directions.
The TMDs in square brackets are odd under time reversal
and absent for our choice of a straight Wilson line.

For other Dirac structures �, the correlator �½��ðx; k?Þ is
suppressed by factorsmN=P

þ or ðmN=P
þÞ2, corresponding

to contributions of higher twist-3 and twist-4, respectively.
The parametrizations of the twist-3 correlators are given
by [9,10,16]

�½1�ðx; k?Þ ¼ mN

Pþ

�
e�

�
�ijkiSj

mN

e?T
�
odd

�
; (6)

�½i�5�ðx; k?Þ ¼ mN

Pþ

�
�eL þ k? � S?

mN

eT

�
odd

; (7)

�½�i�ðx; k?Þ ¼ mN

Pþ

�
ki
mN

f? þ
�
�ki�jkkjSk

m2
N

f0?T

þ�
�ijkj
mN

f?L þ k? � S?�ijkj
m2

N

f?T
�
odd

�
; (8)

�½�i�5�ðx; k?Þ ¼ mN

Pþ

�
Sig

0
T þ�ki

mN

g?L þ k? � S?ki
m2

N

g?T

�
�
�ijkj
mN

g?
�
odd

�
; (9)

�½i�ij�5�ðx; k?Þ ¼ mN

Pþ

�
S½ikj�
mN

h?T � ½�ijh�odd
�
; (10)

�½i�þ��5�ðx; k?Þ ¼ mN

Pþ

�
�hL þ k? � S?

mN

hT

�
; (11)

where square brackets around pairs of indices denote anti-

symmetrization, a½�b�� � a�b� � a�b�. Naively, one
might ask how the TMDs defined in Eqs. (3)–(11), which
are classified according to twist and part of an expansion of
correlators in mN=P

þ with large Pþ, can ever be accessed
in lattice QCD simulations, where the nucleon is at rest or
has only a small nonzero three-momentum. A first step
toward the resolution of this potential contradiction is a

frame independent parametrization of ~�½��
q ðl; P; S; CÞ on

the right-hand side in Eq. (1) in terms of Lorentz-invariant

amplitudes ~Aiðl2; l � PÞ. As will be explained in the follow-
ing sections, the nonlocal operator technique allows us to

evaluate the l-dependent matrix element ~�½��
q ðl; P; S; CÞ

directly on the lattice.
Analogous to the procedure outlined in Ref. [35], we

write down all Lorentz-covariant structures compatible

with the properties of ~�½��
q ðl; P; S; CÞ under symmetry

transformations; see Appendix C. For straight gauge links
CsW, we obtain

~�½1� ¼ 2mN
~A1; ~�½�5� ¼ 0;

~�½��� ¼ 2P� ~A2 þ 2imN
2l� ~A3;

~�½���5� ¼ �2mNS
� ~A6 � 2imNP

�ðl � SÞ ~A7

þ 2mN
3l�ðl � SÞ ~A8;

~�½i����5� ¼ 2P½�S�� ~A9 þ 2im2
Nl

½�S�� ~A10

þ 2m2
Nl

½�P��ðl � SÞ ~A11:

(12)

The structures above can be obtained by replacing k by
im2

Nl in the corresponding structures for the time-reversal-
even amplitudes Ai in Ref. [16].6 The representation in

terms of the ~Aiðl2; l � PÞ is a more convenient choice for our

6We adjust our sign conventions for ~A9, ~A10, and ~A11 as well as
the linear combination ~A9m � ~A9 � 1

2m
2
Nl

2 ~A11 with respect to
previous work [34,36] in favor of this simple correspondence.
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purposes than the conventional parametrization using
momentum-dependent amplitudes Aiðk2; k � PÞ. The
ðl2; l � PÞ-dependent representation will also be advanta-
geous for the discussion of correlations in the x- and
k2?-dependence of the TMDs; see Sec. VI. The amplitudes
~Ai are complex-valued and fulfill

~A iðl2; l � PÞ ¼ ½ ~Aiðl2;�l � PÞ��: (13)

This property follows from Hermiticity and is analogous to
the constraint that the TMDs and the conventional ampli-
tudes Aiðk2; k � PÞ are real. Notice that there is in general
no one-to-one correspondence between an individual
~Aiðl2; l � PÞ and the Fourier transform of the analogous

Aiðk2; k � PÞ. For example, ~A8 contributes to A6, A7, and
A8 (following the conventions of Ref. [16]).

Clearly, the momentum-dependent amplitudes
Aiðk2; k � PÞ, as well as our invariant complex amplitudes
~Aiðl2; l � PÞ, contain information about all leading and
higher twist contributions (for the given choice of the
Wilson-line path). To see how the TMDs of different twist
can be obtained from the invariant amplitudes, we first note
that combining the definitions (1) and (2), the k�-integral
in Eq. (2) translates into the constraint lþ ¼ 0. Using
l� ¼ ðl � PÞ=Pþ for lþ ¼ 0, we obtain

�½��ðx; k?;P; SÞ ¼
Z dðl � PÞ

ð2�Þ e�ixðl�PÞ Z d2l?
ð2�Þ2 e

il?�k?

� 1

Pþ ~�½��ðl; P; SÞjlþ¼0: (14)

Inserting the structures in Eq. (12), the angular part of the
l?-integral can be performed. Because of the restriction to
lþ ¼ 0, the remaining radial integral can be rewritten as an
integral over l2 ¼ �l?. For the following discussions, it is
therefore useful to abbreviate the Fourier transform of
amplitudes asZ
F

~Ai �
Z dðl � PÞ

ð2�Þ
Z d2l?

ð2�Þ2 e
�ixðl�PÞþil?�k? ~Aið�l2?; l � PÞ

¼
Z dðl � PÞ

ð2�Þ e�ixðl�PÞ

�
Z 1

0

dð�l2Þ
2ð2�Þ J0

� ffiffiffiffiffiffiffiffi
�l2

p
jk?j

�
~Aiðl2; l � PÞ; (15)

where J0 is a Bessel function. Notice that x $ ðl � PÞ and
k2? $ l2 form pairs of conjugate variables with respect to

the Fourier transform. Notice also that l2 	 0 in the Fourier
integral above. It turns out that only spacelike and lightlike
quark separations l occur in the matrix elements needed
for TMDs. In the following, we shall use the abbreviation

jlj �
ffiffiffiffiffiffiffiffi
�l2

p
. Finally, the TMDs can be identified and

extracted from comparisons of the parametrizations in
Eqs. (3)–(5) with Eqs. (14) and (12), and turn out to
be given by certain linear combinations of (x- and
k?-derivatives of) the Fourier-transformed amplitudes.

Specifically, we obtain the twist-2 TMDs from the ampli-

tudes ~A2;6;7;9m;10;11ðl2; l � PÞ,

f1ðx; k2?Þ ¼ 2
Z
F

~A2;

g1ðx; k2?Þ ¼ �2
Z
F

~A6 þ 2@x
Z
F

~A7;

g1Tðx; k2?Þ ¼ 4m2
N@k2?

Z
F

~A7;

h?1Lðx; k2?Þ ¼ 4m2
N@k2?

�Z
F

~A10 þ @x
Z
F

~A11

�
;

h1ðx; k2?Þ ¼ �2
Z
F

~A9m;

h?1Tðx; k2?Þ ¼ 8m4
Nð@k2?Þ2

Z
F

~A11:

(16)

Here ~A9m � ~A9 � 1
2m

2
Nl

2 ~A11. As an example for corre-

sponding relations at subleading twist, we note that the
axial-vector TMDs g0T and g?T of twist-3 can be obtained
from

g0Tðx; k2?Þ ¼ �2
Z
F

~A6 þ 4m2
N@k2?

Z
F

~A8;

g?T ðx; k2?Þ ¼ 8m4
Nð@k2?Þ2

Z
F

~A8:

(17)

Equations (16) and (17) finally show that the specific types
of linear combinations and (derivatives) of the involved

amplitudes indeed allow a projection of the invariant ~Ai on
TMDs of definite twist.
To forestall potential confusion, we also note that the

number of independent amplitudes in Eq. (12) (which is 9)
is already lower than the total number of T-even TMDs of
twist-2 and twist-3 TMDs in Eqs. (16) and (17) (which is
16), respectively, leaving aside the contributions of twist-4.
This is a direct consequence of our choice of a straight
Wilson-line path, i.e. the fact that no additional structures
depending on a direction vector v 6/ l can appear in the
parametrization Eq. (12). Accordingly, by a comparison of
Eqs. (16) and (17) for example, it is possible to derive
certain relations between (derivatives) of TMDs of twist-2
and twist-3 that are exact for our process-independent
choice C ¼ CsW. Such relations are similar but not identical
to the so-called ‘‘Lorentz-invariance relations’’ [9,10,37],
which only hold if the dependence on the direction vector
of the staplelike gauge links, i.e. v ¼ n in Fig. 3(a), is
neglected.
Integrating Eq. (14) over k?, we obtain

�½��ðx;P; SÞ �
Z dðl � PÞ

ð2�ÞPþ e�ixðl�PÞ ~�½��ðl; P; SÞjlþ¼l?¼0

¼
Z dl�

2ð2�Þ e
�il�Pþx

� hP; Sj �qðl�nÞ�U½Cl�n�qð0ÞjP; Si: (18)
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A parametrization of the above correlator yields the con-
ventional, integrated PDFs. Notice that the staple-shaped
links of Fig. 3(a) simplify to a simple connecting straight
lightlike Wilson line in the matrix element above, because
the quark fields have no transverse separation. Because of
the perturbative tail of the correlator in Eq. (1) at large
transverse momentum, the k?-integrations are formally
divergent [38] and require a regularization. PDFs are typi-
cally introduced directly according to Eq. (18) based on
renormalized operators. The divergent k?-integral thus
does not appear explicitly.

III. LATTICE CALCULATIONS

A. The discretized nonlocal operator

A first important step in the lattice calculation of TMDs
is to find a discretized representation of the continuum
operator

O �;q½Cl�ðzÞ � �qðlþ zÞ�U½Cl þ z�qðzÞ (19)

that appears in the matrix element ~�½�� of Eq. (1). Note that
we have introduced an overall offset z, which does not

affect the matrix element: ~�½�� ¼ 1
2 hP; SjO�;q½Cl�ðzÞjP; Si

is independent of z. To implement the nonlocal operator
O�;q½Cl�ðzÞ on the lattice, we approximate the Wilson line

U½Cl þ z� between the quark fields by a product of con-
nected link variables, as illustrated in Fig. 4 and explained
in the following. With the notation U�ðxÞ � Uðx; xþ
aê�Þ, Uy

�ðxÞ � Uðxþ aê�; xÞ, the lattice gauge link for a

lattice path Clatl ¼ ðxðnÞ; xðn�1Þ; xðn�2Þ; . . . ; xð1Þ; xð0ÞÞ along

adjacent lattice sites xðjÞ is

Ulat½Clatl ��UðxðnÞ;xðn�1ÞÞ���Uðxð2Þ;xð1ÞÞUðxð1Þ;xð0ÞÞ: (20)

The above expression converges to the Wilson line
Eq. (A1) in the naive continuum limit, provided the dis-

tance of the points xðiÞ to the continuous path Cl is guaran-
teed to be of the order of the lattice spacing; see
Appendix B. As a whole, the lattice field combination we
employ to probe nucleon structure,

Olat
�;q½Clatl �ðzÞ � �qðlþ zÞ�Ulat½Clatl þ z�qðzÞ; (21)

has the same form as the continuum operator in Eq. (19),
except for the discretized gauge link along the lattice path

Clatl running from the origin, xð0Þ ¼ 0, to xðnÞ ¼ l.
If l is a multiple of one of the unit vectors ê�, C

lat is a

straight path that lies on one of the lattice axes. If l is at an
oblique angle, we employ a method similar to the
Bresenham algorithm [39] to generate a steplike lattice
path close to the continuum path, as in the example shown
in Fig. 4.
The renormalization of the lattice operators and fur-

ther properties of the gauge link will be discussed in
Secs. III D, IVB, and IVC below.

B. Lattice correlation functions

Using the discretized nonlocal operator of the previous

section, we extract the invariant amplitudes ~Aiðl2; l � PÞ
from lattice three-point correlation functions correspond-

ing to the matrix elements ~�½��. A typical lattice three-
point-function with a nonlocal operator insertion at
Euclidean time 	 is illustrated in Fig. 5, where the nucleon
source and sink are placed at tsrc and tsnk, respectively.
The evaluation of three-point functions follows standard

techniques [40–42] which we review very briefly in the
following. Only the operatorsOlat

�;q½Clatl �we use to probe the
nucleon and the way we interpret the results are specific to
our task. The purpose of the source and the sink is to create
and annihilate states with the quantum numbers of the
nucleon. The nucleon sink has the form

B
ðt;PÞ � 1ffiffiffiffiffiffi
L̂3

p X
x

e�iP�x�abcua
ðx; tÞ

� ðuTb ðx; tÞ�diqdcðx; tÞÞ; (22)

FIG. 4 (color online). Example of a steplike link path: The
straight gauge link in the continuum with l ¼ ð6; 3; 0Þ (dashed
line) is represented as a product of link variables U� in the

directions � ¼ 1; 2; 1; 1; 2; 1; 1; 2; 1.

FIG. 5 (color online). Schematic diagram of a nucleon three-
point function on the lattice, here for an operator probing
d-quarks.
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where a, b, c are color indices, 
 is a Dirac index, �diq ¼
�4�2�5ð1þ �4Þ, and P is the three-momentum of the
nucleon. An analogous expression �B
ðt;PÞ acts as a nu-
cleon source. To increase the overlap with the nucleon, the
quark fields u and d that enter Eq. (22) are smeared
as described in Ref. [41]. We introduce the two-point
function by

C2ptðPÞ � X
�


�2pt
�
hhB
ðtsnk;PÞ �B�ðtsrc;PÞii;

and the three-point function for a general operator O is
given by

C3pt½Olat�ðP; 	Þ ¼ 1

L̂3

X
z

X
�


�3pt
�
hhB
ðtsnk;PÞ

�Olatðz; 	Þ �B�ðtsrc;PÞii; (23)

where hh� � �ii � R
D½q; �q;U� � � � expð�SlatÞ denotes an ex-

pectation value defined by the lattice path integral, and
where �3pt is a Dirac matrix projecting out the desired
parity and spin polarization of the baryon.

In order to ensure that the transfer matrix formalism
enables us to rewrite our three-point function in terms of
a matrix element hNðP; S0ÞjOlatjNðP; SÞi, we limit our-
selves to operators Olat

�;q½Clatl �ðz; 	Þ that do not extend in

the Euclidean time direction, i.e., the link path is restricted
to the spatial plane at 	, and l4 ¼ l0 ¼ 0. As explained in
Sec. II, our selection of vectors l and P on the lattice does
not need to correspond to the large momentum frame
usually chosen to introduce TMDs in the context of scat-
tering processes. Relevant for the calculation of the TMDs

from the amplitudes ~Aiðl2; l � PÞ are only the Lorentz-
invariant quantities formed by the Minkowski four-vectors
l and P, which are in the lattice frame given by l2 ¼ �l2,

or
ffiffiffiffiffiffiffiffi
�l2

p
¼ jlj, and l � P ¼ �l � P. Consequently, we will

only be able to evaluate the amplitudes ~Aiðl2; l � PÞ in the
range

l2 	 0; jl � Pj 	 jPj
ffiffiffiffiffiffiffiffi
�l2

p
; (24)

where P is the chosen nucleon momentum on the lattice.
The transfer matrix formalism shows that the lat-

tice correlation functions decay exponentially in the
Euclidean time and the energies of the contributing states.
If the operator position 	 is far enough away from source
tsrc and sink tsnk, the three-point function is therefore
dominated by contributions proportional to nucleon ground
state matrix elements hNðP; S0ÞjOlatjNðP; SÞi. The propor-
tionality factors (e.g., overlaps of nucleon source and sink
with the nucleon state), the exponential time dependence,
as well as part of the statistical noise cancel in the ratio
with the two-point function

R½Olat�ðP; 	Þ � C3pt½Olat�ðP; 	Þ
C2ptðPÞ : (25)

If tsrc and tsnk are far enough apart, we observe a plateau in
a region where the ground state dominates, such that
R½Olat�ðP; 	Þ is independent of 	,

R½Olat�ðP; 	Þ 			!j	�tsrcj;j	�tsnkj��E�1

�R½Olat�ðPÞ; (26)

�R½O�ðPÞ � X
S;S0

�UðP; SÞ�3ptUðP; S0Þ
2EP trDf�2ptð�iP6 þmNÞg

� hNðP; S0ÞjOjNðP; SÞi; (27)

where�E ¼ E0 � E is the difference between the energies
of the ground state and the first excited state, andUðP; SÞ is
the Dirac spinor of a nucleon. For an appropriately renor-
malized lattice operator Olat

ren, we identify this plateau
value with the correspondingly renormalized continuum
expression

�R½Olat
ren�ðPÞ !a!0 �R½Oren�ðPÞ: (28)

Thus we finally gain access to the desired continuum
matrix elements hNðP; S0ÞjOrenjNðP; SÞi. With Eq. (27)
for �R½Oren

�;q½Cl��ðPÞ and inserting (for the case of straight

gauge paths Cl) our parametrization Eq. (12), we can
parametrize the plateau values in terms of the amplitudes
~Ai, as given explicitly in Table I.

TABLE I. Plateau values of the ratios �R½Oren
� ½Cl��ðPÞ for

straight gauge links Cl in terms of the amplitudes ~Ai. Here
we employ the LHPC conventions for �2pt ¼ �3pt ¼ ð1þ �4Þ�
ð1þ i�5�3Þ=2, i.e. the nucleons are spin-projected along the
z-axis. We choose the nucleon momentum P ¼ ðP1; 0; 0Þ, and
the quark separation is l ¼ ðl1; l2; l3Þ, l4 ¼ 0.

� (Euclidean) � (Minkowskian) 1
2
�R½Oren

� ½Cl��ðPÞ
1 1 mN

EðPÞ ~A1

�1 �i�1 � i
EðPÞ ~A2P1 þ m2

N

EðPÞ ~A3l1

�2 �i�2 m2
N

EðPÞ ~A3l2
1
2 ½�1; �2� �iði�03�5Þ �i ~A9 � im2

N
~A11ðl3Þ2

�3 �i�3 m2
N

EðPÞ ~A3l3
1
2 ½�1; �3� iði�02�5Þ im2

N
~A11l2l3

1
2 ½�2; �3� �iði�01�5Þ �im2

N
~A11l1l3

��4�5 �0�5 imN
~A7l3

�4 �0 ~A2

1
2 ½�1; �4� i�23�5 im2

N

EðPÞ ~A10l2
1
2 ½�2; �4� �i�13�5 � 1

EðPÞ ~A9P1

� im2
N

EðPÞ ~A10l1 � m2
N

EðPÞ ~A11ðl3Þ2P1

�3�5 i�3�5 � imN

EðPÞ ~A6 � im3
N

EðPÞ ~A8ðl3Þ2
1
2 ½�3; �4� i�12�5 m2

N

EðPÞ ~A11l2l3P1

��2�5 �i�2�5 im3
N

EðPÞ ~A8l2l3

�1�5 i�1�5 � im3
N

EðPÞ ~A8l1l3 � mN

EðPÞ ~A7l3P1

�5 ��5 0
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We now discuss the strategy for evaluating the three-
point function C3pt½Olat

�;q½Clatl ��ð	;PÞ. The average over all

offsets z in Eq. (23) increases statistics and allows us to
exploit translation invariance in favor of a fixed source
location. Integrating out fermions analytically, pairs of
quark field variables u, �u and d, �d combine into lattice
quark propagators, which we depict as connecting lines
between the quark variables in Fig. 5. Lattice quark propa-
gators are numerically obtained by inversion of the lattice
Dirac operator and describe the propagation of a valence
quark in a gauge field background, i.e., effects of gluons
and sea quarks are included. In principle, all possible
contractions of pairs u, �u and d, �d into propagators must
be taken into account. In Fig. 5, a second diagram, result-
ing from the permutation of u-quarks, is indicated with
dashed lines. In practice, however, we neglect here the
computationally demanding so-called disconnected contri-
butions, where the quark variables of Olat

�;q½Cl� contract

with each other internally to form a closed quark loop.
Disconnected contributions cancel exactly in the isovector
case, i.e., for Olat

�;u�d � Olat
�;u �Olat

�;d.

For the numerical calculation, we employ the sequential
source technique [43], which permits us to evaluate the
three-point function for arbitrary gauge link paths using the
same given set of point-to-all type lattice propagators. As
indicated by the curved gray envelope in Fig. 5, three of the
quark propagators in the diagram can be combined into a
single ‘‘sequential propagator,’’ which can be calculated
for fixed ðxsrc; tsrcÞ, tsnk, and P using a secondary inversion,
and which can be used like a backward point-to-all lattice
propagator. Finally, the three-point function is evaluated by
forming a product of a forward propagator, the link varia-
bles, and the sequential propagator.

C. Simulation parameters and computational details

For the purpose of our proof-of-concept calculations, we
have chosen existing ensembles and propagators at inter-
mediate pion masses that have already been successfully
used in the determination of GPDs [42]. The gauge

configurations have been generated by the MILC
Collaboration [44–46]. They feature 2þ 1 dynamical, im-
proved staggered quarks, with the strange quark mass fixed
approximately to the physical value. Employing the
‘‘coarse’’ MILC gauge configurations (a 
 0:12 fm), the
LHP Collaboration has calculated propagators using a do-
main wall fermion action, where the pion mass has been
adjusted to the Goldstone pion mass of the underlying
staggered lattice [42]. The computationally more expensive
domain wall action for the valence quarks exhibits a lattice
chiral symmetry, which is, in particular, advantageous with
respect to the operator renormalization. Essential ensemble
parameters, together with the pion mass determined using
the domain wall propagators, are given in Table II. The
MILC Collaboration has chosen the strange quark masses
ms to correspond roughly to the physical value. For our
scaling study in Sec. IVC, we take advantage of fine-04,
superfine-04, and extracoarse-04 gauge configurations that
have become available from the MILC Collaboration re-
cently. The ensembles listed in the last four lines of Table II
all have the same ratio m̂u;d=m̂s ¼ 0:4, placing them ap-

proximately on a line of constant physics, i.e., they feature
similar pion and kaon masses. In order to determine the
lattice spacing in a uniform way for all six ensembles in the
table, we have taken the updated, ‘‘smoothed’’ values r1=a
of Ref. [47], and r1 ¼ 0:3133ð26Þ fm from the recent analy-
sis Ref. [48].7

To reduce computational costs for the production of
propagators further, the coarse lattice gauge configurations
have been chopped into two halves of temporal extent

T̂=2 ¼ 32. Only every sixth trajectory and alternating tem-
poral halves have been selected, reducing autocorrelations
to an undetectable level. Noise has been reduced by appli-
cation of HYP-smearing [50] to the gauge configurations

TABLE II. Lattice parameters of the MILC gauge configurations [44,45,47] used in this work. The first error quoted for a estimates
statistical errors in r1=a, the second error originates from the uncertainty about r1 in physical units. The sixth and seventh columns list
the pion and the nucleon masses as determined with the LHPC propagators with domain wall valence fermions [42]. The first error is
statistical and the second error comes from the conversion to physical units using a as quoted in the table. Note that the masses quoted
here in physical units differ slightly from those listed in Ref. [42], because we use a different scheme to fix the lattice spacing; see
footnote 7. The last column lists the number of configurations used for the calculation of three-point functions.

Ensemble aðfmÞ m̂u;d m̂s 10=g2 L̂3 � T̂ mDWF
� (MeV) mDWF

N (GeV) Number of configurations

coarse-10 0.11664(35)(96) 0.05 0.05 6.85 203 � 64 807.5(16)(92) 1.668(09)(19) 478

coarse-06 0.11823(18)(99) 0.03 0.05 6.81 203 � 64 625.4(17)(62) 1.450(11)(15) 561

coarse-04 0.11849(14)(99) 0.02 0.05 6.79 203 � 64 519.7(19)(50) 1.355(12)(13) 425

fine-04 0.08440(09)(71) 0.0124 0.031 7.11 283 � 96

superfine-04 0.05930(08)(50) 0.0072 0.018 7.48 483 � 144

extracoarse-04 0.1755(07)(15) 0.0328 0.082 6.485 163 � 48

7In contrast, Refs. [34,42] used a ¼ 0:124 fm, as determined
from the � spectrum on the coarse lattices [45,49]. As a result,
numbers in physical units, including the pion masses listed in
Table II, differ somewhat with respect to these previous
references.
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before the propagators have been determined by inversion.
Link smearing is an operation in which each link variable
is replaced by a unitarized ‘‘average’’ of itself and gauge
links in the vicinity. In the case of HYP-smearing, only link
variables from within the lattice hypercubes adjacent to the
original link enter the average, so as to minimize the
distortion of physical properties at short distances. An
important benefit of HYP-smearing is a reduction of the
breaking of rotational symmetry; see also Sec. IVB below.
The propagators and sequential propagators provided by
the LHP Collaboration are of the smeared-to-point type,
i.e., the quark fields at the source location and the nucleon
sink embedded in the sequential propagator are smeared as
described in Ref. [41]. Using the smeared-to-point propa-
gator as input, we form a smeared-to-smeared version, in
order to be able to compute the appropriate two-point
function with smearing both at source and sink. The se-
quential propagators are available for sink momenta P ¼ 0
and P ¼ ð�1; 0; 0Þ � 2�=L. The latter corresponds to
jPj 
 500 MeV and is the lowest nonzero momentum on
these lattices. The source-sink separation is fixed to t̂snk �
t̂src ¼ 10 
 1:2 fm.

For our analysis with lattice nucleon momentum
P ¼ ð0; 0; 0Þ, we have generated 263 different link paths
Clatl . We remind the reader that we restrict ourselves to

purely spatial extensions of the gauge link. The quark
separations l cover the three lattice axes up to a link length
jlj ¼ 20a, three quadrants in the ðl1; l2Þ- and ðl1; l3Þ-planes
for jlj 	 8a, and a choice of additional links with jlj 	
15a in the first octant. For the analysis with P ¼
ð�1; 0; 0Þ � 2�=L, we choose 743 further vectors l from
the two octants with l2 � 0, l3 � 0 such that the
ðjlj; l � PÞ-plane is densely covered in the range accessible
on the lattice; see Fig. 6.

In Fig. 7, we show an example plot of the ratio
R½Olat

�;q½Clatl ��ð	;PÞ as a function of 	 between tsrc
and tsnk. Even for the rather long link path of Fig. 4 with
jlj 
 0:8 fm, the signal-to-noise ratio is good. We follow
the strategy of Ref. [42] and take the average of the three
data points at 	� tsrc ¼ 4; 5; 6 as an estimate of the plateau
value �R½Olat

�;q½Clatl ��ðPÞ defined in Eq. (25). Potential con-

taminations from excited states can be neglected at our
present level of accuracy.

In order to estimate statistical uncertainties, we consis-
tently employ the jackknife method [51–53]. For fits to
lattice data, we minimize for each configuration j

�2 �X
i

½fiðpðjÞ
1 ; . . . ; pðjÞ

n Þ � yðjÞi �2�y�2
i : (29)

Here fi denotes the fit function evaluated at location i, the
lattice data at this location are given by jackknife samples

yðjÞi , and the jackknife error is�yi. The parameter estimates

pðjÞ
1 ; . . . ; pðjÞ

n thus obtained are again jackknife samples.
The functional form of Eq. (29) does not reflect correla-
tions among the data points by means of the covariance

matrix. Nevertheless, the least squares fit using �2 as given
above implements a consistent estimator [54] for the jack-

knife samples pðjÞ
1 ; . . . ; pðjÞ

n . Hence, the jackknife errors
that are finally obtained for the parameters and for func-
tions of the parameters adequately include correlations.
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FIG. 6 (color online). Coverage of the ðl2; l � PÞ-plane for our
choice of link paths. The scale on top is in lattice units and the
scale on the right labels the integer values accessible on the
periodic lattice. For the conversion to physical units (scales on
the left and bottom axes) we use L=a ¼ 20 and a ¼ 0:1166 fm,
i.e., the values listed in Table II for the course-10 ensemble. Note
that l � P is dimensionless in natural units.
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FIG. 7 (color online). Plateau plot for the real part of the ratio
R½Olat

�4;u�d½Clatl ��ðP; 	Þ as a function of 	 for the HYP-smeared

coarse-10 lattice, for P̂ ¼ 0 and the link path Clatl depicted in

Fig. 4. The plateau value �R½Olat
�4 ;u�d½Clatl ��ðPÞ is extracted from

the three circled points and is displayed as a horizontal error
band.
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D. Renormalization of the nonlocal operators

The renormalization properties of the continuum opera-
torO�;q½Cl� have been studied with the help of an auxiliary
field technique (z-field) in Refs. [55–58] and indepen-
dently in leading order perturbative QCD in Ref. [59].
For a smooth open path Cl, the renormalized Wilson line
has the form

U ren½Cl� ¼ Z�1
z e��m‘½Cl�U½Cl�; (30)

where ‘½Cl� is the total length of the path. The
length-dependent exponential factor corresponds to the
self-energy of the Wilson line. The dimensionful renor-
malization constant �m removes a divergence linear in the
cutoff scale (i.e., a�1 on the lattice). In dimensional regu-
larization, �m vanishes, but renormalon ambiguities ap-
pear; see e.g., Ref. [60]. The renormalization factor Z�1

z

can be associated with the end points of the gauge link and
does not appear in a Wilson loop. For a piecewise smooth
gauge link, we would have to add an angle-dependent
renormalization factor for each corner point. For the com-
posite operatorO�;q½Cl�, we get an additional renormaliza-

tion factor Z�1
c for the quark field renormalization and a

factor Z2
ðc zÞ for the quark—gauge link vertices,

O ren
�;q½Cl� ¼ Z�1

c Z2
ðc zÞZ

�1
z|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

Z�1
c ;z

e��m‘½Cl�O�;q½Cl�: (31)

Note that the renormalization constants do not depend on
�. This is in contrast to the renormalization of local
operators of the form �qð0Þ�qð0Þ, �qð0Þ�D�qð0Þ,
�qð0Þ�D�D�qð0Þ; . . . as they are used, e.g., in the calcula-

tion of moments of GPDs. The basic explanation for the
�-independent renormalization of the nonlocal object is
that the spatially separated quark fields are renormalized
individually. However, the precise relation between the
derivative operators �qð0Þ�D�D� � � �qð0Þ and the nonlocal

operator Oren
�;q½Cl� remains to be studied further. The inter-

ested reader is referred to Appendix H, where we rewrite
the nonlocal lattice operator Olat

�;q½Clatl � explicitly as a

weighted sum of derivative operators. The main purpose
of Appendix H is to address the question whether and how
mixing among local operators affects the nonlocal object.

As discussed in Sec. IVC, it is known how to renormal-
ize straight Wilson lines on the lattice that run along the
lattice axes. It turns out that renormalization in this case is
also of the form Eq. (30).

Fundamental for the remainder of this work, we will
make the assumption that the discretized operator
Olat

�;q½Clatl � has the same renormalization properties as the

continuum operator. Specifically, we will employ Eq. (31)
to renormalize our lattice operatorOlat

�;q½Clatl �. This assump-

tion relies on the physical argument that, for a given
discretization prescription of the gauge link, the operator

Olat
�;q½Clatl � becomes an approximate representation of the

continuum operator O�;q½Cl� as soon as the length of the

gauge link is large compared to the lattice spacing a. Note
that the numerical values of the renormalization constants
we obtain for given renormalization conditions depend on
the lattice action used and on the details of implementation
of the discretized operator. Numerical checks of these
assumptions and the nonperturbative methods that are
employed to determine the renormalization constants for
given lattice action, lattice spacing, and renormalization
conditions will be discussed in Secs. IVB and IVC. We
point out that more detailed work on the renormalization of
the general, steplike nonlocal lattice operator could benefit
from the method of constructing symmetry-improved op-
erators as described in Appendix D. This is to be expected
because, at the level of local operators, increased symmetry
reduces complications caused by mixing.

IV. NUMERICAL RESULTS

A. Mapping out the ðl2; l � PÞ-plane
Following the methods outlined in III B, we have com-

puted the invariant amplitudes ~Aunren
i ðl2; l � PÞ for the

coarse-10 ensemble, using unrenormalized operators.
According to Table I, a straight link calculation with the

operatorO�½Cl� for � ¼ �4 gives us access to ~A2ðl2; l � PÞ.
Results for ~Aunren

2 ðl2; l � PÞ, in the domain we can reach with
the available lattice nucleon momenta P, are displayed in
Fig. 8. The accessible ‘‘kinematical’’ domain is character-
ized by a trianglewith an opening angle given by the largest
nucleon momentum jPj available in the calculation; see
Eq. (24). At l2 ¼ 0, all amplitudes can only be extracted for
the single data point l � P ¼ 0. The l � P dependence can
thus only be studied at nonvanishing values of l2.
Therefore, the x-dependence of PDFs cannot be obtained
from a direct evaluation of Eq. (18) on the lattice, in
accordance with the common knowledge that the lightlike
gauge links in the gauge invariant definition of PDFs cannot
be realized on a Euclidean space-time lattice. Nevertheless,
we will be able to discuss the k?-dependence of the lowest
x-moment of TMDs and, beyond that, to draw some con-
clusions about the x-dependence from data at nonzero l2.
Coming back to the amplitude in Fig. 8, we note that the

real part Re ~Aunren
2 is dominated by a Gaussian-like drop

with jlj, while the dependence on l � P at constant jlj
features only a slight curvature. Our results for the imagi-

nary part Im ~Aunren
2 in Fig. 8(b) form a surface twisted

around the jlj-axis at l � P ¼ 0, where the amplitude
must vanish; cf. Eq. (13). The slope of the surface flattens
out toward larger jlj. We will investigate this behavior in
Sec. VI.

B. A study of rotational symmetry

We now study the amplitude ~A2ðl2; l � PÞ in Fig. 8(a) in
greater detail for l0 ¼ 0, P ¼ 0. In this case, l � P ¼ 0, i.e.,
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the amplitude only depends on the (Euclidean) length of
the gauge link jlj. Carrying out the calculation with an
unrenormalized lattice operator Olat

�4½Clat
l �, we obtain an

unrenormalized amplitude ~Aunren
2 . Renormalization will

eventually be based on Eq. (31). However, it is not
a priori clear to what extent �m should be independent
of the direction of the vector l of the link path on the lattice,
since the discretization prescription for the gauge link is
not (and cannot be) rotationally invariant. Consider the set
of plateau values �R½Olat

�4;u�d½Clatl ��ðP ¼ 0Þ obtained from

our selection of link paths Clatl . The lattice action is invari-

ant under reflections and permutations of the lattice axes,
i.e., under symmetry transformations of the H(4) group.
We have checked that the plateau values are indeed

numerically equal within statistics for link paths Clatl that

are equivalent up to reflections and permutations of the
(spatial) axes. Next, we ask how severely continuous rota-
tional symmetry is broken. In Fig. 9 we plot the plateau
values as a function of the quark separation jlj. To avoid a
cluttered plot, we have taken the averages over link paths
equivalent under H(4) transformations. In Fig. 9(a) the
operator has been evaluated on the HYP-smeared gauge
configurations. Here the results from steplike link paths
and results from gauge links on the axes agree very well,
and may be described by a smooth, jlj-dependent function.
A distance jlj where we have results both from paths along
the axes and from steplike paths can be found, for example,

at jlj ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
42x þ 32y

q
¼ a

ffiffiffiffiffi
52

p
¼ 5a ¼ 0:58 fm. We find a

relative difference of 4� 1% between the two results.
In the unsmeared case, Fig. 9(b), data points from step-

like links are visibly and systematically lower than
data points from links along the axes. (At jlj ¼ 5a, the
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FIG. 9 (color online). Unrenormalized data obtained for the
amplitude 2 ~A2;u�dðl2; l � P ¼ 0Þ using the lattice operator

Olat
�4 ½Clat

l � and a nucleon momentum P ¼ 0 on the coarse-10

lattice. Link paths coinciding with the lattice axes are marked
with a blue cross; the red error bars belong to link paths at
oblique angles. The gauge path was constructed (a) on HYP-
smeared gauge configurations and (b) on unsmeared gauge
configurations.

FIG. 8 (color online). The unrenormalized ampli-
tude ~Aunren

2 ðl2; l � PÞ obtained directly from the ratio
�R½Olat

�4 ;u�d½Clatl ��ðPÞ using the sequential propagators with P ¼
ð�1; 0; 0Þ � 2�=L on the coarse-10 ensemble and applyingHYP-
smearing to the gauge fields: (a) real part and (b) imaginary part.
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discrepancy amounts to 17� 2%.)We found a very similar
picture when we studied the breaking of rotational invari-
ance of the vacuum expectation value of the gauge link
hhtrcUlat½Clatl �ii on a Landau gauge fixed ensemble. As a

side remark, we note that a simple correction model, the
‘‘taxi driver correction,’’ reduces the deviations particu-
larly well in the unsmeared case [36]. As a whole, we
conclude that rotational symmetry is only weakly broken,
especially if the gauge link is smeared. We rate this as
an important indication that the discretized operator
does indeed approximate the continuum operator. In the
following, we will analyze nucleon structure with the
smeared gauge link, and acknowledge a systematic discre-
tization error of the order of 4% associated with the viola-
tion of rotational symmetry. Last but not least, we notice an
overall faster dropoff of the data with jlj in the unsmeared
case, Fig. 9(b), than in the smeared case, Fig. 9(a). This can
be explained by the fact that two different values �m are
needed to renormalize the smeared and unsmeared case.

C. Link renormalization

1. Method

In lattice QCD, we work in a cutoff scheme that depends
on the lattice action, with a UV cutoff of the order of 1=a.
In order to be able to present results for amplitudes that
have a well-defined continuum limit, and that are indepen-
dent of the lattice spacing and action, we need to renor-
malize our operator, in particular, with respect to the
self-energy of the gauge link, as discussed in Sec. III D.
The crucial question is how to determine �m in Eqs. (30)
and (31). Since we observe approximate rotational invari-
ance for our operator on the smeared lattices, we can
restrict ourselves to the determination of �m for straight
gauge links along one of the lattice axes. The renormal-
ization of the Wilson line on the lattice has a long history in
the context of heavy quark propagators, where it has been
found that the respective power divergence requires a non-
perturbative subtraction [61]. Calculations in lattice per-
turbation theory [62–64] confirm that the gauge link can be
renormalized by a factor expð��mLÞ, but will not serve us
here to determine an accurate value for �m. Instead,
we turn to nonperturbative methods. We choose a gauge-
invariant procedure based on the static quark potential that
has been applied in the literature for the renormalization of
the Polyakov loop [65–68]. Here we outline the basic idea.
Implementation details are given in Appendix F. The static
potential VðRÞ for a system of a heavy quark and antiquark
with relative distance R can be obtained from the asymp-
totic behavior of the expectation value of a rectangular
Wilson loop WðR; TÞ

WðR; TÞ ¼ cðRÞe�VðRÞT þ higher excitations; (32)

where the contributions from higher excitations are expo-
nentially suppressed for large T. The Wilson loop is re-
normalized according to

WrenðR; TÞ ¼ e��mð2Rþ2TÞ�4�ð90ÞWðR; TÞ; (33)

where �ð90Þ is the renormalization constant correspond-
ing to the 90 corners of the loop. Inserting this form into
Eq. (32) shows that the renormalized static quark potential

VrenðRÞ ¼ VðRÞ þ 2�m (34)

obtains a constant offset caused by the self-energy of the
gauge links in T-direction. Note that we must ensure that
the loop’s gauge links in T-direction are implemented the
same way as those we use as part of our nonlocal operator.
Smearing of the gauge configurations, for example, affects
�m.
A simple renormalization condition that fixes �m would

be to demand VrenðR0Þ ¼ 0 at some R0, which has to have a
fixed value in physical units; see, e.g., Ref. [65,66]. An
alternative idea [67,68] makes use of the fact that the lattice
data are quitewell approximated by the string potential [69]

VstringðRÞ ¼ �R� �

12R
þ Cren (35)

for not too small quark distances R. Matching this form to
lattice data8 and demanding Cren ¼ 0 fixes �m and avoids
introduction of another dimensionful constant. By setting
Cren ¼ 0, we have introduced a renormalization condition.
In simple terms, it can be understood as the asymptotic
condition VrenðRÞ � �R ! 0 for large R.
Applying renormalization with �m obtained in this way,

we eliminate the lattice cutoff dependence of our gauge
links in favor of a reproducible, nonperturbative renormal-
ization condition. A future challenge is to find the connec-
tion of our renormalization condition with the scale
dependence of TMDs; see also the discussion at the end
of Sec. VB.

2. Numerical results

Table III lists our numerical results for �m̂ ¼ �m=a
based on matching to the string potential with Cren ¼ 0.
We have fit the exponential form Eq. (32) to Wilson loops,
where the minimal temporal extent that was taken into

account is given by T̂min (in lattice units). Most important
for the following analysis of the invariant amplitudes are
the smeared coarse lattices, where the full set of available
gauge configurations has been used. The corresponding
numbers are shown in bold letters in Table III. The other
lattices serve us to convince ourselves that the method
works, but do not enter our results on TMDs and could

be improved with full statistics and larger values of T̂min. In
particular, the extracoarse-04 lattice may exhibit strong
discretization errors, and the rather low values �m̂ obtained

with T̂min ¼ 3; 4 may not be reliable. Note that our values
�m̂ correspond to �Cð�Þ=2 in the notation of Ref. [68].

8Introducing only a weak dependence on a matching point,
chosen here to be 1:5r0, in terms of the Sommer scale r0 [70].
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Figure 10 displays the renormalized potential for four
lattices with different lattice spacings a but equal ratio of
quark masses mu;d=ms ¼ 0:4. The data points have been

corrected for known discretization errors by adding
ðV lat

pertðrÞ � 1=RÞ as in Eq. (F3) in Appendix F, and the

solid lines in Fig. 10 have been obtained from the model

function V̂ðRÞ in that same equation. The curved dashed
line shows the string potential Eq. (35), plotted for an
average �. The vertical dashed line indicates the matching
point. The string potential approaches asymptotically a
straight line through the origin, which we show as a
straight dashed line in the figure. We see that the method
yields a renormalized potential that agrees on several
ensembles of very different lattice spacings.

3. Cross-check with open gauge links

To convince ourselves that the renormalization constant
�m obtained from the static quark potential renormalizes
straight gauge links in general, we study expectation values
of straight gauge links on Landau gauge-fixed ensembles.
A convenient quantity to analyze is

YlineðRÞ � � 1

a
ln
hhtrcUlat½Cl0 �iiLandau-gauge
hhtrcUlat½Cl�iiLandau-gauge

; (36)

where Cl0 and Cl are straight link paths of lengths Rþ a=2
and R� a=2, respectively. Note that the expectation values
of open gauge links are not meaningful quantities without
gauge fixing. The renormalization constants Zz cancel in
the ratio of gauge links, so that the renormalized quantity is
Yren
lineðRÞ ¼ YlineðRÞ þ �m. Indeed, unrenormalized lattice

results for YlineðRÞ at different lattice spacings exhibit
visible offsets; see Fig. 11(a). It is encouraging to see
that the offsets nearly disappear in Fig. 11(b), where we
have renormalized with the values �m determined from the
static quark potential. Except in a region roughly below
R< 0:25 fm, we find in fact a very reasonable agreement
of the lattice results for Yren

lineðRÞ between the different

ensembles. We conclude that lattice cutoff effects become
strong for gauge links shorter than about three lattice
spacings. Therefore, in the following, we will exclude
data points with R< 0:25 fm from our analysis.
A quantitative comparison of YlineðRÞ at different lengths

R, different lattice spacings a and an extrapolation to the

string, linear
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FIG. 10 (color online). Renormalized potential for the four
smeared lattices with mu;d ¼ 0:4ms.
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FIG. 11 (color online). (a) YlineðRÞ evaluated on the smeared
gauge configurations for the four lattices with mu;d ¼ 0:4ms.

(b) Yren
lineðRÞ, renormalized using �m determined from the static

quark potential. The gray background highlights a region of link
lengths R in which lattice cutoff effects lead to visible discrep-
ancies between the different ensembles.

TABLE III. Renormalization constant �m̂ from the static
quark potential. Errors in brackets are statistical. The use of
bold face numbers is explained in the text.

m̂u;d=m̂s Ensemble T̂min ��m̂

1.0 coarse-10 smeared 6 0:1440ð37Þ
0.6 coarse-06 smeared 6 0:1491ð31Þ
0.4 extracoarse-04 smeared 4 0.1043(94)

0.4 coarse-04 smeared 6 0:1554ð45Þ
0.4 fine-04 smeared 8 0.1639(35)

0.4 superfine-04 smeared 10 0.1578(17)

1.0 coarse-10 5 0.4239(89)

0.4 extracoarse-04 3 0.361(60)

0.4 coarse-04 4 0.397(35)

0.4 fine-04 4 0.382(10)

0.4 superfine-04 5 0.361(11)
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continuum a ¼ 0 can provide a rough estimate of the size
of discretization errors. We perform such an extrapolation
in Appendix G. The resulting number �½�m̂�dis ¼ 0:0194
for the coarse-04 ensemble can be effectively treated as an
uncertainty in the renormalization constant �m.

V. THE LOWEST x-MOMENT OF TMDS WITH
STRAIGHT GAUGE LINKS

A. The x-integrated correlator and TMDs

We already stated in Sec. IVA that the restriction to the
triangle-shaped domain in the ðjlj; l � PÞ-plane given in
Eq. (24) precludes us from performing the full Fourier
transform Eq. (15). However, within our approach, we do
have access to the x-integral of the correlator Eq. (14), i.e.,
to the lowest x-moment,Z 1

�1
dx�½��ðx; k?;P; SÞ

¼
Z d2l?

ð2�Þ2 e
il?�k? 1

Pþ ~�½��ðl; P; SÞjlþ¼l�¼0: (37)

The above correlator can be parametrized in terms of the
lowest x-moments of TMDs; cf. Eqs. (3) to (11). As an
example, consider the case of f1, where we define [see also
Eq. (16)]

f½1�1 ðk2?Þ �
Z 1

�1
dx f1ðx; k2?Þ ¼ 2

Z
M

~A2 (38)

with Z
M

~Ai ¼
Z 1

0

dð�l2Þ
2ð2�Þ J0

� ffiffiffiffiffiffiffiffi
�l2

p
jk?j

�
~Aiðl2; 0Þ: (39)

Expressions for the lowest x-moments of other TMDs are
obtained analogously, in accordance with Eq. (16). Lattice
data for the amplitudes at l � P ¼ 0 are available, e.g., from
simulations with the nucleon at rest on the lattice, P ¼ 0.

The x-integral in Eq. (37) is taken over the whole sup-

port of �½��ðx; k?;P; SÞ. The contributions from the inte-
gration region with x < 0 can be related to antiquark
distributions using the correlator �c defined with charge
conjugated fields; see Ref. [9] and relation Eq. (E1) in
the Appendix E. For straight link paths CsW as well as

staple-shaped gauge links CðvÞ, we can decompose the
x-integrated correlator asZ 1

�1
dx�½��ðx;k?;P;S;CÞ

¼
Z 1

0
dx�½��ðx;k?;P;S;CÞþ

Z 1

0
dx�c½�c�ðx;�k?;P;S;CÞ;

(40)

where �c ¼ ��0�2�T�2�0. For � ¼ 1, ���5, and �5, one
finds �c ¼ �, while for � ¼ �� and i����5, the sign
changes, �c ¼ ��. For the lowest x-moment of TMDs,
this translates into, e.g.,

f½1�1 ðk2?Þ ¼
Z 1

0
dx f1ðx; k2?Þ �

Z 1

0
dx �f1ðx; k2?Þ; (41)

where �f1 is the antiquark TMD defined with respect to�c.

Analogously, g½1�1T , h
½1�
1 , and h?½1�

1T are differences of quark

and antiquark TMDs. On the other hand, f?½1�
1T , g½1�1 , h?½1�

1L ,

and h?½1�
1 are the sum of quark and antiquark TMDs.

B. Gaussian fits and renormalized data

To be able to perform the Fourier transforms Eq. (39)
and to renormalize our amplitudes according to Eq. (31),
we follow a simple scheme. (This approach circumvents
potential problems with divergences of the amplitudes at
jlj ¼ 0 in the continuum limit; see Sec. VD. Limitations of
our approach will be discussed later.)

(1) We multiply our unrenormalized data ~Aunren
i ðl2; 0Þ

by the length dependent renormalization factor
expð��mjljÞ, using the renormalization constant
from Table III.9

(2) We parametrize the resulting data points in terms of
Gaussian functions,

e��mjlj � ~Aunren
i;q ðl2; 0Þ!fit 1

2
cunreni;q e�jlj2=�2

i;q ; (42)

where the parameters cunreni;q , �i;q are obtained from

fits to the lattice data points. In the fit, we only
include data points with jlj> 0:25 fm, to avoid
sensitivity to lattice cutoff effects. It turns out that
the Gaussian ansatz fits our data reasonably well in

this range. An exception is the amplitude ~A1, which
appears at subleading twist only.

(3) We determine the multiplicative renormalization
constant Z�1

�;z by demanding thatZ 1

�1
dx
Z

d2k?f1;qðx;k2?Þ ¼ 2 ~A2;qð0;0Þ ¼ gV;q¼! nq;

where nq is the number of valence quarks (quarks

minus antiquarks). After substitution of the renor-

malized fit expression for 2 ~A2ð0; 0Þ, the equation
above reads gV ¼ Z�1

�;zc
unren
2 . Since the isovector

channel is free of contributions from disconnected
diagrams, we fix Z�1

�;z numerically by setting

Z�1
�;z

:¼ nu�d

cunren2;u�d

; (43)

where nu�d ¼ 1 and where cunren2;u�d is directly deter-

mined from a Gaussian fit to data for the isovector

amplitude ~A2;u�d.

9We remind the reader that the renormalization procedure
involves a renormalization condition. In our case, we have
chosen a condition based on the static quark potential.
Changing this condition would modify the renormalized data
for the amplitudes significantly.
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(4) The renormalization constant Z�1
�;z thus extracted

from the long-range behavior of ~A2;u�d is applied

to all amplitudes: We obtain renormalized data
points from

~A i;qðl2; 0Þ ¼ Z�1
�;ze

��mjlj ~Aunren
i;q ðl2; 0Þ; (44)

as well as renormalized fit functions

~A Gauss
i;q ðjljÞ ¼ 1

2
ci;qe

�jlj2=�2
i;q (45)

with ci;q � Z�1
�;zc

unren
i;q .

The prescription above is designed to provide lattice
scheme and lattice spacing independent results for the

long-range behavior of the amplitudes ~Ai. Qualitatively,
the large-jlj behavior of our amplitudes is linked by a
Fourier transform to the small-jk?j behavior of the corre-
sponding TMDs; see Eqs. (15)–(17). Since we can success-
fully fit (most of) our data with Gaussians for
jlj> 0:25 fm, we expect to obtain a reasonable description
of the corresponding TMDs at small jk?j, jk?j &
1=0:25 fm 
 0:8 GeV.

By restricting the fit to jlj � 0:25 fm and using (smooth)
Gaussians to bridge the gap between jlj ¼ 0:25 fm and
jlj ¼ 0, we effectively regularize any potential continuum
divergence at jlj ¼ 0, albeit in a parametrization-
dependent way. This will be important for the definition
and interpretation of ðk?Þn-weighted integrals of the
TMDs below in Sec. VC.

We now discuss results for the coarse-04 ensemble,
with a pion mass of about 500 MeV. In Figs. 12 and 13,
the open data points show the unrenormalized ampli-
tudes obtained at l � P ¼ 0. From the Gaussian

fit to ~A2, we determine Z�1
�;z ¼ 0:938� 0:005stat: �

0:042�½�m̂�, where the second error is associated with

the combined uncertainty �½�m̂� that will be specified
in the paragraph below. The fully renormalized data
points are shown as solid symbols in Figs. 12 and 13.
The curves and error bands correspond to the Gaussian
fits after renormalization with Z�1

�;z. Data points inside

the gray shaded area below 0.25 fm have been excluded
from the fits. The uncertainty obtained from �½�m̂� in
Eq. (46) (see the following paragraph) is given by the
shaded horizontal bands. The fit parameters obtained for
the various amplitudes are listed in Table IV. Most
importantly, we find clearly nonzero signals for all am-

plitudes, even at larger distances, except for ~A8 and ~A11.
Furthermore, the lattice data points show a high degree
of consistency within the (in many cases encouragingly
small) statistical and systematic uncertainties. These re-
sults already point toward rather nontrivial correlations
between momentum and spin degrees of freedom inside
the nucleon. In case of the ‘‘unpolarized’’ amplitude
~A2;u, our data have very small statistical errors, and we

obtain a comparatively large value of 3.9 for �2 per

degree of freedom.10 In a fit that excludes steplike link
paths, �2=DOF is reduced to 2.0, indicating that the
small violation of rotational symmetry present in our
calculation is to a large degree responsible for the high

�2 value. In the case of the twist-4 amplitude ~A1;u, we

obtain an even larger value, �2=DOF ¼ 4:8 both with
and without steplike paths. In contrast to the case of
~A2;u, the data points visually follow a different curve that

deviates from the Gaussian fit function. The same is true

for ~A1;d. We conclude that the Gaussian model does not

adequately describe amplitude ~A1. Statistical fluctuations

are still too large to obtain stable fits to ~A8;d and ~A11;d.

The meaning of the amplitudes ~A2�6 and ~A2�9m will be
discussed in Sec. VE.
In order to get an estimate for systematic errors, we

combine the statistical error �½�m̂�stat and the estimate of
discretization uncertainties �½�m̂�dis of Appendix G:

�½�m̂� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�½�m̂�2stat þ �½�m̂�2dis

q
(46)

and find that �½�m̂�2dis dominates. It turns out that �½�m̂�
mainly affects the widths of the renormalized Gaussians,
not so much the renormalized ci;q, because variations in the

cunreni;q largely cancel in the process of renormalization with

Z�1
�;z. Next, we estimate discretization errors associated

with the breaking of rotational invariance. We compare
two different Gaussian fits to the self-energy-renormalized

data for ~A2;u. In one fit, we use all the data points above

jlj � 0:25 fm; in another fit we restrict ourselves to data
points from straight link paths on the axes. On the coarse-
04 ensemble, the relative difference in cunren2;u is just 0.6%,

and the relative difference in �2;u is 1.5%. Analogous to

the case of �½�m̂�, the effect on the renormalized parame-
ters ci;q is expected to be even smaller. We assume that our

estimate is also valid for the other amplitudes, where it is
more difficult to make such a comparison due to larger
statistical errors. In the following, we do not show uncer-
tainties from violation of rotational invariance, because
they are negligible compared to statistical uncertainties
and uncertainties accounted for in�½�m̂�. Quantities given
in physical units are also affected by the uncertainty in the
lattice spacing a, which is not included in the errors we
quote. It can, however, easily be obtained by adding a
relative uncertainty of jdj�a=a to any quantity given in
units GeVd or fmd. Other sources of errors we do not treat
here include contributions from excited states in the three-
point function and the static quark potential, contributions
from disconnected diagrams, and effects of the finite lattice
volume. Finally, in order to obtain results at the physical
point, the lattice results as functions of the pion mass have

10Strictly speaking, we cannot make strong probabilistic argu-
ments based on our values of �2=DOF, because we do not treat
potential correlations explicitly in Eq. (29).
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to be extrapolated to mphys
� . Although we have already

performed some preliminary studies with respect to the
above mentioned issues, they are beyond the scope of this
initial investigation and will have to be left for future work.

A remaining challenge within our procedure is to asso-
ciate a renormalization scale with the self-energy renor-
malization condition we employ. Especially the widths of
our amplitudes and of the resulting x-integrated TMDs are

very sensitive to �m, and thus to the employed renormal-
ization condition. We remark that the issue of gauge link
self-energy appears for any link geometry that contains
spacelike sections. Of great interest for future lattice stud-
ies, in particular, is the development of theoretically more
accurate definitions of the correlator Eq. (1) as discussed in
the introduction. For our purposes, it would be important to
have subtraction and/or soft factors included that cancel

FIG. 12 (color online). Amplitudes on the coarse-04 ensemble at m� 
 500 MeV. We show the unrenormalized data (open
symbols), renormalized data (solid symbols), and Gaussian fits. The uncertainties combined in �½�m̂� are given by the shaded
horizontal bands.
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the gauge-link self-energies right from the start, as dis-
cussed already in Ref. [32].

C. Interpretation of the lattice results in terms of
transverse momentum dependent distributions

and quark densities

Using Eqs. (38) and (39) and analogous Fourier
transforms for the other TMDs, we can now determine
x-integrated TMDs from the Gaussian fits to the

amplitudes discussed in the previous section. As an
example, for the unpolarized distribution f1 we obtain
from Eqs. (38) and (39)

f½1�1 ðk2?Þ ¼
c2�

2
2

4�
e�k2?=ð2=�2Þ2 : (47)

The result for up-quarks is shown in Fig. 14. Using the
x-integral of Eq. (16), it is easy to express all x-integrated
TMDs in terms of the parameters ci, �i provided in

FIG. 13 (color online). Amplitudes on the coarse-04 ensemble, continued. For convenience, we have introduced a combined
amplitude ~A9m, which is associated with the TMD h1. The uncertainties combined in �½�m̂�, are given by the shaded horizontal bands.
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Table IV. Note that we have chosen to determine c9m, �9m

directly from Gaussian fits to the combined amplitude ~A9m.

This way, all resulting expressions for the leading-twist

TMDs are again single Gaussians of the form

~c expð�k2?=~�
2Þ. For convenience, we list the numerical

results for ~c and ~� in Table V.
In most cases, the widths ~� turn out to be fairly similar.

Correspondingly, flavor ratios f½1�1;uðk2?Þ=f½1�1;dðk2?Þ and

h½1�1;uðk2?Þ=h½1�1;dðk2?Þ shown in Figs. 15(a) and 15(c), respec-

tively, are relatively flat functions of k?. In contrast, the

width of g½1�1;u is significantly lower than that of g½1�1;d, result-

ing in a clearly visible slope of the flavor ratio in Fig. 15(b).
By and large, it is interesting to see that the k?-distribution
for the down-quarks appear in all three cases to be broader
than for the up-quarks. In qualitative agreement with our
findings, experimental results by the CLAS Collaboration
[71] analyzed using the approach of Ref. [72] favor a
reduced width of g1 as compared to f1. Note that the plots
also show results obtained for the same quantities with an
alternative Gaussian parametrization which will be dis-
cussed in Sec. VE.

TABLE IV. Results from Gaussian fits on the coarse-04 ensemble atm� 
 500 MeV. The first
error is statistical. The second error includes the statistical uncertainty in �m and an estimate of
discretization uncertainties, as given in Eq. (46). The values for u� d-quarks have been
obtained directly from Gaussian fits to the u� d data. Note that we have performed the
conversion to physical units using the values for the lattice spacing a given in Table II. See
also footnotes 6 and 7.

~Ai ci �i (fm)

~A2;u 2:0186� 0:0063� 0:0008 1:001� 0:010� 0:068
~A2;d 1:0171� 0:0064� 0:0005 0:975� 0:012� 0:063
~A2;u�d 1.0000 1:029� 0:018� 0:073
~A3;u �0:0978� 0:0047� 0:0024 1:136� 0:032� 0:066
~A3;d �0:0375� 0:0026� 0:0009 1:159� 0:047� 0:071
~A3;u�d �0:0599� 0:0037� 0:0014 1:125� 0:044� 0:065
~A6;u �0:9080� 0:035� 0:015 1:207� 0:036� 0:089
~A6;d 0:2870� 0:019� 0:0033 1:023� 0:048� 0:059
~A6;u�d �1:1920� 0:037� 0:019 1:164� 0:026� 0:080
~A7;u �0:1041� 0:0064� 0:0021 1:151� 0:047� 0:074
~A7;d 0:0232� 0:0038� 0:0004 1:079� 0:12� 0:063
~A7;u�d �0:1278� 0:0063� 0:0025 1:140� 0:037� 0:073
~A8;u �0:0164� 0:0048� 0:0001 0:359� 0:058� 0:004
~A8;u�d �0:0178� 0:0035� 0:0001 0:433� 0:047� 0:007
~A9;u �0:9268� 0:030� 0:011 1:101� 0:028� 0:073
~A9;d 0:2636� 0:016� 0:0027 1:057� 0:051� 0:066
~A9;u�d �1:1944� 0:034� 0:015 1:089� 0:023� 0:070
~A10;u 0:0881� 0:0052� 0:0020 1:134� 0:036� 0:067
~A10;d �0:0137� 0:0031� 0:0003 1:188� 0:18� 0:076
~A10;u�d 0:1024� 0:0054� 0:0024 1:139� 0:033� 0:067
~A11;u �0:0047� 0:0016� 0:0002 0:986� 0:16� 0:041
~A11;u�d �0:0045� 0:0015� 0:0002 1:102� 0:19� 0:053
~A9m;u �0:9110� 0:032� 0:0053 1:058� 0:035� 0:072
~A9m;d 0:2683� 0:017� 0:0015 1:013� 0:062� 0:064
~A9m;u�d �1:1822� 0:034� 0:0077 1:046� 0:027� 0:069
~A2þ6;u 1:1206� 0:035� 0:0054 0:851� 0:021� 0:039
~A2þ6;d 1:2962� 0:021� 0:0088 0:989� 0:015� 0:058
~A2þ6;u�d �0:2451� 0:034� 0:0064 1:622� 0:18� 0:17
~A2�6;u 2:8989� 0:035� 0:023 1:066� 0:014� 0:071
~A2�6;d 0:7265� 0:020� 0:0041 0:956� 0:025� 0:054
~A2�6;u�d 2:1756� 0:036� 0:022 1:104� 0:019� 0:075
~A2þ9m;u 1:0969� 0:032� 0:0031 0:956� 0:029� 0:058
~A2þ9m;d 1:2805� 0:019� 0:0039 0:986� 0:017� 0:062
~A2þ9m;u�d �0:1980� 0:034� 0:0020 1:068� 0:13� 0:066
~A2�9m;u 2:9113� 0:032� 0:011 1:024� 0:015� 0:069
~A2�9m;d 0:7483� 0:018� 0:0015 0:958� 0:029� 0:059
~A2�9m;u�d 2:1673� 0:034� 0:011 1:044� 0:019� 0:071
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It is natural to think of TMDs as functions that character-
ize probability densities of partons in the nucleon. Although
the probability interpretation is not rigorous (see, e.g.,
Ref. [5]), we provide an interpretation of our results in
this fashion for the sake of an intuitive picture. Transverse
momentum dependent quark densities are introduced as

�qðx;k?;;s?;�;S?Þ��½ð�þþ�þ�5�sji�þj�5Þ=2�
q ðx;k?;P;SÞ:

(48)

Here the choice of the matrix � ¼ 1
2 ð�þ þ �þ�5 �

sji�þj�5Þ ensures projection on the ‘‘good’’ spinor
components [73,74] and, simultaneously, on the desired
light-cone quark helicity  and transverse quark polariza-
tion s? [75,76]. We introduce the following special cases of
densities:

�UU;q � 1

2

X
;�¼�1

�qðx; k?;; 0;�; 0Þ ¼ f1;q; (49)
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FIG. 14 (color online). f½1�1 ðk2?Þ for up-quarks obtained using
the Gaussian parametrization at a pion mass m� 
 500 MeV.
The solid curve and the statistical error band have been obtained
from a Gaussian fit to the amplitude ~A2, as shown in Fig. 12. The
gray band on the top indicates uncertainties that can effectively
be expressed as an error in �m. The shaded region on the right
indicates that we qualitatively expect strong parametrization
dependence to set in at jk?j * 1=0:25 fm 
 0:8 GeV.

TABLE V. Numerical results for x-integrated leading-twist TMDs parametrized in terms of Gaussians of the form ~c expð�k2?= ~�
2Þ,

for a pion mass of m� 
 500 MeV, straight gauge links, and a renormalization condition based on the static quark potential. We also
include results for linear combinations of TMDs corresponding to an alternative Gaussian parametrization; see Sec. VE. The first error
is statistical. The second error includes the statistical uncertainty in �m and an estimate of discretization uncertainties, as given in
Eq. (46). Note that we have performed the conversion to physical units using the values for the lattice spacing a given in Table II; see
also footnote 7.

~cðGeV�2Þ ~� (GeV)

f½1�1;u c2�
2
2=ð4�Þ ¼ 4:13� 0:09� 0:56 2=�2 ¼ 0:394� 0:004� 0:027

f½1�1;d c2�
2
2=ð4�Þ ¼ 1:98� 0:05� 0:26 2=�2 ¼ 0:405� 0:005� 0:027

g½1�1;u �c6�
2
6=ð4�Þ ¼ 2:70� 0:17� 0:44 2=�6 ¼ 0:327� 0:010� 0:025

g½1�1;d �c6�
2
6=ð4�Þ ¼ �0:61� 0:07� 0:08 2=�6 ¼ 0:385� 0:018� 0:023

f½1�1;u þ g½1�1;u c2�6�
2
2�6=ð4�Þ ¼ 6:73� 0:21� 0:94 2=�2�6 ¼ 0:370� 0:005� 0:025

f½1�1;d þ g½1�1;d c2�6�
2
2�6=ð4�Þ ¼ 1:36� 0:08� 0:17 2=�2�6 ¼ 0:413� 0:011� 0:024

f½1�1;u � g½1�1;u c2þ6�
2
2þ6=ð4�Þ ¼ 1:66� 0:09� 0:16 2=�2þ6 ¼ 0:463� 0:011� 0:022

f½1�1;d � g½1�1;d c2þ6�
2
2þ6=ð4�Þ ¼ 2:59� 0:08� 0:33 2=�2þ6 ¼ 0:399� 0:006� 0:024

h½1�1;u �c9m�
2
9m=ð4�Þ ¼ 2:08� 0:15� 0:30 2=�9m ¼ 0:373� 0:013� 0:026

h½1�1;d �c9m�
2
9m=ð4�Þ ¼ �0:56� 0:08� 0:08 2=�9m ¼ 0:388� 0:024� 0:025

f½1�1;u þ h½1�1;u c2�9m�
2
2�9m=ð4�Þ ¼ 6:24� 0:19� 0:86 2=�2�9m ¼ 0:385� 0:006� 0:026

f½1�1;d þ h½1�1;d c2�9m�
2
2�9m=ð4�Þ ¼ 1:40� 0:09� 0:18 2=�2�9m ¼ 0:412� 0:013� 0:026

f½1�1;u � h½1�1;u c2þ9m�
2
2þ9m=ð4�Þ ¼ 2:05� 0:13� 0:26 2=�2þ9m ¼ 0:412� 0:013� 0:025

f½1�1;d � h½1�1;d c2þ9m�
2
2þ9m=ð4�Þ ¼ 2:54� 0:09� 0:33 2=�2þ9m ¼ 0:400� 0:007� 0:026

g½1�1T;u �m2
Nc7�

4
7=ð8�Þ ¼ 8:72� 1:3� 2:4 2=�7 ¼ 0:342� 0:014� 0:022

g½1�1T;d �m2
Nc7�

4
7=ð8�Þ ¼ �1:46� 0:59� 0:35 2=�7 ¼ 0:362� 0:039� 0:022

h?½1�
1L;u �m2

Nc10�
4
10=ð8�Þ ¼ �6:96� 0:82� 1:8 2=�10 ¼ 0:348� 0:012� 0:021

h?½1�
1L;d �m2

Nc10�
4
10=ð8�Þ ¼ 1:24� 0:71� 0:31 2=�10 ¼ 0:325� 0:047� 0:023

h?½1�
1T;u m4

Nc11�
6
11=ð16�Þ ¼ �3:77� 4:6� 0:76 2=�11 ¼ 0:348� 0:012� 0:021
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�TU;q�
X

¼�1

�qðx;k?;;0;0;S?Þ¼f1;qþ
�
Sj�jiki
mN

f?1T;q
�
odd

;

(50)

�UT;q � 1

2

X
�¼�1

�qðx; k?; 0; s?;�; 0Þ

¼ 1

2

�
f1;q þ

�
sj�jiki
mN

h?1;q
�
odd

�
; (51)

�LL;q � �qðx; k?;; 0;�; 0Þ ¼ 1

2
ðf1;q þ �g1;qÞ; (52)

�TL;q � �qðx; k?;; 0; 0;S?Þ

¼ 1

2

�
f1;q þ 

k? � S?
mN

g1T;q þ
�
Sj�jiki
mN

f?1T;q
�
odd

�
;

(53)

�LT;q � �qðx; k?; 0; s?;�; 0Þ

¼ 1

2

�
f1;q þ�

k? � s?
mN

h?1L;q þ
�
sj�jiki
mN

h?1;q
�
odd

�
;

(54)

�TT;q � �qðx; k?; 0; s?; 0;S?Þ

¼ 1

2

�
f1;q þ s? � S?h1;q þ

sjð2kjki � k2?�jiÞSi

2m2
N

h?1T;q

þ
�
sj�jiki
mN

h?1;q
�
odd

�
; (55)

where the first and the second index of � indicates the
nucleon and quark polarization, respectively.

From the x-moments of amplitudes ~Ai obtained on the

lattice, we can construct x-integrated densities �½1�
q , and

decompose them in analogy to Eq. (40) as

�½1�
q ðk?;;s?;�;S?Þ�

Z 1

�1
dx�qðx;k?;;s?;�;S?Þ

¼
Z 1

0
dx�qðx;k?;;s?;�;S?Þ

�
Z 1

0
dx� �qðx;�k?;�;s?;�;S?Þ;

(56)

where the antiquark density � �q is defined as in Eq. (48) but

using the correlator�c
q of Eq. (E1). Here the appearance of

minus signs in front of � �q and  accommodates the sign

changes in the Dirac matrix � after charge conjugation, i.e.,
�c ¼ � 1

2 ð�þ � �þ�5 � sji�þj�5Þ. We conclude that

the x-integrated densities �½1�
q are differences of quark

densities �q and antiquark densities � �q of

(i) opposite transverse momentum �k?,
(ii) opposite light-cone helicity �,
(iii) same transverse polarization s?.

Strictly speaking, the densities that are integrated over x
from �1 to þ1 are thus not densities themselves and can,
at least in principle, become negative.
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FIG. 15 (color online). Flavor ratios at a pion mass m� 

500 MeV. The solid curve and the statistical error band have
been obtained from the Gaussian fits displayed in Figs. 12 and
13. The corresponding errors associated with �½�m� are shown
as a gray band at the bottom. For the dashed curve and the lighter
shaded (orange) error band outlined by the dotted curves we
have used alternative Gaussian parametrizations as discussed in
Sec. VE. The respective uncertainties from �½�m� are shown at

the top of each plot. (a) f½1�1;uðk2?Þ=f½1�1;dðk2?Þ from ~A2 (solid) and
~A2�6 (dashed), (b) g½1�1;uðk2?Þ=g½1�1;dðk2?Þ from ~A6 (solid) and ~A2�6

(dashed), and (c) h½1�1;uðk2?Þ=h½1�1;dðk2?Þ from ~A9m (solid) and ~A2�9m

(dashed).
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With the Gaussian x-moments of TMDs from Table Vas
input, we are in a position to draw plots of the x-integrated
transverse momentum dependent densities of quarks in the
nucleon. Two particularly interesting and statistically well-

determined x-integrated densities are �½1�
LT and �½1�

TL. They
feature significant dipole deformations due to correlations
in the transverse spins and intrinsic transverse momentum,
as can be seen from the terms proportional to g1T and h?1L
in Eqs. (53) and (54), in combination with our nonzero

results for the relevant amplitudes ~A7 and ~A10; see Eq. (16).
For corresponding density plots and their interpretation, we
refer to our previous publication, Ref. [34]. The dipole
deformations can be characterized by average transverse
momentum shifts of the quarks, denoted by hkxiTL and
hkxiLT . These are defined by ratios of specific moments
in x and k? of the densities, as we will discuss in the
following section.

The density interpretation also guides us in our qualita-

tive understanding of the flavor ratio f½1�1;u=f
½1�
1;d. According

to Eq. (41), we can decompose this ratio as

f½1�1;uðk2?Þ
f½1�1;dðk2?Þ

¼
R
1
0 dxf1;uðx; k2?Þ �

R
1
0 dx

�f1;uðx; k2?ÞR
1
0 dxf1;dðx; k2?Þ �

R
1
0 dx

�f1;dðx; k2?Þ
; (57)

where, according to Eq. (49), each of the four terms on the
right-hand side has an interpretation as a k?-dependent
density of unpolarized quarks/antiquarks. Integrating nu-
merator and denominator individually with respect to k?
yields the flavor ratio of valence quarks nu=nd ¼ 2 in the

proton. If f½1�1;uðk2?Þ=f½1�1;dðk2?Þ were constant, we would thus

expect to find a value of 2. Indeed, our result shown in

Fig. 15(a) is quite close to 2. At low jk?j, the ratio f½1�1;u=f
½1�
1;d

is slightly higher than 2; for large jk?j it drops below 2.
According to the equation above, the larger ratio at low
jk?j could be attributed, for example, to an enhancement
of the density of up-quarks

R
1
0 dxf1;uðk2?Þ at low jk?j, to a

depletion of up-antiquarks
R
1
0 dx

�f1;uðk2?Þ at low jk?j, or to
converse effects with regard to the down-flavor densities in

the denominator. The flavor ratio for f½1�1 þ g½1�1 shown in
Fig. 16(a) corresponds to the x-integral of �LL for  ¼ �,
i.e. the density of quarks with the same helicity as the
nucleon, minus an antiquark contribution of opposite he-
licity; see Eqs. (52) and (56). In this spin-polarized chan-
nel, we see a strong excess of the x-integrated up-quark
density as compared to the x-integrated down-quark den-
sity. It is well-known that up-quarks tend to be aligned with
the proton helicity, while down-quarks exhibit the opposite
behavior. It is therefore not surprising to find a flavor ratio
larger than 2 in this channel. However, it is interesting to
observe that this effect occurs mainly at low transverse
momentum, as suggested by the notable decline of the
flavor ratio with jk?j. Since the Boer-Mulders function
h?1 vanishes in the straight link case, the combination
f1 þ h1 involving the transversity distribution corresponds

to the density �TT when s? ¼ S? and ðk? � s?Þ2 ¼ k2?=2,
i.e., on the lines where k? is at an angle of 45 with the
transverse spin vectors of proton and quark. The flavor
ratio for this combination is displayed in Fig. 16(b), where
we observe a similar but somewhat less pronounced
effect compared to the longitudinally polarized case in
Fig. 16(a).

D. Combined x-k?-moments of TMDs and densities

In the following, we denote the combined x-k?-moments
of TMDs as

f½n�ðmÞ
1 ¼

Z
dx xn�1

Z
d2k?

�
k2?
2m2

N

�
m
f1ðx; k?Þ; (58)

and analogously for the other TMDs g1, g1T; . . . .

FIG. 16 (color online). Flavor ratios of x-integrated densities
at a pion mass m� 
 500 MeV. The solid curve and the statis-
tical error band have been obtained from the Gaussian fits
displayed in Figs. 12 and 13. The corresponding errors associ-
ated with �½�m� are shown as a gray band at the top. For the
dashed curve and the lighter shaded (orange) error band outlined
by the dotted curves we have used alternative Gaussian parame-
trizations as discussed in Sec. VE. The respective errors from
�½�m� are shown at the bottom of each plot. We show up vs

down ratios (a) of f½1�1 þ g½1�1 from ~A2, ~A6 (solid) and ~A2�6

(dashed); and (b) of f½1�1 þ h½1�1 from ~A2, ~A9m (solid) and ~A2�9m

(dashed).
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As has already been mentioned, k?-integrals of TMDs
taken over the full range of k? are in general not well-
defined due to their asymptotic k?-dependence.
Perturbative calculations show that, e.g., f1ðx; k?Þ �
1=k2? for large k?, leading to a logarithmically divergent

k?-integral; see, e.g., Ref. [38]. Correspondingly, in the

continuum, the amplitude 2 ~A2ðl2; l � PÞ is expected to di-
verge for jlj ! 0. The required (systematic) regularization
of these potential divergencies will in general introduce a
dependence on a regularization scheme and parameter,
e.g., a UV cutoff scale . Here, we follow a simpler,
more practical approach and employ the Gaussian parame-
trizations of the amplitudes as discussed in Sec. VB, which
allowed us to perform the necessary extrapolation in jlj to
jlj ¼ 0, and which in turn lead to Gaussian (i.e. exponen-
tial) falloffs of the TMDs as k? ! 1. With this provi-
sional Gaussian regularization in mind, we can now
define a number of ratios of k?-moments of TMDs
and densities that have clear and interesting physical
interpretations,

gA
gV

¼ g½1�ð0Þ1

f½1�ð0Þ1

¼sW� ~A6ð0; 0Þ
~A2ð0; 0Þ

; (59)

gT
gV

¼ h½1�ð0Þ1

f½1�ð0Þ1

¼sW� ~A9mð0; 0Þ
~A2ð0; 0Þ

; (60)

giving the well-known axial-vector and tensor charges,
respectively, and

hkxiTL �
R
d2k?kx�

½1�
TLðk?;  ¼ 1;S? ¼ ð1; 0ÞÞR

d2k?�
½1�
TLðk?;  ¼ 1;S? ¼ ð1; 0ÞÞ

¼ mN

g½1�ð1Þ1T

f½1�ð0Þ1

¼sW�mN

~A7ð0; 0Þ
~A2ð0; 0Þ

; (61)

hkxiLT �
R
d2k?kx�

½1�
LTðk?; s? ¼ ð1; 0Þ;� ¼ 1ÞR

d2k?�
½1�
LTðk?; s? ¼ ð1; 0Þ;� ¼ 1Þ

¼ mN

h?½1�ð1Þ
1L

f½1�ð0Þ1

¼sWmN

� ~A10ð0; 0Þ
~A2ð0; 0Þ

; (62)

hkyiTU �
R
d2k?ky�

½1�
TUðk?;S? ¼ ð1; 0ÞÞR

d2k?�
½1�
TUðk?;S? ¼ ð1; 0ÞÞ ¼ mN

f?½1�ð1Þ
1T

f½1�ð0Þ1

:

(63)

The first two are the above mentioned transverse momen-
tum shifts for longitudinally polarized quarks in a trans-
versely polarized nucleon (TL) and vice versa. For later
discussions, we have also introduced the transverse mo-
mentum shift perpendicular to the transverse nucleon spin
for unpolarized quarks (TU), which is given by the Sivers
function f?1T and thus vanishes for straight gauge links. We
note that the quantities above can be expressed in terms of

simple ratios of amplitudes, as shown in Eqs. (59)–(62) for
the case of straight Wilson lines (sW). A noteworthy
advantage of such ratios of amplitudes compared to indi-
vidual amplitudes is that they in general need no renor-
malization with respect to the self-energy of the gauge link
and the multiplicative renormalization factor Z�1

�;z in

Eq. (31), i.e.,

~Aiðl2; . . .Þ
~Ajðl2; . . .Þ

¼
~Aunren
i ðl2; . . .Þ
~Aunren
j ðl2; . . .Þ ; (64)

due to cancellations of the factors in the numerator and
denominator. We have to keep in mind, however, that
we do not evaluate the amplitudes directly at small
jlj< 0:25 fm, but rather use the Gaussian parametrizations
to perform an extrapolation to jlj ¼ 0. Therefore, our
results can have a residual dependence on �m, and thus
on the employed renormalization condition, i.e. Cren ¼ 0.
Numerically, it turns out that this dependence is weak. It is
important to note that apart from gu�d

A , the tensor charge gT
as well as the transverse momentum shifts are generically
scale and scheme-dependent quantities, due to the required
regularization of the potential singularities at very short
distances, i.e. the renormalization properties of the under-
lying local operators. At this point, we are unfortunately
not able to relate our simple Gaussian regularization to a

standard scheme like the MS scheme at a certain scale �.
This most likely requires a detailed theoretical understand-
ing of the behavior of the lattice amplitudes at small jlj,
which may be obtained, for example, using lattice pertur-
bation theory. We plan to address this issue in future works.
The numerical values for the observables given in

Eqs. (59)–(62) are listed in Table VI for different flavor
combinations. We note that the value we obtain for the
isovector axial vector coupling gu�d

A ¼ gu�d
A =gu�d

V ¼
1:192� 0:037� 0:019 agrees within statistics with the
value 1:173� 0:029 of Ref. [77], obtained using conven-
tional, local operators on the same ensemble, and is also
reasonably close to the experimental result gu�d

A ¼
1:2694ð28Þ [78]. Our result for the isovector tensor charge
gu�d
T ¼ gu�d

T =gu�d
V ¼ 1:182� 0:034� 0:008 turns out to

be 
 10% larger than the value gu�d
T ’ 1:06� 0:02 from

Ref. [79] obtained for the same ensemble using local
operators.11 This may be related to the fact that the
Gaussian parametrization of the corresponding amplitude
~A9m in Fig. 13 in fact overshoots the lattice data points at
small values of jlj � 0:25 fm by 
 7–10%, in contrast to

the case of the amplitude ~A6 in Fig. 12 that gives gA. A
more sophisticated parametrization of the jlj-dependency
of the lattice data for the amplitudes could help to resolve
this issue. In any case, we interpret the outcome of these
comparisons as a first nontrivial, successful consistency
check of our method.

11In the MS scheme at �2 ¼ 4 GeV2.
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As we have already discussed in Ref. [34], the average
transverse momentum shifts hkxiTL and hkxiLT (cf.
Table VI) turn out to be sizeable and of opposite sign for
up- and for down-quarks. Moreover, as has been observed
in Ref. [80], our values are quite similar to the results from
a light-cone constituent quark model calculation [81]. This
is remarkable, not only because the quark masses em-
ployed in the lattice calculation are still unphysically large,
but also because possible dependencies on the UV-cutoff
scale have neither been investigated by us nor in the model
calculation. As discussed earlier, these dependencies may
be weak, in particular, for quantities like hkxiTL and hkxiLT
that can be expressed as ratios of amplitudes. It is also
interesting to note that the gauge link and its geometry do
not enter explicitly in the calculation of time-reversal-even
TMDs within the aforementioned constituent quark model.

Finally, we note that as an alternative to the Gaussian
approach, it is conceivable to regularize the quantities
defined in Eqs. (59)–(62) by evaluating the ratio at a small
but nonzero jlj,

� ~Aið0; 0Þ
~Ajð0; 0Þ

�
reg �

~Aiðl2min; 0Þ
~Ajðl2min; 0Þ

: (65)

For a direct calculation on the lattice, jlminj would have to
be chosen large enough compared to the lattice spacing a
to avoid significant discretization errors.

E. Parametrization dependence
using the Gaussian prescription

The simple Gaussian ansatz for the k?-dependence of
TMDs is very successful at parametrizing experimental
data [82–85]. It also describes the l2-dependence of our
lattice data for the invariant amplitudes at l � P ¼ 0 quite
well and enables us to perform the Fourier transform to
obtain x-moments of TMDs in a simple way. However, this
ansatz clearly introduces additional parametrization
uncertainties.
In the following case study of parametrization uncer-

tainties we compare two different ways to use Gaussians
for the parametrization of our data. Consider x-integrated
densities of longitudinally polarized quarks in the longi-
tudinally polarized nucleon

��½1�ðk2?Þ � �½1�
LLðk?; ¼ �1;� ¼ þ1Þ

¼ 1

2
ðf½1�1 ðk2?Þ � g½1�1 ðk2?ÞÞ

¼
Z
M
ð ~A2 � ~A6Þ �

Z
M

~A2�6: (66)

In the previous sections, we have discussed individual

Gaussian fits to ~A2 and ~A6. This translates into a

Gaussian parametrization of f½1�1 and g½1�1 with the help of

Eq. (16). Let us label the corresponding results f½1�1 ½ ~AGauss
2 �,

etc. An alternative is to fit Gaussians to each of the com-

bined amplitudes ~A2�6 � ~A2 � ~A6. This translates directly

into a Gaussian parametrization of ��½1�, while f½1�1 and g½1�1

now need to be expressed as linear combinations of
Gaussians. Specifically, we obtain

f½1�1 ½ ~AGauss
2�6 �ðk2?Þ ¼

1

2
ð�þ½1�ðk2?Þ þ ��½1�ðk2?ÞÞ

¼ 1

2

�
c2�6�

2
2�6

4�
e�k2?=ð2=�2�6Þ2

þ c2þ6�
2
2þ6

4�
e�k2?=ð2=�2þ6Þ2

�
: (67)

Note that a single Gaussian function does not change sign.

Therefore, the alternative parametrization in terms of ~A2�6

is in this sense physically better motivated, since the quan-

tities ��½1�ðk2?Þ have an interpretation as densities of lon-

gitudinally polarized quarks, and should be positive [86],
as long as we ignore the (small) contribution from anti-

quarks; cf. Sec. VC. The Gaussian fits to data for ~A2þ6

and ~A2�6 are of similar quality as those for ~A2 and ~A6. In

Fig. 17, we plot for f½1�1 the relative difference between the

two parametrizations, namely 1�f½1�1 ½ ~AGauss
2 �=f½1�1 ½ ~AGauss

2�6 �,
as a function of jk?j. The difference between the two

TABLE VI. Numerical results for x-k?-moments of TMDs
obtained using the Gaussian amplitudes at a pion mass m� 

500 MeV. We also include results corresponding to an alterna-
tive Gaussian parametrization based on linear combinations of
amplitudes, as indicated in square brackets; see Sec. VE. The
first error is statistical. The second error includes the statistical
uncertainty in �m and an estimate of discretization uncertainties,
as given in Eq. (46). The values for u� d-quarks have been
obtained directly from Gaussian fits to the u� d data. Note that
we have performed the conversion to physical units using the
values for the lattice spacing a given in Table II; see also
footnote 7.

Observable Flavor Value

gA=gV u 0:450� 0:018� 0:008
gA=gV½ ~A2�6� u 0:442� 0:017� 0:002
gA=gV d �0:282� 0:018� 0:004
gA=gV½ ~A2�6� d �0:282� 0:018� 0:001
gA=gV u� d 1:192� 0:037� 0:019
gA=gV½ ~A2�6� u� d 1:254� 0:036� 0:005
gT=gV u 0:451� 0:016� 0:003
gT=gV½ ~A2�9m� u 0:453� 0:016� 0:001
gT=gV d �0:264� 0:017� 0:002
gT=gV½ ~A2�9m� d �0:262� 0:017� 0:001
gT=gV u� d 1:182� 0:034� 0:008
gT=gV½ ~A2�9m� u� d 1:201� 0:034� 0:002
hkxiTL u 69:7� 4:3� 1:4 MeV
hkxiTL d �30:9� 5:1� 0:6 MeV
hkxiTL u� d 172:8� 8:5� 3:3 MeV
hkxiLT u �59:1� 3:5� 1:4 MeV
hkxiLT d 18:3� 4:1� 0:4 MeV
hkxiLT u� d �138:5� 7:4� 3:2 MeV
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parametrizations stays below 5% for jk?j & 0:7 GeV, then
it rises to an asymptotic value of 100% at large jk?j. This
picture is compatible with our qualitative expectations
of large parametrization dependence beyond jk?j *
1=0:25 fm 
 0:8 GeV.

Let us now study the ratio

g½1�1 ðk2?Þ
f½1�1 ðk2?Þ

¼ �þ½1�ðk2?Þ � ��½1�ðk2?Þ
�þ½1�ðk2?Þ þ ��½1�ðk2?Þ

(68)

as a function of jk?j. In this quantity, both numerator and
denominator become very small at large jk?j. We plot the
result in Fig. 18, again comparing the two alternative
parametrizations. The two results are in agreement for
jk?j & 0:6 GeV, at large jk?j they deviate strongly.
Asymptotically, the curve that corresponds to Gaussian

g½1�1 and f½1�1 tends to zero, because g½1�1 has a smaller width.

The parametrization does not allow a sign change of

g½1�1 =f½1�1 . On the other hand, the result obtained with

Gaussian �þ½1� and ��½1� exhibits a sign change, and tends
to�1, because the Gaussian describing �þ½1� has a smaller

width, so that ��½1� ultimately dominates on the right-hand
side of Eq. (68). It is important to point out that the strong
disagreement between the two results at large jk?j is an
unavoidable consequence of the form of the parametriza-
tions, but does not point toward any inconsistencies of the
lattice data. In this respect, we would like to stress that the
same type of parametrization uncertainty will at least in
principle also affect phenomenological TMD parametri-
zations based on experimental data, which are to
this date employing mostly Gaussian ansätze for the
k?-dependence. In summary, we see evidence that the
relative parametrization uncertainty of the Gaussian ansatz
becomes very large at large jk?j. It appears likely that a

better, QCD-motivated parametrization of the amplitudes
at small jlj can improve the situation.
In Figs. 15 and 16(a) of the previous section, we have

always included the result obtained with the alternative

parametrization based on ~AGauss
2�6 . For f½1�1 � h½1�1 , we can

introduce an alternative parametrization in analogy to
Eq. (66) based on Gaussian fits to linear combinations
~A2�9m � ~A2 � ~A9m. As before, this ansatz seems to be
physically better motivated, since the linear combinations
correspond to (approximately positive definite) densities as
discussed at the end of Sec. VC. The two types of

parametrizations ~AGauss
2 , ~AGauss

9m vs ~AGauss
2�9m are compared in

Fig. 16(b). In general, we observe a rather small difference
between them in the range 0 	 jk?j & 0:7 GeV. We also
include results for the alternative parametrizations in
Tables Vand VI. For gA=gV and gT=gV , we find differences
between the parametrizations that are in general of the
order of the statistical errors. For the fits to u� d data,
these differences turn out to be larger than for the fits to u
and d data.

VI. TESTING CORRELATIONS IN x AND k?
What can we learn from the combined

ðl � P; l2Þ-dependence of our amplitudes ~Aiðl2; l � PÞ with-
out taking recourse to parametrizations and models? A
highly interesting question is whether our lattice results

for, e.g., ~A2ðl2; l � PÞ (at least approximately) ‘‘factorize,’’

~A 2ðl2; l � PÞ
? ~A2ðl2; 0ÞÂ2ðl � PÞ; (69)

FIG. 18 (color online). g½1�1 ðk2?Þ=f½1�1 ðk2?Þ for up-quarks ob-
tained at a pion mass m� 
 500 MeV from two different pa-
rametrizations. The solid curve, the corresponding darker shaded
statistical error band, and the error associated with �½�m� shown
in gray at the top correspond to g½1�1 ½ ~AGauss

6 �=f½1�1 ½ ~AGauss
2 �, while

the dashed curve, the error band outlined by the dotted curves,
and the gray error band at the bottom correspond to

g½1�1 ½ ~AGauss
2�6 �=f½1�1 ½ ~AGauss

2�6 �. The shaded region on the right for

jk?j � 0:8 GeV indicates that we qualitatively expect strong
parametrization uncertainties beyond jk?j * 1=0:25 fm 

0:8 GeV.

FIG. 17 (color online). The solid curve and error band give the

relative difference between two different parametrizations of f½1�1

for up-quarks at a pion mass m� 
 500 MeV. The gray band at
the bottom indicates uncertainties that can effectively be ex-
pressed as an error in �m. The shaded region on the right for
jk?j � 0:8 GeV indicates the scale where we qualitatively ex-
pect strong parametrization uncertainties to set in.
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or in contrast show a distinct correlation in l � P and l2. This
is directly related to a corresponding possible factorization
of the x- and k?-dependences of the TMDs, e.g.,

f1ðx; k?Þ
? f1ðxÞf½1�1 ðk2?Þ=N ; (70)

where N ¼ R
d2k?f

½1�
1 ðk2?Þ is a normalization factor.

Model ansätze based on this assumption are commonly
employed in phenomenological applications, typically in
combination with the Gaussian parametrization of the

k2?-dependent part, f½1�1 ðk2?Þ=N ¼ expð�k2?=�
2Þ=��2.

This approach has been used to parametrize experimental
data of semi-inclusive scattering experiments (see, e.g.,
Refs. [83,84]) and to include effects of intrinsic (‘‘primor-
dial’’) parton momentum in Monte Carlo event generators,
e.g., in PYTHIA and HERWIGþþ [87–89]. Factorization
in x and k2? is a simplifying assumption lacking fundamen-

tal theoretical justification. Arguments against the validity
of this assumption have been found in model calculations,
e.g., in a chiral quark soliton model [90] and in a diquark
spectator model [91]; see our discussion below.

If one of the Eqs. (69) or (70) were to hold exactly, it would
imply the other one (assuming well-behaved functions and
integrals). This canbe easily seen fromEq. (15),which consists
of two independent Fourier integrals, establishing correspond-
ences l2 $ k2? and l � P $ x. The ðl2; l � PÞ-factorization
thus translates into ðx; k2?Þ-factorization of the Fourier-

transformed amplitude, and with the help of Eq. (16), this
directly implies ðx; k2?Þ-factorization of f1.

Analogous arguments connect hypothetical
ðx; k2?Þ-factorization of other TMDs in Eq. (16) with

ðl2; l � PÞ-factorization of corresponding amplitudes ~Ai.
12

As a first conclusion we note that ðx; k2?Þ-factorization is
obviously not in conflict with Lorentz invariance per se,

since the parametrization in terms of amplitudes ~Ai has
been worked out in a manifestly Lorentz-covariant frame-
work. We remark that a factorization assumption of the
momentum-space amplitudes (as defined in, e.g., [9]) of
the type Aiðk2; k � PÞ ¼ aiðk2Þâiðk � PÞ is not equivalent to
the above equations. As a specific example, the on-shell
approximation Aiðk2; k � PÞ ¼ �ðk2Þâiðk � PÞ discussed in
Ref. [92] contradicts exact factorization of f1ðx; k2?Þ.

To study the possibility of a factorization as in Eq. (69)
numerically, it is convenient to introduce a normalized
amplitude

~A norm
i ðl2; l � PÞ �

~Aiðl2; l � PÞ
~Aiðl2; 0Þ


? Âiðl � PÞ (71)

and to test whether it is independent of l2. We point out that

the quantity ~Anorm
i ðl2; l � PÞ is renormalization scheme and

scale independent for finite values of l2, since both the

self-energy of the gauge link and the quark field renormal-
ization factors of the respective operators cancel in the
ratio. As previously, we discard data for very small quark
separations, jlj< 0:25 fm, to avoid possible lattice cutoff
effects. In the following, we work with the coarse-06
ensemble at m� 
 600 MeV, where we have better statis-
tics than on the coarse-04 ensemble due to the heavier
quark mass and due to a larger number of gauge configu-
rations. To reduce discretization errors, we use symmetry-
improved combinations of operators, as explained in
Appendix D. The effect of this improvement turns out to
be particularly important for the double ratios discussed
below. Moreover, we make sure that the combination of
link paths used in the numerator and the denominator of
Eq. (71) are the same up to transformations under the
hypercubic group H(4). This ensures that �m is exactly
the same for numerator and denominator; differences in
�m associated with the detailed pattern of the link path at
the scale of the lattice spacing cancel in the ratio.

Figure 19 shows our lattice results for ~Anorm
2 ðl2; l � PÞ. In

each vertical stripe of the plots we show the data at
constant values of l � P, which is dimensionless in natural
units and can adopt values that are multiples of 2�a=L
with our lattice method. In each stripe, we display the

results for all available values of jlj ¼
ffiffiffiffiffiffiffiffi
�l2

p
in the range

0:25 fm 	 jlj< 1:5 fm, with increasing jlj from left to
right. For larger jl � Pj only results at larger jlj are avail-
able, due to the constraint Eq. (24). The data are
displayed as filled rectangles representing the statistical
error bounds, and are drawn with lighter colors for bigger
errors.
We find that the data are surprisingly constant within the

figure’s stripes. Taking into account that the errors are
correlated, no statistically significant nontrivial depen-
dence on l2 can be observed in the these plots. Such a
dependence on l2 would be in conflict with the factoriza-
tion displayed in Eqs. (69) and (70).
Together with the lattice data, we also display results

from a diquark spectator model [91,93], using formulas
and parameters given in Ref. [91]. To this end, we calculate
~Anorm
2 ðl2; l � PÞ by performing the inverse Fourier transform

of the analytic model result for f1ðx; k2?Þ numerically. The

choice of the straight gauge link on the lattice might be a
concern when comparing to models, however for time-
reversal-even quantities the model calculations so far do
not explicitly include any gauge links. Hence, it is difficult
to tell at this moment if and how this affects the compari-
son. We remark, however, that the lattice calculation has
been performed at an unphysically large pion mass of
about 600 MeV, and has not been extrapolated to the
physical point so far. Nevertheless, we observe a close
similarity of the model curves and the trend of lattice

data. Interestingly, the model results for ~Anorm
2 as a function

of l � P lie relatively close together for jlj ¼ 0 and
jlj ¼ 1 fm. This means that the model, when transformed

12For TMDs given in terms of several amplitudes, the latter
would have to fulfill additional relations among each other.
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to ðl2; l � PÞ-space, also exhibits an approximate compati-

bility with factorization of ~A2ðl2; l � PÞ as in Eq. (69), at
least in the parameter range where lattice data are
currently available. For larger values of jlj, a possible
deviation from the factorization may become more
visible.

In order to see more concretely what we can learn in
principle about the simultaneous dependence of the lattice
amplitudes on ðl2; l � PÞ and possible ‘‘violations’’ of the
approximate factorization, it is advantageous to define a
double ratio (of, e.g., the real parts of amplitudes)

RDðl2; l � P; l2minÞ �
Re ~Anorm

i ðl2; l � PÞ
Re ~Anorm

i ðl2min; l � PÞ
; (72)

where l2min is the minimal value of l2 that is available for a
given l � P and P in our calculation. Clearly, the double

ratio is strictly equal to unity in the case that the depen-
dences on l2 and l � P factorize. We may therefore use its
variation from unity, 1� RD, as a quantitative measure of a
potential violation of the naive multiplicative factorization
displayed in Eq. (69). Furthermore, a cancellation of sys-
tematic uncertainties and statistical fluctuations is even

more likely in RD than in ~Anorm
i .

To get an idea about what we might expect for the
deviation of the double ratio from unity, we show in
Figs. 20 and 21 1� RD as a function of jlj for different
values of l � P, as obtained for two different model-ansätze
for the corresponding unpolarized TMD f1ðx; k2?Þ for up-
quarks in the proton. For a comparison with the lattice
results, we have, as before, (numerically) Fourier-
transformed the model-ansätze to ðl2; l � PÞ-space [neglect-
ing sea quark contributions by setting f1ðx < 0; k2?Þ ¼ 0],
and then constructed the double ratio mimicking the

FIG. 19 (color online). Lattice results for the normalized amplitude ~Anorm
2 ðl2; l � PÞ, obtained from the coarse-06 ensemble

(m� 
 625 MeV) with HYP-smeared gauge configurations. Each vertical stripe shows results at constant l � P, with values of jlj
ascending from left to right. The solid and dashed curves show ~Anorm

2 as a function of l � P as obtained from a spectator diquark model
[91] for several values of jlj. (a) up-quarks, real part; (b) up-quarks, imaginary part; (c) down-quarks, real part; and (d) down-quarks,
imaginary part.
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restrictions in our lattice calculation, i.e. setting P ¼
2�=Lðn; 0; 0Þ, employing typical lattice distance vectors

l, and ensuring that jl � Pj 	
ffiffiffiffiffiffiffiffi
�l2

p
jPj.

The curves in Fig. 20 are based on an exponential ansatz
for the ðk2?Þ-dependence and include correlations of x and

k2? in the form expð�fðxÞk2?Þ. For definiteness, we have

chosen the functional form and parameters obtained in
Ref. [94] for the parametrization of the GPD Hu

vðx; tÞ,
where we have replaced the squared momentum transfer
t by �k2?. This exponential ansatz has the right properties
in the framework of GPDs, but is unphysical in the case of
TMDs, and used here just for illustrational purposes, i.e., as
an example for the type of correlations in x and k2? that

would be surprising to see in our study. As can be
seen from Fig. 20, a nontrivial signature of the expo-
nential (GPD-like) ansatz in 1� RD shows up for
P ¼ 2�=Lð2; 0; 0Þ (for P ¼ 2�=Lð1; 0; 0Þ, 1� RD is ap-
proximately zero in the accessible range of variables),

where one finds increasingly negative values at larger
jl � Pj and jlj.
A distinctly different signature in 1� RD is found for

the TMD f1ðx; k2?Þ for up-quarks from the diquark-

spectator model calculation of Ref. [91]. In this case,
comparatively strong deviations from the factorized
case, i.e., 1� RD ¼ 0, are visible already for jPj ¼
2�=L, which are, however, positive and hence opposite
in sign compared to the GPD-like ansatz displayed in
Fig. 20. Interestingly, no such clear signature is visible
for the corresponding down-quark distribution. We sup-
pose that this is directly related to the fact that the TMD
f1ðx; k2?Þ of Ref. [91] for up-quarks has a nonmonotonic

dependence on k2? at low x, which in turn can be traced

back to contributions of wave functions with nonzero
relative orbital angular momentum �Lz ¼ �1. Such con-
tributions are absent in this model for f1ðx; k2?Þ for down-
quarks.
Without going into any details, we note that the TMDs

obtained in the light-cone quark model calculation of
Ref. [81] also do not factorize, but that at least f1ðx; k2?Þ
shows a less distinctive signature with respect to 1� RD

compared to the diquark-spectator model results discussed
before. In particular, in the model of Ref. [81], there is no
difference between up- and down-quark distributions re-
garding correlations in x and k2?.
Finally, Fig. 22 displays the lattice results for the

jlj-dependence of 1� RD for eight different values of
jl � Pj from �=10 to 8�=10. Using lattice data points for
jlj> 0:2 fm, we have constructed RD for all accessible
values of l2, l � P and the corresponding l2min. Within

statistical uncertainties, we observe numerically the ex-
pected symmetry in l � P $ �l � P, i.e. RDðl2; l � PÞ ¼
RDðl2;�l � PÞ; cf. Eq. (13). For the final results, we aver-
age over positive and negative values to increase the
statistics.
Interestingly, the central values of the lattice results for

1� RD for up-quarks in Fig. 22 show a trend toward
sizable, positive values for increasing l2 at larger l � P,
which is compatible with the results for the diquark spec-
tator TMD model in Figs. 21. However, within the statis-
tical uncertainties, the data points are also still mostly
consistent with zero. Therefore, at present we cannot rule
out an at least approximate factorization of the
l � P-, l2-dependences of the amplitudes, and the x-,
k2?-dependences of the corresponding TMDs, respectively.

As a side remark, we note that corresponding lattice results
for the down-quarks do not show any specific trend of the
central values at all. It will be highly interesting to repeat
this study with increased statistics and for larger nucleon

momenta with, e.g., jPj ¼ ffiffiffi
2

p � 2�=L, 2� 2�=L and to
see if the trend of the central values, pointing toward a
significant correlation in x and k2? as expected from certain

TMD model calculations, can be firmly established or
rejected.
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FIG. 20 (color online). Unity minus the double ratio for an
exponential ansatz for the ðk2?Þ-dependence of the unpolarized

TMD for up-quarks (employing the parametrization of the GPD
Hðx; tÞ of Ref. [94]).
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FIG. 21 (color online). Unity minus the double ratio for
the diquark spectator model calculation of f1ðx; k2?Þ for up-

quarks [91].
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VII. OUTLOOK

One of the most exciting challenges for lattice calcula-
tions of TMDs is to go beyond the direct, straight gauge
link between the quark fields. This is clearly necessary for
an understanding of the physics of eikonal phases in pro-
cesses that involve transverse momentum. The long-term
goal is to make contact with experimental measurements of
semi-inclusive deep inelastic scattering and Drell-Yan pro-

duction. Since these experiments are very challenging,
progress on the lattice in this direction would be even
more important. What are the principal limitations of
such calculations? We will need to create a staplelike
gauge link that resembles the one in Fig. 3(a), i.e., that
generically runs in a direction v along (or close to) the light
cone to infinity and back. First of all, the extent of the
staple in v-direction, given by the four-vector �v, will
always be finite in any practical lattice calculation due to
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FIG. 22 (color online). Lattice results for unity minus the double ratio for the real part of the amplitude ~A2 for up-quarks, for a pion
mass of 
 625 MeV. Note that the nonzero nucleon momentum is P ¼ 2�=Lð�1; 0; 0Þ.
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the finite lattice volume. By increasing � step-by-step, we
may hope to find that the data converge to a plateau value,
which we might interpret as representing the limit � ! 1.
The idea to define the matrix element through the limit
� ! 1 has already been mentioned in Ref. [32].
Furthermore, on the lattice, we are restricted to gauge
link structures that have no temporal extent, l0 ¼ v0 ¼ 0.
At a first glance, this might seem to imply that lattice
calculations with ‘‘realistic’’ gauge links are impossible.
However, as in the case of straight gauge links, we need to
establish the connection to TMDs using a frame-
independent parametrization. As discussed in Ref. [16]
and Appendix C, with an additional v-dependence, we
now have to deal with 32 independent invariant ampli-
tudes, which can depend on the invariants l2, l � P, �v �
l, ð�vÞ2, and �v � P. The amplitudes defined in the limit
� ! 1 can only depend on �-independent combinations
of these invariants. The direction of v relative to
the nucleon momentum P is essentially13 given by � �
ð2v � PÞ2=v2, formed from �v � P and ð�vÞ2. For finite
v � P, the limit of a lightlike staple direction v is charac-
terized by j�j ! 1. On the other hand, inserting a spatial
lattice vector v, we find that � is bounded by 0 	 �� 	
j2Pj2, where P is the three-momentum of the nucleon on
the lattice. So although lightlike staple links cannot be
realized directly on the lattice, the limit j�j ! 1 can still
be approached at least in principle by choosing larger and
larger lattice nucleon momenta. Importantly, and as al-
ready mentioned in the introduction, one approach to
regularize rapidity divergences in the definition of TMDs
is to introduce gauge links that are slightly off the light
cone right from the start, i.e. with v2 � 0, and hence a
finite � . TMDs defined in such a way even follow a known
evolution equation in the parameter � (see, e.g.,
Refs. [26,28,95]) which allows one to evolve to arbitrarily
large j�j. Based on the above observations, we plan to
extend our calculations to include staple-shaped Wilson
lines with varying staple-extents �, for different values of
� employing a larger number of nonzero lattice nucleon
momenta. To get into contact with the process-related
TMDs, we will then attempt to extrapolate the lattice
results to large � and large j�j, the latter possibly with
the help of the above-mentioned evolution equations. This
approach should lead to results which may be compared in
a meaningful manner with corresponding results from
experimental and phenomenological TMD studies of,
e.g., the Sivers effect. To recapitulate, within such a for-
malism, the calculation of TMDs relevant for SIDIS or
Drell-Yan processes on the lattice could become feasible,
at least in principle. In practice, one of the foreseeable
technical challenges that one has to face in this case are
diminishing signal-to-noise ratios for increasing nucleon
momenta. Another one is the statistical noise created by the

long gauge link. Furthermore, at present, there are also a
number of conceptual details concerning renormalization
of the matrix elements that need to be worked out. As
pointed out in Ref. [32], embedding certain soft factors
in the definition of the correlator could cancel the self-
energies of the gauge link in an appropriate way. Even
without detailed knowledge about soft factors, it might be
possible to estimate ratios of certain k?-moments such as
those in Eqs. (59)–(63), exploiting the cancellation of self-
energies on the right-hand side of Eq. (65). Especially the
transverse momentum shift hkyiTU caused by the Sivers

function is a promising and prominent candidate to inves-
tigate with extended gauge links on the lattice.
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APPENDIX A: CONVENTIONS AND DEFINITIONS

Whenever the four-vector l fulfills l2 	 0, we shall make

use of the abbreviation jlj �
ffiffiffiffiffiffiffiffi
�l2

p
.

In the continuum, a gauge link orWilson line is given by
the path-ordered exponential

U ½Cl� � P exp

�
�ig

Z
Cl
d��A�ð�Þ

�
¼ P exp

�
�ig

Z 1

0
dAðClðÞÞ � _ClðÞ

�
: (A1)

Here the path is specified by a continuous, piecewise

differentiable function Cl with derivative _Cl and with
Clð0Þ ¼ l, Clð1Þ ¼ 0.
For an arbitrary four-vector w, we introduce light-cone

coordinates wþ ¼ ðw0 þ w3Þ= ffiffiffi
2

p
, w� ¼ ðw0 � w3Þ= ffiffiffi

2
p

and the transverse projection w? ¼ ð0; w1; w2; 0Þ, which
can also be represented as a Euclidean two-component13The role of the sign of �v � P is discussed in Appendix C.
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vector w? ¼ ðw1;w2Þ � ðw1; w2Þ, w? � w? � 0. The basis
vectors corresponding to theþ and� components shall be
denoted �n and n, respectively, and fulfill �n � n ¼ 1.
The nucleon moving in z-direction has momentum P ¼
Pþ �nþ ðm2

N=2P
þÞn and spin S ¼ �ðPþ=mNÞ �n�

�ðmN=2P
þÞnþ S?, S2 ¼ �1. We use the convention

�0123 ¼ 1 for the totally antisymmetric Levi-Civita sym-
bol, and introduce �ij � ��þij such that �12 ¼ 1.

APPENDIX B: NAIVE CONTINUUM LIMIT OF
THE LATTICE GAUGE LINK

In this appendix, we show that the discretized Wilson
line, given by a product of link variables as shown in
Eq. (20), approaches the continuum Wilson line Eq. (A1)
in the naive continuum limit.

Consider a lattice path Clatl ¼ ðxðnÞ; . . . ; xð0ÞÞ that ‘‘ap-

proximates’’ a continuous, piecewise smooth path Cl of
fixed length ‘. By ‘‘approximates’’ we refer to the follow-
ing criterion: The path Cl can be subdivided into n sections
that connect mutually different, path-ordered points

yðnÞ; . . . ; yð0Þ on Cl, such that jyðiÞ � xðiÞj ¼ OðaÞ for all
i ¼ 0 . . .n.

Provided the lattice path is not intersecting with itself

(xðiÞ � xðjÞ for all i � j), nmust be of order ‘=a for fixed ‘,
since there areOð‘=aÞ lattice sites a distance ofOðaÞ away
from Cl. Thus, n grows as a�1 in the continuum limit. For
reasons of definiteness, we now divide the lattice path Clatl
into approximately

ffiffiffi
n

p
sections, each section connecting

approximately the same number of consecutive points xðiÞ.
Consider one of these sections, for example, the section

running from a point xðmÞ to xð0Þ. The number of points in
this section is mþ 1 ¼ Oð ffiffiffi

n
p Þ. For an individual link

variable of this section, we write

UðxðiÞ; xði�1ÞÞ ¼ 1þ ig�xðiÞ � AðxðiÞÞ þOða2Þ
¼ 1þ ig�xðiÞ � Að �xÞ þOða2 ffiffiffi

n
p Þ; (B1)

where �xðiÞ � xði�1Þ � xðiÞ ¼ OðaÞ with i ¼ 1 . . .m, and
where we used a Taylor-expansion of the gauge field A�ðxÞ
around �x � 1

mþ1

P
m
i¼0 x

ðiÞ,

A�ðxÞ ¼ A�ð �xÞ þ ðx� �xÞ�@�A�ð �xÞ þ . . .

¼ A�ð �xÞ þOða ffiffiffi
n

p Þ; (B2)

which holds since jx� �xj ¼ Oða ffiffiffi
n

p Þ. For clarity, we have
kept

ffiffiffi
n

p
explicit in our notation, but keep in mind that we

could formally replace Oð ffiffiffi
n

p Þ by Oða�1=2Þ. For the prod-
uct of m ¼ Oð ffiffiffi

n
p Þ link variables we then find

UðxðmÞ; xðm�1ÞÞ � � �Uðxð1Þ; xð0ÞÞ
¼ 1þ igðxð0Þ � xðmÞÞ � Að �xÞ þOða2nÞ
¼ 1þ igðyð0Þ � yðmÞÞ � Að �yÞ þOða2nÞ: (B3)

The corresponding section Cðm;0Þ
l of the continuous path

Cl, running between yðmÞ and yð0Þ, reads in expanded form14

U½Cðm;0Þ
l � ¼ P exp

�
ig
Z
Cðm;0Þ
l

d��fA�ð �yÞ þOða ffiffiffi
n

p Þg
�

¼ 1þ igðyð0Þ � yðmÞÞ � Að �yÞ þOða2nÞ: (B4)

Comparing this with Eq. (B3), we get

UðxðmÞ; xðm�1ÞÞ � � �Uðxð1Þ; xð0ÞÞ ¼ U½Cðm;0Þ
l � þOða2nÞ:

(B5)

Analogous relations hold for the other subsections of the
lattice path and their continuous counterparts. Forming the
product of these Oð ffiffiffi

n
p Þ subsections, we finally obtain

U lat½Clatl � ¼ U½Cl� þOða2n3=2Þ !a!0
U½Cl�; (B6)

since formally Oða2n3=2Þ ¼ Oða1=2Þ for fixed length ‘.

APPENDIX C: PROPERTIES UNDER
SYMMETRY TRANSFORMATIONS

First, consider a general prescription C for the gauge
paths. Applying Lorentz transformations ðL½��Þ, parity
transformation ðPÞ, time reversal ðTÞ, and complex con-
jugation ðyÞ, we obtain the following relations:

~� ½��ðl; P; S; CÞ ¼ ~�½��1
1=2

��1=2�ð�l;�P;�S; CðL½��ÞÞ; (C1)

~� ½��ðl; P; S; CÞ ¼ ~�½�0��0�ð�l; �P;� �S; CðPÞÞ; (C2)

½ ~�½��ðl; P; S; CÞ�� ¼ ~�½�1�3���3�1�ð��l; �P; �S; CðTÞÞ; (C3)

½ ~�½��ðl; P; S; CÞ�� ¼ ~�½�0�y�0�ð�l; P; S; CðyÞÞ: (C4)

Here the matrices � and �1=2 describe Lorentz transfor-

mations of vectors x� ! ��
�x

� and spinors c ! �1=2c .

For any Minkowski vector w ¼ ðw0;wÞ the space inverted
vector is defined as �w � ðw0;�wÞ. The transformed link
paths are defined as

CðL½�Þl ðÞ��C��1lðÞ; CðPÞl ðÞ�C �lðÞ;
CðTÞl ðÞ��C��lðÞ; CðyÞl ðÞ�C�lð1�Þþ l: (C5)

For straight gauge links U½Cl� ¼ U½l; 0�, we get C ¼
CðL½��Þ ¼ CðPÞ ¼ CðTÞ ¼ CðyÞ, i.e., the link prescription C is
invariant. Equation (C1) then tells us that the correlator can
be decomposed into Lorentz-covariant structures weighted

by amplitudes ~Aiðl2; l � PÞ. Equation (C4) establishes the

relation Eq. (13) between ~A�
i ðl2; l � PÞ and ~Aiðl2;�l � PÞ.

Further relations derived from Eqs. (C2) and (C3) reduce
the number of possible nonzero amplitudes, eventually
leading to the parametrization Eq. (12).

14Where, as before, jy� �yj ¼ Oða ffiffiffi
n

p Þ.
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As a side remark, we briefly discuss the case of staple-
shaped gauge links in direction v. The paths transform
according to

½Cð�vÞ�ðL½��Þ ¼ Cð��vÞ; ½Cð�vÞ�ðPÞ ¼ Cð� �vÞ;

½Cð�vÞ�ðTÞ ¼ Cð�� �vÞ; ½Cð�vÞ�ðyÞ ¼ Cð�vÞ: (C6)

The dependence of the correlator on the direction v leads
to the appearance of new amplitudes [16], in total we now
have 32. Moreover, the amplitudes now depend on the
Lorentz-invariants l2, l � P, �v � l, ð�vÞ2, and �v � P.
The amplitudes ~Ai in the limit � ! 1 can only depend
on variables that are j�j-independent combinations of
these invariants [36,96]. To obtain a complete set of
such variables, we divide the invariants by appropriate
powers of j�v � Pj, a quantity that remains finite in the
limiting case v ¼ �n, Pþ � mN relevant for the discus-
sion of SIDIS or the Drell-Yan process. We can thus

write the amplitudes as functions ~Aiðl2; l � P; v � l=
jv � Pj; ��1; v � P=jv � PjÞ, with ��1 � v2=j2v � Pj2.
Inserting Eq. (C6) into Eqs. (C1)–(C4), we find that the
transformations ðyÞ and ðPÞ leave v2 and v � P invariant,
unlike ðTÞ, which changes the sign of v � P. Therefore,
time reversal ðTÞ, rather than restricting the number
of amplitudes, establishes relations between ampli-

tudes ~Aið. . . ;þ1Þ and ~Aið. . . ;�1Þ. The amplitude with
sgnðv � PÞ ¼ 1 corresponds to SIDIS, the amplitude with
sgnðv � PÞ ¼ �1 describes DY. Some amplitudes are inde-
pendent of sgnðv � PÞ, others switch sign. Those latter
amplitudes lead to time-reversal-odd, process-dependent
TMDs like the Sivers function f?1T .

APPENDIX D: SYMMETRY-IMPROVED
OPERATORS

Looking at Eqs. (C5), we see that the symmetry trans-
formation of the link prescription features a common
structure consisting of a backward and a forward trans-
formation that leaves, as a whole, the vector between start
and end point of the link invariant. In mathematical terms

C l ! DðgÞC ~Dðg�1Þl: (D1)

Here g is a group element of one of the respective sym-
metry groups, i.e., Lorentz transformations, parity trans-
formation, time reversal, or Hermitian conjugation. The
representation DðgÞ of that group element acts on the link
path, while the representation ~DðgÞ acts on vectors. The
representation ~D can be deduced from D by looking at the
transformation behavior of the vector between start and
end point of a link path, i.e.,

~DðgÞl :¼ ½DðgÞCl�ð0Þ � ½DðgÞCl�ð1Þ: (D2)
When constructing a discretized version of the gauge link
operator, we can reduce discretization artefacts by preserv-
ing those symmetry transformation properties of the link
path that have a correspondence in discrete Euclidean
space. In this context, it is convenient to represent the

discrete link path as a sequence of shifts of one lattice

unit. Let 1̂, 2̂, 3̂, 4̂ denote vectors of length a along the four
lattice axes. A lattice link path may thus be represented as

Clatl ¼ ½sðnÞ; . . . ; sð1Þ�, with sðiÞ 2 f�4̂; . . . ;�1̂; 1̂; . . . ; 4̂g.
The sample link path of Fig. 4 is given by Clatl ¼
½1̂; 2̂; 1̂; 1̂; 2̂; 1̂; 1̂; 2̂; 1̂�. On the lattice, the Lorentz group
and parity are replaced by the hypercubic group [97,98]

H ð4Þ ¼ fðb; �Þjb1; b2; b3; b4 2 f0; 1g; � 2 S4g; (D3)

where S4 is the set of permutations of f1; 2; 3; 4g. The
action of a given group element h ¼ ðb;�Þ of H(4) on a
link path is given by

sðiÞ ! s0ðiÞ ¼

8>>>>>>>>>>>><>>>>>>>>>>>>:

�ð�1Þb4 d�ð4Þ : sðiÞ ¼ �4̂

� � �
�ð�1Þb1 d�ð1Þ : sðiÞ ¼ �1̂

ð�1Þb1 d�ð1Þ : sðiÞ ¼ 1̂

. . .

ð�1Þb4 d�ð4Þ : sðiÞ ¼ 4̂

(D4)

i.e., H(4) permutes axis labels and inverts the direction of
lattice axes. This defines DðhÞ. Hermitian conjugation ðyÞ
of the matrix element reverses the ordering of the shifts and
negates them,

DðyÞ½sðnÞ; . . . ; sð1Þ� ¼ ½�sð1Þ; . . . ;�sðnÞ�: (D5)

The representation ~D is deduced from the transformation

behavior of l ¼ P
n
i¼1 s

ðiÞ,

~Dðh�1Þl ¼ ðð�1Þb1l�ð1Þ; . . . ; ð�1Þb4l�ð4ÞÞ; (D6)

~DðyÞl ¼ �l: (D7)

The operation y is its own inverse and commutes with any
h 2 Hð4Þ. Thus we can define a larger group

G � [
h2Hð4Þ

fh;y  hg: (D8)

The function Clat we use to determine the link path for a
given vector l is a Bresenham-like algorithm that produces
a steplike path close to the straight continuum line. It turns
out that, in general, this algorithm is not invariant under
transformations of the form Eq. (D1). However, it is simple
to form a superposition of gauge links that has the desired
properties:

�Ul � 1

#G

X
~g2G

U½Dð~gÞClat~Dð~g�1Þl�: (D9)

All gauge links in the above superposition run from l to 0.
Thanks to the properties of the algorithm Clat, the above
sum does not contain link paths that have an extent in
the Euclidean 4-direction. Performing the substitution
Eq. (D1) on the right-hand side of the equation above,
we obtain
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1

#G

X
~g2G

U½Dð~gÞDðgÞClat~Dðg�1Þ ~Dð~g�1Þl�

¼ 1

#G

X
~g2G

U½Dð~g  gÞClat~Dðð~ggÞ�1Þl�

¼ 1

#G

X
ĝ2G

U½DðĝÞClat~Dðĝ�1Þl� ¼ �Ul; (D10)

becauseG  g ¼ G. So �Ul is indeed invariant under trans-
formations Eq. (D1) for any g 2 G.

In practice, the sum of Eq. (D9) contains typically only a
few distinct link paths. We evaluate three-point functions
for all these different paths. In the final analysis, we form the
superpositions using appropriate weights for the individual
paths corresponding to their multiplicities in the sum.

APPENDIX E: CHARGE
CONJUGATED OPERATOR

In the presence of a general link path C, a gauge invariant
definition of the correlator �c of Ref. [9] is obtained by
applying charge conjugation C to the whole operator,

�c½��ðk; P; S; CÞ �
Z d4l

ð2�Þ4 e
�ik�l

� 1

2
hP; SjC �qðlÞ�U½Cl�qð0ÞCjP; Si

¼ �½��0�2�T�2�0�ð�k; P; S; CðyÞÞ; (E1)

where the conjugated link path CðyÞ is defined in Eq. (C5).
The straight gauge link and the staple-shaped gauge link
turn out to be unaffected by the charge conjugation,

CsWðyÞ ¼ CsW, CðvÞðyÞ ¼ CðvÞ.
For completeness, we show the proof of the third line of

the above equation. Using CA�ðxÞC ¼ �A�ðxÞ,
CqðxÞC ¼ i�0�2 �qTðxÞ, C �qðxÞC ¼ qTðxÞi�0�2, where T
is acting on Dirac and color indices only, we get

C �qðlÞ�U½Cl�qð0ÞC ¼ qTðlÞi�0�2�U½Cl��i�0�2 �qTð0Þ
¼ � �qð0Þði�0�2�i�0�2ÞTU½Cl�yqðlÞ:

(E2)

In the last line, we have used that fermion fields anti-

commute. Denoting reverse path-ordering �P , we find that
the Hermitian conjugate of the gauge link reverses its
direction,

U½Cl�y ¼
�
P exp

�
�ig

Z 1

0
dAðClðÞÞ � _ClðÞ

��y
¼ �P exp

�
þig

Z 1

0
dAðClðÞÞ � _ClðÞ

�
¼ P exp

�
þig

Z 1

0
d~AðClð1� ~ÞÞ � _Clð1� ~Þ

�
¼ P exp

�
�ig

Z 1

0
d~Að~Clð~ÞÞ � _~Clð~Þ

�
¼ U½~Cl�;

(E3)

where ~Clð~Þ � Clð1� ~Þ. Using translation invariance, we
obtain

~�c½��ðl;P;S;CÞ¼hP;Sj �qð0Þð��0�2�T�0�2ÞU½~Cl�qðlÞjP;Si
¼hP;Sj �qð�lÞð��0�2�T�0�2Þ
�U½~Cl�l�qð0ÞjP;Si

¼ ~�c½��0�2�T�0�2�ð�l;P;S;CðyÞÞ; (E4)

because ~ClðÞ � l ¼ C�ð�lÞð1� Þ þ ð�lÞ ¼ CðyÞ�l ðÞ.
Carrying out the Fourier transform with respect to l, we
arrive at Eq. (E1).

APPENDIX F: IMPLEMENTATION DETAILS
OF LINK RENORMALIZATION

We calculate rectangular Wilson loops on the lattice

W latðr; TÞ � 1

3
hhtrcUlat½Cr;T�ii (F1)

for closed paths Cr;T as depicted in Fig. 23. Here r is a

spatial vector between lattice sites. For the corresponding
spatial sections of the gauge link, we use steplike paths as
in Sec. III A. For large enough T,

W latðr; TÞ 
 cðrÞ expð�VlatðrÞTÞ: (F2)

Taking lattice data at fixed r and a range of values T
enables us to determine V latðrÞ and cðrÞ from an exponen-
tial fit. To obtain a smooth interpolating curve of the static
quark potential as a function of R � jrj, and to reduce
discretization errors, we follow Refs. [45,99] and fit the
functional form

V̂ latðrÞ ¼ �̂ R̂�
=R̂þ Ĉ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
�V̂ðRÞ

� 

�
V̂ lat
pertðr̂Þ � 1=R̂

�
(F3)

to the data obtained for V̂ latðrÞ. Here the hat ^ indicates that
the respective dimensionful quantity is expressed in lattice

units. The potential V̂lat
pertðrÞ is obtained from single gluon

exchange between the temporal links in lattice perturbation
theory. The corrective term [100] proportional to , asso-
ciated with breaking of rotational invariance, becomes

negligible for R * 3a. For the calculation of V̂lat
pertðrÞ we

use the inverse gluon propagator of the MILC action [101],
and, if the potential is calculated on smeared gauge

FIG. 23. Rectangular Wilson loop in the calculation of the
static quark potential.
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configurations, the appropriate HYP-smearing coefficients
~h ��; ��ðkÞ from Ref. [102]. Once the fit parameters �̂, 
, Ĉ,

and  have been determined, we obtain �m̂ from equating

the renormalized potential V̂renðRÞ ¼ V̂ðRÞ þ 2�m̂ with

the string potential V̂stringðRÞ ¼ �̂ R̂��=12R̂ at a match-

ing point R̂ ¼ 1:5r̂0 ¼ 1:5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1:65� 
Þ=�p

,

2�m̂ ¼ �Ĉþ 1

1:5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�̂

1:65� 


s �

� �

12

�
: (F4)

APPENDIX G: ESTIMATING DISCRETIZATION
ERRORS FROM THE GAUGE LINK

A comparison of YlineðRÞ defined in Eq. (36) for different
lattice spacings allows us to get an idea about the size of
discretization errors coming from the gauge link. While the
renormalized quantity Yren

lineðRÞ must be independent of the

lattice action, smearing and the lattice spacing, �m and
YlineðRÞ, can assume different numerical values for differ-
ent lattice spacings:

Yren
lineðRÞ ¼ YlineðR;a1Þ þ �mða1Þ ¼ YlineðR;a2Þ þ �mða2Þ:

Thus the right-hand side of the difference

�mða2Þ � �mða1Þ ¼ YlineðR; a1Þ � YlineðR; a2Þ (G1)

should be R-independent up to lattice artefacts. We esti-
mate the latter by comparing two different link lengths R1

and R2,

�ðR1; R2; a1; a2Þ � ðYlineðR1; a1Þ � YlineðR1; a2ÞÞ
� ðYlineðR2; a1Þ � YlineðR2;a2ÞÞ:

(G2)

As a technical note, we mention that we employ a spline
interpolation in order to be able to evaluate YlineðRÞ at
arbitrary values R. If there were no discretization errors
at all,�would be zero for any choice of a1, a2, R1, and R2.
We remark that YlineðRÞ can naturally provide an alternative
way to fix �m, e.g., with a (gauge-dependent) renormal-
ization condition Yren

lineðR0Þ ¼ 0 for some fixed length R0.

This has already been suggested long ago in
Refs. [103,104]. Comparing with Eq. (G1), we learn that
� can be understood as a discrepancy in the values �m
needed to renormalize Yline at two different link lengths R1

and R2. Our goal here is to estimate discretization errors for
the coarse-04 lattice, so we need to compare Yline deter-
mined on the coarse-04 lattice (a1 
 0:12 fm) with the
other other -04 ensembles (a2 
 0:06, 0.09, and 0.18 fm).
We choose R2 ¼ 1:5r0 ¼ 0:70 fm, the same length scale
we use as a matching point in our determination of �m
from the static quark potential. Figure 24(a) shows
�ðR1; R2 ¼ 1:5r0; a1 ¼ 0:12 fm; a2Þ for the different
available lattice spacings a2 as a function of R1. We find
that the magnitude of� and its slope are largest when R1 is
small, i.e., when R1 is of the order of a few lattice spacings

a1 or a2. This finding corresponds to the discrepancies
already observed in Fig. 11(b) in the region R & 0:25 fm
and leads to the conclusion that very short gauge links
suffer from significant discretization errors. We now
choose R1 ¼ 0:25 fm, i.e., the shortest length of gauge
links we accept in our TMD analysis. The corresponding
values �ðR1 ¼ 0:25 fm; R2 ¼ 1:5r0; a1 ¼ 0:12 fm; a2Þ
give rise to the data points with statistical error bars at
the dashed vertical line on the left in Fig. 24(a). The same
data points are plotted with respect to a2 in Fig. 24(b).
Assuming discretization errors of OðapÞ, we have per-
formed one-parameter fits of the form

FIG. 24 (color online). (a) R1-dependence of �ðR1; R2; a1; a2Þ
for fixed a1 and R2. The dashed line corresponds to the
superfine-04 ensemble with a2 
 0:06 fm, the solid line to
the fine-04 ensemble with a2 
 0:09 fm, and the dotted
line to the extracoarse-04 ensemble with a2 
 0:18 fm.
(b) a2-dependence of �ðR1; R2; a1; a2Þ for fixed a1, R1, and
R2. The solid data points correspond to the data points extracted
at R1 ¼ 0:25 fm in the figure above. The curves with statistical
error bands are fits to � assuming discretization errors �ap. The
data point at a 
 0:18 fm has been excluded from the fit. The
data points with crosses indicate the extrapolated values
�½�m�dis at a2 ¼ 0. Note: An error of �½�m�dis ¼ 0:01 GeV
corresponds to an uncertainty of about 2% in the width 2=�2;u of

the Gaussian we obtain for the x-integrated unpolarized distri-

bution f½1�1;uðk2?Þ.
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�ðR1; R2; a1; a2Þ 
 cða2p � a1
pÞ (G3)

to the data points in Fig. 24(b). At present, we do not know
the order of convergence p. Appendix B shows that
p � 1=2 in the naive continuum limit. We have tried out
fits with p ¼ 1=2, p ¼ 1, and p ¼ 2, always excluding the
data point from the extra coarse-04 lattice from the fit. In
order to estimate discretization errors for the coarse-04
lattice, we use the above fits to extrapolate � to a2 ¼ 0,

�½�m�dis � j lim
a2!0

�ðR1; R2; a1; a2Þj; (G4)

where R1 ¼ 0:25 fm, R2 ¼ 1:5r0, and a1 
 0:12 fm are
kept fixed. We can interpret �½�m�dis as the size of a
spurious R-dependence of �m that appears when we match
Yline at finite lattice spacing a1 to Yline in the continuum
over a range of link lengths between R1 and R2.
Thus �½�m�dis can be effectively treated as an uncertainty
in �m. For the three different values of p, we obtain from
the fits �½�m�dis ¼ 0:0573ð59Þstat GeV, �½�m�dis ¼
0:0323ð34Þstat GeV, and �½�m�dis ¼ 0:0200ð21Þstat GeV,
respectively. For our presentation of numerical results in
Sec. V, we select the value obtained from the assum-
ption of OðaÞ convergence: �½�m�dis ¼ 0:0323 GeV, or
�½�m̂�dis ¼ 0:0194 in lattice units. With respect to our
analysis based on a Gaussian parametrization, the main
effect of�½�m�dis is an additional uncertainty in the widths
�i;q of the amplitudes ~Ai;qðl2; 0Þ.

We remark that our determination of �½�m�dis is based
on open gauge links U½Cl� evaluated on a gauge fixed
ensemble. Discretization effects of the complete gauge
invariant operator �qðlÞ�U½Cl�qð0Þ might be different, es-
pecially for short gauge links. Our value �½�m�dis deter-
mined with open Wilson lines can thus only serve as an
order-of-magnitude estimate of potential discretization
errors.

APPENDIX H: EXPANSION IN TERMS OF
LOCAL LATTICE OPERATORS

The nonlocal lattice operators studied in this work can
be written as weighted sums of local operators involving
higher derivatives. It is well-known that due to the loss of
translational and rotational symmetries on the lattice, in
particular, the operators with two or more derivatives will
mix with operators of lower mass dimension under renor-
malization. This type of mixing involves inverse powers of
the lattice spacing, and hence the respective contributions
have to be subtracted explicitly before the continuum limit
can be taken, which is in practice a difficult task. The
question then naturally arises if and how these observations
can be reconciled with the known renormalization proper-
ties of a manifestly nonlocal operator as explained and
used in Sec. III D. Although we are not able in the course
of this exploratory study to provide a definite answer, we
will briefly explore this question in the following and at
least show that our renormalization prescription of the

nonlocal operator on the one hand, and operator-mixing
within an expansion in terms of local operators on the
other, are not in any apparent contradiction to each other.
To keep the discussion simple, we consider here a non-

local operator with a straight-link of length ‘ in the direc-
tion of the unit vector ê�

O�ð‘ê�Þ � �qð0Þ�U½0; ‘ê��qð‘ê�Þ: (H1)

Our discrete representation of O�ð‘ê�Þ on the lattice is

½O�ðn�̂Þ�lat � �qð0Þ�Uð0; �̂Þ � � �Uððn� 1Þ�̂; n�̂Þqðn�̂Þ;
(H2)

where n ¼ ‘=a. Together with a discretization prescription
for the covariant derivative on the lattice, e.g.,

D�fðxÞ � 1

a
fUðx; xþ �̂Þfðxþ �̂Þ � fðxÞg; (H3)

we can write ½O�ðn�̂Þ�lat as a weighted sum of local lattice
operators,

½O�ðn�̂Þ�lat ¼ �qð0Þ�ðaD� þ 1Þnqð0Þ

¼ Xn
k¼0

n

k

 !
ak �qð0Þ�Dk

�qð0Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
�½O�;k

�
�lat

: (H4)

To simplify the discussion of operator mixing, we only

consider mixing of operators ½O�;k
� �lat among themselves,

½O�;k
� �lat ¼ X1

j¼0

Zkja
j�k½O�;j

� �ren

¼ a�kZk0½O�;0
� �ren þ � � � þ Zkk½O�;k

� �ren þ � � � :
(H5)

Here the powers of a required to render the mixing coef-
ficients Zkj dimensionless can become negative, the worst

case being the potential mixing with the derivative-free

operator ½O�;0
� �lat. Inserting the above expression into the

second line of Eq. (H4) yields

½O�ðn�̂Þ�lat ¼ X1
j¼0

�Xn
k¼0

n
k

� �
Zkj

�
n�j

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
�cjðnÞ

‘j½O�;j
� �ren: (H6)

For the discussion of the continuum limit, it is at this point
important to distinguish two cases:
(1) keeping n ¼ ‘=a fixed as a ! 0, or
(2) keeping ‘ fixed as a ! 0, i.e. sending n ! 1.
In the first case, it is easy to see that within the operator

expansion in Eq. (H6), inverse powers of a due to mixing
are not an issue, since they no longer show up explicitly.
Clearly, in the continuum limit, the physical extent ‘

shrinks to zero, and only the operator ½O�;0
� �ren contributes

on the right-hand side in Eq. (H6), while ½O�ðn�̂Þ�lat for
fixed n is just the discrete representation of a local
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continuum operator. This local interpretation of
½O�ðn�̂Þ�lat is, however, not the one relevant for this study.

We now turn to the second case, where the length ‘ is
kept fixed. As a ! 0, n ! 1, the number of terms in
Eq. (H6) increases, and due to the quickly growing bino-
mial coefficients, the coefficients cj eventually receive

infinitely large contributions. Without detailed knowledge
about the mixing coefficients Zkj, we cannot derive the

renormalization properties of the nonlocal lattice operator
from Eq. (H6). It is essential to realize, however,
that the renormalized form of the nonlocal operator is
known, both in the continuum [55–59], and on the lattice
from heavy quark effective theory in the static quark
limit [61–64,103]. Restating Eq. (31), the nonlocal
operator can be written in terms of the renormalized op-
erators as

½O�ðn�̂Þ�lat ¼ Z�;ze
n�m̂½O�ð‘ê�Þ�ren: (H7)

Inserting this into Eq. (H6), we find that

½O�ð‘ê�Þ�ren¼
X1
j¼0

Z�1
�;ze

�n�m̂cjðn¼‘=aÞ‘j½O�;j
� �ren: (H8)

With linearly independent ½O�;j
� �ren, and assuming a mar-

ginal (not powerlike) a-dependence of the renormalized
operators, one finds that for fixed ‘ the coefficients cj have

to scale in unison with the lattice spacing a independent of
j, according to

cj / Z�;ze
�m̂‘=a: (H9)

Such an exponential scaling of the cj is indeed not an

implausible scenario and can be driven by the binomial
coefficients; cf. Eq. (H6). We conclude that a simple
dimensional analysis does not reveal any obvious conflict
between mixing of local operators and the renormalization
properties of our nonlocal operator. By evaluating the non-
local operator directly, we apparently bypass the severe
1=an-mixing problem that complicates the computation of

individual local operators with higher derivatives on the
lattice.
As a final side remark, we note that the last line of

Eq. (H4) can be simply rewritten as

½O�ðn�̂Þ�lat ¼ X‘=a
k¼0

‘k
‘=a
k

� �
ð‘=aÞ�k|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

~Clat
k ð‘=aÞ

�qð0Þ�Dk
�qð0Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

�½O�;k

�
�lat

;

(H10)

which has the form of an operator product expansion
(OPE) [105,106] in terms of a complete set of local opera-

tors Oið0Þ and dimensionless coefficients ~Cið‘Þ (see, e.g.,
chapter 18.3 of Ref. [107])

½O�ð‘ê�Þ�ren ¼
X
i

‘di�3 ~Cið‘Þ½Oið0Þ�ren: (H11)

Here, di denotes the canonical mass dimension of operator
Oi, and all renormalized operators in the above equation
depend implicitly on the renormalization scale . Unlike
an OPE in the continuum, the expansion on the lattice
Eq. (H10) terminates after a finite number of operators,
but is nevertheless an exact identity among lattice opera-

tors. For k � ‘=a, the binomial coefficient is ~Clat
k ð‘=aÞ 


1=k! such that the first terms in the sum remind us of a
regular Taylor expansion.
Interestingly, a strategy proposed to overcome issues of

operator mixing in the calculation of higher moments of
structure functions [108] involves lattice correlators that
are quite similar to those employed in the study at
hand. This strategy introduces a bilocal operator

�qðlÞ���ðlÞ ��ð0Þ��qð0Þ with a fictitious heavy quark field
�. The connection to our approach can be seen in the static
quark limit m� ! 1, where the field � can be integrated

out and �ðlÞ ��ð0Þ essentially becomes a Wilson line in 4-
direction. The strategy of Ref. [108] requires a continuum
extrapolation and interpretation of the bilocal operator
before local operators are determined from the matching
to an OPE, thus avoiding complications related to the
reduced symmetries of the lattice.
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Europhys. Lett. 88, 61001 (2009).
[35] R. D. Tangerman and P. J. Mulders, Phys. Rev. D 51, 3357

(1995).
[36] B. U. Musch, Ph.D. thesis, TU München, 2009

[arXiv:0907.2381].
[37] K. Goeke, A. Metz, P. V. Pobylitsa, and M.V. Polyakov,

Phys. Lett. B 567, 27 (2003).
[38] A. Bacchetta, D. Boer, M. Diehl, and P. J. Mulders, J. High

Energy Phys. 08 (2008) 023.
[39] J. E. Bresenham, IBM Systems Journal 4, 25 (1965).
[40] G. Martinelli and C. T. Sachrajda, Nucl. Phys. B316, 355

(1989).
[41] D. Dolgov et al. (LHP Collaboration), Phys. Rev. D 66,

034506 (2002).
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