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Using the canonical method, we investigate the Dp-brane world-volume noncommutativity in a weakly

curved background. The term ‘‘weakly curved’’ means that, in the leading order, the source of nonflatness

is an infinitesimally small Kalb-Ramond field B��, linear in coordinate, while the Ricci tensor does not

contribute, being an infinitesimal of the second order. On the solution of boundary conditions, we find a

simple expression for the space-time coordinates in terms of the effective coordinates and momenta. This

basic relation helped us to prove that noncommutativity appears only on the world sheet boundary. The

noncommutativity parameter has a standard form, but with the infinitesimally small and coordinate-

dependent antisymmetric tensor B��. This result coincides with that obtained on the group manifolds in

the limit of the large level n of the current algebra. After quantization, the algebra of the functions on the

Dp-brane world volume is represented with the Kontsevich star product instead of the Moyal one in the

flat background.
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I. INTRODUCTION

Quantization of the open-string ending on Dp branes has
been studied in many papers [1–12]. In the presence of the
Kalb-Ramond antisymmetric tensor field B��, the Dp

brane becomes a noncommutative manifold.
In the simplest case, all background fields—the metric

tensor G��, the antisymmetric tensor B��, and the dilaton

field�—are constant. Geometrically, it corresponds to the
embedding of a flat Dp brane into a flat background. In that
case, the dilaton field does not give any contribution, and
the quadratic action represents two-dimensional free-field
theory. The constant B�� field does not affect the dynamics

in the world sheet interior. It contributes only to its bound-
ary and it is a source of noncommutativity. Several meth-
ods have been used to investigate this case: the operator
product expansion of the open-string vertex operator [2,3],
the mode expansion of the classical solution [4], the meth-
ods of conformal field theory [5], and the canonical quan-
tization for constrained systems [6,8].

In Refs. [7,8], the inclusion of a dilaton field, linear in
space-time coordinates, has been investigated. Because
only the gradient of the dilaton field appears in space-
time field equations, this case technically behaves similarly
to that with a constant background. The dilaton field in-
duces a commutative Dp-brane coordinate in the direction
of the dilaton gradient @��. For some particular relation

between background fields, when @�� is a lightlike vector

with respect to the open- or closed-string metrics, the local
gauge symmetries appear. They turn some Neumann
boundary conditions into Dirichlet ones and decrease the
number of Dp-brane dimensions [8].

In Refs. [9], the noncommutative properties of the Dp-
brane world volume embedded in the space-time of Type
IIB superstring theory have been investigated. Similarly as
in the bosonic theory, the presence of �-antisymmetric
fields leads to noncommutativity of the supercoordinates.
In the case of Type IIB theory, this supermultiplet beside
B�� from the NS-NS (Naveu-Schwarz) sector contains the

difference of two gravitons, c ��� from the NS-R (Ramond)

sector and the symmetric part of the bispinor F�� from the
R-R sector.
In all previous investigations, the target space was

assumed to be flat. In the present paper, we investigate
the deformation of the Dp-brane world volume in a
curved background. We choose a background such that
the metric tensor G�� is constant, the antisymmetric

tensor B�� is linear in coordinate, and its field strength

B��� is a nonvanishing parameter [3,10]. This choice is

in accordance with the space-time equations of motion,
obtained from the world sheet conformal invariance, as
far as we can neglect the Ricci tensor. So, we demand
that B��� is an infinitesimal parameter and we work in

the leading order in B��� throughout the whole paper.

The Ricci tensor is thus neglected as an infinitesimal of
the second order. We call this choice the weakly curved
background. Physically, this case corresponds to the
embedding of a curved Dp brane into a curved
background.
The open string with the nonvanishing field strength of

the Kalb-Ramond field has been investigated in
Refs. [10,11]. The correlation functions have been com-
puted on the disk, and, therefrom, the Kontsevich product
has been extracted. The considerations in Ref. [10] have
been restricted to the weakly curved background, while
those of Ref. [11] have been restricted to the first order in
the derivatives of the background fields.
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In [13], the same problem has been considered using
the canonical method and some approximations based on
low-energy limits. The main result is the new type of
noncommutativity relation, where the noncommutativity
parameter depends not only on coordinates but also on
momenta. In the Lagrangian formulation, it means that it
depends on the coordinates’ time derivatives. This form of
parameter has not been observed by the path-integral
method, in Refs. [10,11]. So, the results obtained in the
treatment of the same physical problem with a different
formalism (in Refs. [10,11] using the path-integral method
and in Ref. [13] using the canonical method) are not the
same but differ essentially.

Therefore, to be able to better elucidate the evident dis-
crepancies of these results, we developed a systematic
canonical approach in which these ambiguities could be
solved properly and the relation between Ref. [13] and
Refs. [10,11] could be clarified. First, does the
momentum-dependent term exist? Second, if this term ex-
ists, under which conditions does it disappear, like in
Refs. [10,11]? Third, might there exist some new
momentum-dependent terms, missed in [13] as a conse-
quence of the low-energy limit assumption?

In the present paper, the problem of the open string in the
weakly curved background is treated using canonical
methods. The approach applied to the constant background
fields [6,8] is generalized to the case of the curved one. The
boundary conditions are treated as canonical constraints.
Using the Dirac requirement (that the time derivatives
of the primary constraints are also constraints) and
Lagrangian equations of motion, we obtain the infinite
set of constraints in the Lagrangian form.

Following the line of Refs. [8] using the Taylor expan-
sion, we represent this infinite set of constraints at a point
(� ¼ 0 and � ¼ �) with two �-dependent constraints,
even and odd under world sheet parity transformation
(�: � ! ��). It is remarkable that these constraints can
be expressed in compact form, in terms of coordinates,
their first � and � derivatives, and their integrals.

At this point and thereafter, we switched from the
Lagrangian to the Hamiltonian method. We checked the
validity of the procedure by calculating the Poisson brack-
ets between the Hamiltonian and the constraints, reaching
the conclusion that these are, in fact, Hamiltonian con-
straints and that they form a complete set of constraints.

All constraints except the zero modes [14] are of the
second class, and we solve them explicitly. On this solu-
tion, the original canonical variables can be expressed in
terms of the effective ones. Imposing 2� periodicity, the
constraints at � ¼ � can be expressed in terms of those at
� ¼ 0. We separately solve the symmetric and antisym-
metric parts of the constraints and express�-odd variables
in terms of �-even ones. So, the constraints appear as
particular orbifold conditions, reducing the initial phase
space to the �-even and 2�-periodic ones.

The transition from the initial phase space to the effec-
tive phase space on the orbifold requires some comment
about the corresponding canonical brackets. We make a
transition to the effective phase space with the variables q�

and p�, 2�-periodic and symmetric under the transforma-

tion � ! ��, with � 2 ½��;��, in two steps.
In the initial phase space, with the variables x� and ��,

we use the standard Poisson brackets with � 2 ½0; ��.
Because the basic effective canonical variables q� and
p� ( �q� and �p�) are not arbitrary functions but contain

only the even (odd) powers in�, their brackets do not close
on the standard 	 function on the interval ½0; ��, but on the
symmetric (antisymmetric) 	 function on the interval
½��;�� times 2 (see Appendix B).
We also impose the boundary condition �� ¼ 0. Instead

of using the Dirac brackets associated with the second-
class constraints ��, we solve the constraints �� ¼ 0 and

then use the equivalent star brackets between the variables
restricted to the constrained subspace.
The initial coordinates x� depend both on the effective

coordinates q� and their canonically conjugated momenta
p�. This fact is a source of noncommutativity. The coef-

ficient in front of the momenta p� is not a constant, as in

the case of the flat background, but depends on the effec-
tive coordinates q�. Because of this, the noncommutative
parameter will also depend on q�. This fact is the source of
nonassociativity.
We want to stress that, even in the curved background,

after nontrivial calculations, it turns out that only the end
points of the string are noncommutative, while the interior
of the string commutes. At the world sheet’s boundary, the
�-odd parts of the coordinates vanish ( �qð0Þ ¼ 0 and
�qð�Þ ¼ 0) and, consequently, the effective coordinate is
equal to the original one. So, we can say that the non-
commutative parameter depends on the original variables
x�. Formally, it has the same form as in the flat back-
ground, but now the Kalb-Ramond field is infinitesimal and
linear in coordinate.

II. OPEN-STRING PROPAGATION IN A
WEAKLY CURVED BACKGROUND

Let us consider the open bosonic string in the nontrivial
background defined by the space-time fields: the metric
G�� and the Kalb-Ramond antisymmetric tensor B��. The

propagation is described by the action [15,16]

S ¼ 

Z
�
d2�

�
1

2
���G��ðxÞ þ 
��B��ðxÞ

�
@�x

�@�x
�

ð"01 ¼ �1Þ; (2.1)

where integration goes over the two-dimensional world
sheet � with coordinates ��, � ¼ 0; 1. By x�ð�Þ;
� ¼ 0; 1; . . . ; D� 1, we denote the coordinates of
the D-dimensional space-time. Throughout the paper, we
will use the notation �0 ¼ �, �1 ¼ � and _x ¼ @x

@� , x
0 ¼ @x

@� .
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In order to preserve the quantum world sheet conformal
invariance, the� functions for both background fields must
vanish as necessary conditions for the consistency of the
theory. To the lowest order in the string slope parameter �0,
they have the form [15]

�G
�� � R�� � 1

4B���B�
�� ¼ 0; (2.2)

�B
�� � D�B

�
�� ¼ 0: (2.3)

Here, B��� ¼ @�B�� þ @�B�� þ @�B�� is the field

strength of the field B��, and R�� and D� are the Ricci

tensor and the covariant derivative with respect to the
space-time metric.

In fact, to fulfill conformal invariance, it is necessary to
introduce an additional background field, the dilaton field
� and the corresponding � function. Only derivatives of
the dilaton field give a contribution to all � functions, so
that the space-time equations of motion (2.2) and (2.3) are
correct under the assumption � ¼ const.

It is an enormous task to make further progress with
arbitrary background fields. Instead, we can employ a
particular solution of the space-time field equations. We
want to have the solution which admits a curved back-
ground, but to be technically as simple as possible.

It is clear that the nonzero Ricci tensor R�� implies a

nontrivial B���. Following [3,10], we choose the field

strength of the Kalb-Ramond field to be constant (B��� ¼
const) and infinitesimally small. This solves Eq. (2.3), and
we can neglect the curvature R�� in (2.2) as an infinitesi-

mal of the second order. Consequently, in the leading order,
the solution of the space-time equations of motion pro-
duces the following background fields:

G�� ¼ const; B��½x� ¼ 1
3B���x

�; (2.4)

where the parameter B��� is constant and infinitesimally

small. Through the paper, we will work up to its first order.
So, the chosen background is ‘‘weakly curved’’ as a con-
sequence of the infinitesimally small Kalb-Ramond field
B��, while the contribution of the Ricci curvature R�� can

be neglected.
In the case of open string, the minimal action principle

produces the equation of motion

€x � ¼ x00� � 2B�
�� _x�x0� (2.5)

and the boundary conditions on string end points

��
0 j�¼0;� ¼ 0; (2.6)

where we have introduced the variable

�
�
0 ¼ x0� � 2ðG�1BÞ�� _x

�: (2.7)

Note that the linear background field B�� contributes to the

equation of motion through its field strength. This is an
essential difference from the case of the constantB��, when

it does not appear in the equation ofmotion (B��� ¼ 0), and

the second term in the action (2.1) is topological.

III. LAGRANGIAN CONSISTENCY CONDITION

We are going to treat the boundary conditions (2.6) as
the constraints. Because they must be conserved in time,
their time derivative produces the new constraints, for
which we again require time conservation. For technical
reasons, instead of applying the Dirac consistency proce-
dure, we will use the analogous Lagrangian consistency
procedure.

A. Infinite set of constraints

Starting with the boundary condition ��
0 as a constraint,

with the help of the equation of motion, we obtain the
infinite set of constraints at the string end points

��
n j�¼0;� ¼ 0; ��

nþ1 � _��
n ðn � 0Þ: (3.1)

In order to find the explicit form of these constraints, we
introduce the following functions:

�� ¼ �
�
0 ¼ x0� � 2ðG�1BÞ�� _x

�;

~�� ¼ _x� � 2ðG�1BÞ��x
0�;

Q��
n ¼ _xðnÞ�xðnþ1Þ�;

R��
n ¼ xðnþ2Þ�xðnþ1Þ� þ _xðnÞ� _xðnþ1Þ�;

(3.2)

where xðnÞ� ¼ @n

@�n x�. On the equation of motion (2.5),

their time derivatives in the leading order are

_�� ¼ ~�0�; _~�� ¼ �0� � 2
3B

�
��Q

��
0 ;

_Q��
n ¼ R��

n ; _R��
n ¼ Q00��

n � 4Q��
nþ1:

(3.3)

Therefore, their second time derivatives are closed on the
same set of functions:

€��¼�00�� 2
3B

�
��Q

0��
0 ; €~��¼ ~�00�� 2

3B
�
��R

��
0 ;

€Q��
n ¼Q00��

n �4Q��
nþ1;

€R��
n ¼R00��

n �4R��
nþ1:

(3.4)

It is clear that the constraints with even indices, �
�
2n,

depend on �� and Q��, and the ones with odd indices,
��
2nþ1, depend on ~�� and R��. Moreover, notice that every

term in ��
n has exactly nþ 1 derivatives over � and �. So,

the expression of �
�
n should have the form

��
2n¼�ð2nÞ��2

3
B�

��

Xn�1

k¼0

�k
2nQ

ð2n�2k�1Þ��
k ðn�1Þ;

�
�
2nþ1¼ ~�ð2nþ1Þ��2

3
B
�
��

Xn�1

k¼0

�k
2nR

ð2n�2k�1Þ��
k ðn�1Þ;

(3.5)

with unknown constants �k
2n and �k

2n. We have already
seen that ��

0 ¼ �� and ��
1 ¼ ~�0�. From the definition

��
2nþ2 ¼ €��

2n, we obtain the recurrence relation
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�0
2nþ2 ¼ �0

2n þ 1;

�k
2nþ2 ¼ �k

2n � 4�k�1
2n ðk ¼ 1; � � � ; n� 1Þ;

�n
2nþ2 ¼ �4�n�1

2n ; (3.6)

with the solution

�k
2n ¼ ð�4Þk

�
n

kþ 1

�
ðk ¼ 0; � � � ; n� 1Þ: (3.7)

Using ��
2nþ1 ¼ _��

2n, we conclude that �k
2n ¼ �k

2n ¼
ð�4Þkð n

kþ1Þ.

B. Compact form of the constraints at � ¼ 0

We obtained the explicit form of the infinite set of
constraints. Let us now multiply every constraint ��

n j�¼0

with the appropriate power of � and sum separately odd
and even powers in �. In this way, we gathered the infinite
set of conditions into only two �-dependent ones:

�
�
S ð�Þ ¼ 0; �

�
A ð�Þ ¼ 0; (3.8)

with

��
S ð�Þ �

X1
n¼0

�2n

ð2nÞ!�
�
2n

���������¼0

¼ �
�
S ð�Þ �

2

3
B
�
��

X1
k¼0

ð�QÞ��k ð�Þ;

�
�
A ð�Þ �

X1
n¼0

�2nþ1

ð2nþ 1Þ!�
�
2nþ1

���������¼0

¼ ~�
�
A ð�Þ �

2

3
B
�
��

X1
k¼0

ð�RÞ��k ð�Þ;

(3.9)

where we introduced the symmetric part of �� and the
antisymmetric part of ~��, defined in (3.2),

��
S ð�Þ �

X1
n¼0

�2n

ð2nÞ!�
ð2nÞ�

���������¼0
;

~��
A ð�Þ �

X1
n¼0

�2nþ1

ð2nþ 1Þ! ~�
ð2nþ1Þ�

���������¼0

(3.10)

and

ð�QÞ��k ð�Þ� X1
n¼kþ1

ð�4Þk n

kþ1

 !
�2n

ð2nÞ!Q
ð2n�2k�1Þ��
k

���������¼0
;

ð�RÞ��k ð�Þ� X1
n¼kþ1

ð�4Þk n

kþ1

 !

� �2nþ1

ð2nþ1Þ!R
ð2n�2k�1Þ��
k

���������¼0
: (3.11)

These sums can be represented in the integral form (see
Appendix C 1)

ð�QÞk��ð�Þ¼
ð�1Þk�
2ðkþ1Þ!

Z �

0
d�2

1

�
Z �1

0
d�2

2 ���
Z �k�1

0
d�2

kðQAÞ��k ð�kÞ; (3.12)

in terms of the antisymmetric part of Q��
k ,

ðQAÞ��k ð�Þ � X1
n¼0

�2nþ1

ð2nþ 1Þ!Q
ð2nþ1Þ��
k

��������0
¼ ½ _xðkÞ�xðkþ1Þ��A:

(3.13)

Notice that

ð�RÞ0��k ð�Þ ¼ ð�QÞk��ð�ÞjQ�R; (3.14)

so that, by analogy, we can write

ð�RÞk��ð�Þ¼
ð�1Þk

4ðkþ1Þ!
Z �

0
d�0

2

�
Z �0

0
d�2

1 ���
Z �k�1

0
d�k

2ðRAÞ��k ð�kÞ;
(3.15)

in terms of the antisymmetric part of R��
k ,

ðRAÞ��k ð�Þ � X1
n¼0

�2nþ1

ð2nþ 1Þ!R
ð2nþ1Þ��
k

��������0

¼ ½xðnþ2Þ�xðnþ1Þ� þ _xðnÞ� _xðnþ1Þ��A: (3.16)

Consequently, we can express �
�
S ð�Þ, defined in (3.9), in

terms of the symmetric part of �� and the antisymmetric

parts of ~��, Q��
k , and R��

k , defined in (3.2).

In order to separate the symmetric and antisymmetric
parts under � parity, we introduce the new variables

q�ð�Þ ¼ X1
n¼0

�2n

ð2nÞ! x
ð2nÞ�

���������¼0
;

�q�ð�Þ ¼ X1
n¼0

�2nþ1

ð2nþ 1Þ! x
ð2nþ1Þ�

���������¼0
; (3.17)

which we will call open-string variables.
In terms of the new variables, we have

�
�
S ¼ �q0� � 2

3B
�
��ð _q�q� þ _�q� �q�Þ;

~�
�
A ¼ _�q� � 2

3B
�
��ðq0�q� þ �q0� �q�Þ;

ðQAÞ��k ¼ _qðkÞ�qðkþ1Þ� þ _�qðkÞ� �qðkþ1Þ�;

ðRAÞ��k ¼ qðkþ2Þ�qðkþ1Þ� þ �qðkþ2Þ� �qðkþ1Þ�

þ _qðkÞ� _qðkþ1Þ� þ _�qðkÞ� _�qðkþ1Þ�:

(3.18)

Using two previous equations, we can rewrite the last
terms in (3.9) as
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X1
k¼0

ð�QÞ��k ¼ h��½ _q; q� þ h��½ _�q; �q�;

X1
k¼0

ð�RÞ��k ¼
Z �

0
d�0fh��½q00; q� þ h��½ �q00; �q�

þ h��½ _q; _q� þ h��½ _�q; _�q�gð�0Þ; (3.19)

where we introduced the function h��½a; b�,
h��½a;b�ð�Þ

¼�

2

X1
k¼0

ð�1Þk
ðkþ1Þ!

Z �

0
d�2

1 ���
Z �k�1

0
d�2

ka
ðkÞ�ð�kÞ

�bðkþ1Þ�ð�kÞ: (3.20)

Using (E2) and (E3), we rewrite the constraints (3.9) as

��
S ð�Þ ¼ �q0� � 2

3B
�
��½ _q�q� þ 1

2
_Q�q0� þ 3

2
_�q� �q��;

�
�
A ð�Þ ¼ _�q� � 2

3B
�
��½q0�q� þ 1

2
_Q� _q� þ 3

2
�q0� �q��: (3.21)

IV. CANONICAL FORM OF THE
CONSTRAINTS AT � ¼ 0

Now, we are ready to make the transition from the
Lagrangian to the Hamiltonian approach. Let us first in-
troduce the canonical momenta corresponding to the coor-
dinates x�,

�� ¼ 
ðG�� _x
� � 2B��x

0�Þ; (4.1)

and the canonical Hamiltonian,

HC ¼
Z �

0
d�

�
1

2

ðG�1Þ������ þ 


2
G��x

0�x0�

þ 2

3
B�

����x
0�x�

�
: (4.2)

Similarly, as in (3.17), we introduce new, open-string mo-
menta

p�ð�Þ ¼
X1
n¼0

�2n

ð2nÞ!�
ð2nÞ
�

���������¼0
;

�p�ð�Þ ¼
X1
n¼0

�2nþ1

ð2nþ 1Þ!�
ð2nþ1Þ
�

���������¼0
(4.3)

and rewrite the constraints (3.21) in a canonical form

��
S ð�Þ ¼ �q0� þ ���ðqÞp� þ 1

2
�0��ðqÞP� þ 3

2
���ð �qÞ �p�;


��
A ð�Þ ¼ ðG�1Þ�� �p� þ 
2

2
���ð �qÞ �q0� þ 1

2
���ðpÞP�;

(4.4)

where

���½qð�Þ� � � 2

3

B��

� q�ð�Þ

¼ � 2



ðG�1Þ��B��½qð�Þ�ðG�1Þ��;

P�ð�Þ �
Z �

0
d�p�ð�Þ:

(4.5)

Note that, from the standard Poisson brackets

fx�ð�Þ; ��ð ��Þg ¼ 	�
�	ð�� ��Þ; (4.6)

we have two nontrivial relations for the �-even and odd
subspaces

fq�ð�Þ; p�ð ��Þg ¼ 2	�
�	Sð�; ��Þ;

f �q�ð�Þ; �p�ð ��Þg ¼ 2	�
�	Að�; ��Þ;

(4.7)

where 	S and 	A are defined in (A3). Because �
�
S and �

�
A ,

as the symmetric and antisymmetric functions, are inde-
pendent, it is enough to consider the constraint �� ¼
�
ð��

S � �
�
A Þ. It weakly commutes with the Hamiltonian

fHc;�
�ð�Þg ¼ �0�ð�Þ; (4.8)

and, therefore, there are no more constraints. We can
calculate the Poisson brackets, up to the linear term in
the small parameter B���, as

f��ð�Þ;��ð ��Þg ¼ �
ðG�1Þ��	0ð�� ��Þ � B���½ �p�ð�Þ
� 
G�� �q

0�ð�Þ�	ð�� ��Þ
� �
ðG�1Þ��	0ð�� ��Þ: (4.9)

The sign � is a weak equality which, in the canonical
approach, means equality on the constraints. In this particu-
lar case, with the help of (4.4), from �

�
S � 0 and �

�
A � 0, it

follows that �q� and �p� are proportional to B
���, so that the

term in front of 	ð�� ��Þ in (4.9) is an infinitesimal of the
second order. Therefore, we conclude that �� and, conse-
quently,��

S and��
A are the second-class constraints.Wewill

look for their solution in Sec. VI.
There is a slight improvement of the above conclusion.

The Poisson brackets between the constraints �� are
closed on 	0ð�� ��Þ and not on the 	ð�� ��Þ function.
So, the zero mode of ��ð�Þ,

�
�
0 ¼

Z �

0
d���ð�Þ; (4.10)

is the first-class constraint, because f��
0 ;�

�ð�Þg ¼ 0.
Consequently, it is a generator of gauge symmetry with a
constant parameter. We will use this fact at the end of
Sec. VI to gauge away the center of mass of the coordinate.

V. CONSTRAINTS AT � ¼ �

In order to derive constraints at the other string end point
� ¼ �, we will multiply every constraint ��

n j�¼� with the
appropriate power of �� � and sum separately odd and
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even powers in �� �. We obtain two new �-dependent
constraints:

��
�
S ð�Þ ¼ 0; ��

�
A ð�Þ ¼ 0; (5.1)

where

��
�
S ð�Þ ¼

X1
n¼0

ð�� �Þ2n
ð2nÞ! �

�
2n

���������¼�

¼ ���
S ð�Þ �

2

3
B�

��

X1
k¼0

ð ��QÞ��k ð�Þ;

��
�
A ð�Þ ¼

X1
n¼0

ð�� �Þ2nþ1

ð2nþ 1Þ! �
�
2nþ1

���������¼�

¼ �~��
A ð�Þ �

2

3
B�

��

X1
k¼0

ð ��RÞ��k ð�Þ

(5.2)

and

���
S ð�Þ ¼

X1
n¼0

ð�� �Þ2n
ð2nÞ! �ð2nÞ�

���������¼�
;

�~��
A ð�Þ ¼

X1
n¼0

ð�� �Þ2nþ1

ð2nþ 1Þ! ~�ð2nþ1Þ�
���������¼�

;

(5.3)

ð ��QÞ��k ð�Þ ¼ X1
n¼kþ1

ð�4Þk n
kþ 1

� �

� ð�� �Þ2n
ð2nÞ! Qð2n�2k�1Þ��

k

���������¼�
;

ð ��RÞ��k ð�Þ ¼ X1
n¼kþ1

ð�4Þk n
kþ 1

� �

� ð�� �Þ2nþ1

ð2nþ 1Þ! Rð2n�2k�1Þ��
k

���������¼�
:

(5.4)

The ð ��QÞ��k ð�Þ can be written in the integral form

(Appendix C 2)

ð ��QÞ��k ð�Þ¼ ���

2ðkþ1Þ!
Z �

�
dð�1��Þ2

�
Z �

�1

dð�2��Þ2 ���
Z �

�k�1

dð�k��Þ2

�ð �QAÞ��k ð�kÞ; (5.5)

with

ð �QAÞ��k ð�Þ � X1
n¼0

ð�� �Þ2nþ1

ð2nþ 1Þ! Qk
ð2nþ1Þ��

���������¼�
: (5.6)

In analogy with (3.17) and (4.3), we introduce symmet-
ric and antisymmetric variables in the neighborhood of
� ¼ �,

~q�ð�Þ ¼ X1
n¼0

�2n

ð2nÞ! x
ð2nÞ�

���������¼�
;

�~q�ð�Þ ¼ �X1
n¼0

�2nþ1

ð2nþ 1Þ! x
ð2nþ1Þ�

���������¼�
;

~p�ð�Þ ¼
X1
n¼0

�2n

ð2nÞ!�
ð2nÞ
�

���������¼�
;

�~p�ð�Þ ¼ �X1
n¼0

�2nþ1

ð2nþ 1Þ!�
ð2nþ1Þ
�

���������¼�
: (5.7)

In the canonical form, in terms of the new variables,
Eq. (5.5) can be rewritten as

ð ��QÞk��ð�Þ
¼ 1



ðG�1Þ�� ���

2ðkþ1Þ!ð�1Þk �
Z ���

0
d�1

2 ���
Z �k�1

0
d�k

2

�½~pðkÞ
� ~qðkþ1Þ�þ ~�pðkÞ

� ~�qðkþ1Þ��ð�kÞ; (5.8)

where we introduced �k ¼ �� �k. As before, we can
observe that

ð ��RÞ0��k ð�Þ ¼ ð ��QÞk��ð�ÞjQ�R (5.9)

stands. Finally, we can write the explicit form of the
�-dependent constraints in � ¼ �:

���
S ð�Þ ¼

�
� �~q0� þ ���½~q�~p� þ 1

2
�0��½~q� ~P�

þ 3

2
���½ �~q� �~p�

�
ð�� �Þ;


 ���
A ð�Þ ¼

�
ðG�1Þ�� �~p� � 
2

2
���½ �~q� �~q0� � 1

2
���½~p� ~P�

�
� ð�� �Þ; (5.10)

where all variables on the right-hand side depend on
�� �. Comparing (4.4) with (5.10), we find the relations

�
�
S ½q; p; �q; �p; q0; �q0; P�ð�Þ ¼ ��

�
S ½~q; ~p; ~�q; ~�p;�~q0;�~�q0;� ~P�

� ð�� �Þ;
�
�
A ½p; �q; �p; �q0; P�ð�Þ ¼ �

�
A ½~p; ~�q; ~�p;�~�q0;� ~P�ð�� �Þ:

(5.11)

Note that, for all variables, we have zð�Þ ¼ ~zð�� �Þ,
where z ¼ fq; p; �q; �pg. For the corresponding� derivatives
and � integrals, there is an additional minus sign (e.g.,
q0�ð�Þ ¼ �~q0�ð�� �Þ, P�ð�Þ ¼ �P�ð�� �Þ), which

is equivalent to the above relations.
With the help of (3.17), (4.3), and (5.7), we can conclude

that, if we demand 2� periodicity of the original coordi-
nates and momenta,

xð�Þ ¼ xð�þ 2�Þ; �ð�Þ ¼ �ð�þ 2�Þ: (5.12)
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By solving the �-dependent constraints at � ¼ 0, we solve
the �-dependent constraints at � ¼ �, also.

VI. NONCOMMUTATIVITY ON THE
STRING END POINTS

Instead of constructing the Dirac brackets, we are going
to solve the second-class constraints �

�
S ð�Þ ¼ 0 and

�
�
A ð�Þ ¼ 0 explicitly. Up to the linear term in the infini-

tesimal parameter B���, we obtain

�q�ð�Þ¼�
Z �

0
d�0

�
���½q�p�þ 1

2�
0��½q�P�

�
ð�0Þ;

�p�ð�Þ¼�1
2��

�½pð�Þ�P�ð�Þ:
(6.1)

Notice that both �q� and �p� are proportional to B���.

Therefore, we neglected ���ð �qÞ �p� in �
�
S and ���ð �qÞ �q0�

in �
�
A , because they are of a higher order in B���. By

solving the constraints, we obtained the expressions for the
antisymmetric variables �q� and �p�, in terms of the sym-

metric ones, q� and p�. So, we can express the original

variables in terms of the new ones:

x�ð�Þ ¼ q�ð�Þ �
Z �

0
d�0

�
���½q�p� þ 1

2�
0��½q�P�

�
� ð�0Þ;

��ð�Þ ¼ p�ð�Þ � 1
2��

�½pð�Þ�P�ð�Þ: (6.2)

Let us stress that, from the moment we solved the con-
straints, the open-string variables q� and p� became the
fundamental quantities, while the closed-string variables
x� and �� became derived ones. So, the phase space of the

effective theory (obtained on the solution of the boundary
condition) is a subspace containing only the even powers in
�, with the canonical variables q� and p� and the star

brackets (see Appendix B)

?fq�ð�Þ; p�ð ��Þg ¼ 2	
�
� 	Sð�; ��Þ: (6.3)

Since the coordinates x� depend both on effective
coordinates q� and effective momenta p�, they are

noncommutative.
Using these relations, we can calculate the star brackets

between the composed variables x�. The second term in
the first relation in (6.2) is infinitesimal, and, therefore,
only the star brackets between the first and second terms
give the nontrivial contribution

?fq�ð�Þ; �q�ð ��Þg ¼ 2���½qð�Þ��Sð ��;�Þ
þ
Z ��

0
d�0�

0��½qð�0Þ��Sð�0; �Þ:
(6.4)

Substituting this result into the expression for
?fx�ð�Þ; x�ð ��Þg and using the properties of the � function
(see Appendix A), we get

?fx�ð�Þ; x�ð ��Þg ¼ f���½qð�Þ� þ ���½qð ��Þ�g�ð�þ ��Þ:
(6.5)

Notice that the term with �ð�� ��Þ disappears.
If we separate a center-of-mass variable x

�
cm ¼

1
�

R
�
0 d�x�ð�Þ, we can write

x�ð�Þ ¼ X�ð�Þ þ x�cm (6.6)

and obtain

?fX�ð�Þ;X�ð ��Þg¼���½qð�Þ�
8><
>:
�1 �; ��¼0
1 �; ��¼�
0 otherwise.

(6.7)

So, the interior of the string is commutative, and only the
string end points are noncommutative. The noncommuta-
tive parameter ��� now depends on the effective coordi-
nates q�. Because �qð0Þ ¼ 0 and �qð�Þ ¼ 0, we can rewrite
the right-hand side of (6.7) in terms of x�, instead of in
terms of q�. In order to close the algebra on the same
variables X� using the gauge symmetry, generated by the
zero mode of the constraints ��

0 (4.10), we can gauge away

x�cm. Therefore, the final form of the noncommutativity
relation takes the form

?fX�ð�Þ;X�ð ��Þg¼���½Xð�Þ�
8><
>:
�1 �; ��¼0
1 �; ��¼�
0 otherwise.

(6.8)

Formally, the noncommutative parameter ���, defined in
(4.5), has the same structure as in the flat case. But, in the
curved background, it is infinitesimally small and linear in
coordinate, as well as the Kalb-Ramond field B��.

VII. CANONICAL QUANTIZATION AND THE
KONTSEVICH STAR PRODUCT

In the quantization procedure, we associate a corre-
sponding operator with every variable, and the star brack-
ets are replaced by the commutator. It follows from (6.8)
that the noncommutativity appears only on the string end
points. The noncommutative parameters at � ¼ 0 and
� ¼ � differ only in sign. So, it is enough to consider
the � ¼ 0 case

½X̂�; X̂�� ¼ �i���ðX̂Þ; (7.1)

where, from now on, we use the notation X� �
X�ð� ¼ 0Þ.
We are interested in the algebra of the functions defined

on the Dp-brane world volume. We will show that it is
deformed because the Dp brane propagates in a back-
ground with the nontrivial Kalb-Ramond field B��. In

order to uniquely assign an operator f̂ðX̂Þ to any function
fðXÞ, we introduce the Weyl prescription procedure
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fðXÞ ¼ 1

ð2�ÞD
Z

dDk~fðkÞe�ikX )

f̂ðX̂Þ ¼ 1

ð2�ÞD
Z

dDk~fðkÞe�ikX̂: (7.2)

If we have two functions and two associated operators

f ! f̂ and g ! ĝ, we define the star product demanding

the prescription f ? g ! f̂ ĝ . Because of the X depen-
dence of the ���, the ? is the Kontsevich product [17]
which, up to the second order in ���, is equal to

f?g¼fgþ i

2
���@�f@�g�1

8
������@�@�f@�@�g

� 1

12
���@��

��ð@�@�f@�g�@�f@�@�gÞþOð�3Þ:
(7.3)

It can be shown that

ðf ? gÞ ? h� f ? ðg ? hÞ
¼ 1

6½���@��
�� þ ���@��

�� þ ���@��
���@�f@�g@�h

þOð�3Þ: (7.4)

If we denote the inverse of ��� by ��� (������ ¼ 	�
� ), we

can rewrite (7.4) as

ðf ? gÞ ? h� f ? ðg ? hÞ
¼ 1

6�
������������@�f@�g@�h; (7.5)

where

���� ¼ @���� þ @���� þ @���� (7.6)

is a nonassociativity parameter.
In our case, the noncommutativity parameter

���ðX̂Þ � � 2

3

B��

�X̂
� (7.7)

is infinitesimal, and the Kontsevich product is associative,
because the right-hand side of (7.4) is of the second order in
the small parameter B���.

VIII. CONCLUSIONS AND DISCUSSIONS

In the present paper, we investigated the geometry of Dp
branes in a curved background. We chose the simplest
possible case of an infinitesimally curved background,
where the Kalb-Ramond field is infinitesimally small and
linear in coordinate. In such a case, we avoided working
with a nonconstant metric tensor, because, as a conse-
quence of the space-time field equations, the Ricci tensor
is an infinitesimal of the second order and can be neglected
in the leading order.

In obtaining the Poisson brackets between the original
coordinates x�, it was useful to express them in terms of
the effective coordinates q� and the corresponding canoni-
cal momenta p�. On the other hand, Lagrangian formalism

is more appropriate for working with an infinite set of
constraints. So, we used an ‘‘adopted canonical approach.’’
We treated the boundary conditions as constraints. The

basic technical problem was the derivation of the Dirac
consistency conditions. Instead to commute the constraints
with the Hamiltonian in order to obtain new constraints, we
found it more appropriate to use the Lagrangian approach.
With the help of the Lagrangian equations of motion, we
obtained the time derivatives of the primary constraints in
leading orders. According to the Dirac requirement, they
were constraints, also. Therefore, by further application of
this procedure, we obtained the infinite set of constraints in
the Lagrangian form.
Following the procedure of Refs. [8], we substituted an

infinite set of constraints at string end points, with two sets
of�-dependent constraints using the Taylor expansion. We
found it convenient to separate sums with even and odd
powers of �, because �-symmetric and antisymmetric
functions are independent. Note that these constraints are
infinite sums, bilinear in coordinate, with one � derivative
and an arbitrary degree of � derivatives. The main formu-
las were derived in Appendixes C, D, and E.
This stage was a good point for the transition from the

Lagrangian to the Hamiltonian method.We expressed the �
derivative of coordinates ( _x�), in terms of the momenta��

and the � derivative (x0�), and obtained constraints in the
Hamiltonian form. Then, wewere in a position to check the
validity of our procedure. Because the �-even and odd
parts of the constraints are independent, it was useful to
consider their difference as the single constraint. The
Poisson brackets between the Hamiltonian and this con-
straint are just the � derivative of the constraint. It means
that it weakly commutes with the Hamiltonian. First, this
proved that the expression obtained from the boundary
conditions with the help of the Lagrangian consistency
procedure is really the Hamiltonian constraint. Second,
we concluded that there were no more constraints, and
the consistency procedure was completed. So, we showed
the equivalence with the standard Dirac consistency pro-
cedure by rewriting the constraints in the canonical form.
The Poisson brackets between the constraints in the

leading order are closed on the metric tensor times the �
derivative of the 	 function. The metric tensor is regular
( detG�� � 0), and, consequently, all constraints except

the zero modes [14] are of the second class. There are
two possibilities to deal with second-class constraints. The
usual approach is to find the Dirac brackets, but, in our
particular case, it is simpler to solve them explicitly. As a
consequence of the � derivative of the 	 function, the zero
modes of the constraints are of the first class. They are
generators of global symmetry, which we used to gauge
away the center of mass of the coordinate.
The simple solution (6.2) of the original closed-

string coordinates x�, in terms of the effective open-
string coordinates q� and the momenta p�, defines the
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noncommutative product and its properties. The noncom-
mutativity parameter ���, (4.5), formally has the same
form as in the flat background, but with the Kalb-
Ramond field (2.4), linear in coordinate. Taking into ac-
count the fact that, at the string boundaries, �qð0Þ ¼ 0 and
�qð�Þ ¼ 0 and gauging away the center-of-mass coordinate,
we can rewrite explicitly the noncommutative relations in
terms of the original variables

?fX�ð0Þ; X�ð0Þg ¼ ����½Xð0Þ� ¼ f��
�X

�ð0Þ;
?fX�ð�Þ; X�ð�Þg ¼ ���½Xð�Þ� ¼ �f��

�X
�ð�Þ;

(8.1)

where f��
� ¼ 2

3
 B
��

�.

In Refs. [10,11], the noncommutative product is defined
only on the world sheet boundary using the path-integral
method. In fact, the explicit expression of the star product
has been extracted from the correlation functions com-
puted on the disk.

On the other hand, we used the canonical approach and
explicitly solved the boundary conditions. We want to
stress that only the space-time coordinates of the string
end points are noncommutative. For any points of the
string interior, the commutation relations are standard.
This is obvious in a decoupling limit (�0 ! ffiffiffi

"
p

�0, G�� !
"G��, " ! 0), when all degrees of freedom in the string

interior can be gauged away [18]. We could also expect
such a result, without a decoupling limit, but for the
constant B�� field, because it does not appear in the

equations of motion and does not affect the string interior
[6,8]. In our case, this is a nontrivial result, because the
coordinate-dependent B�� field contributes to the equa-

tions of motion and affects the string interior. Furthermore,
even at the first glance, one sees that the constraints cannot
be imposed only on the string end points. In fact, �

�
0 , which

are defined only on the boundary, are just prime con-
straints. In order to obtain all the constraints, one must
apply the Dirac consistency procedure, which leads to the
full set of constraints ��ð�Þ, which is nontrivial at
the string interior. So, even in the case when the term
with the Kalb-Ramond field in the action is not topological,
it is possible to restrict noncommutativity only to the world
sheet boundary.

Let us now discuss the relation between our case of
branes in a weakly curved background and branes on a
group manifold [2,3,12]. Note that the strings moving on
the group manifold are described by the Wess-Zumino-
Novikov-Witten (WZNW) model. Owing to the conformal
symmetries of theWZNWmodel, the space-time Eqs. (2.2)
and (2.3) are automatically satisfied.

Strings moving on the three-sphere S3 of radius R are
described by the WZNW model, with the group SUð2Þ at
level n. As a consequence of the Dirac quantization con-
dition, it follows that the radius of the three-sphere is
quantized, R2 ¼ �0n, where the integer n is also the level
of the corresponding current algebra. In the limit of large n,

the group manifold becomes more and more flat, and the
three-sphere approaches the flat three-space. So, in the
language of the group manifold, the large level n corre-
sponds to the weakly curved background of the present
paper. In that sense, our result (8.1) corresponds to Eq. (4.6)
of Ref. [3], and the structure constants f��

� are propor-

tional to the field strength of the Kalb-Ramond field B��
�.

As mentioned in Ref. [3], these relations have been
obtained as an extension of the flat-background expres-
sions and ‘‘naively applied’’ to the curved background. In
the present paper, we derive Eq. (4.6) of Ref. [3] and prove
that it is correct. Our derivation is not restricted to the case
of the SUð2Þ group.
After quantization, using the Weyl normal ordering

prescription, we showed that the product of the operators,
defined on the Dp-brane world volume, is isomorphic to
the Kontsevich product of the ordinary functions. In the
case of the weakly curved background, the Kontsevich
product turns to an associative one, because the nonasso-
ciative term is an infinitesimal of the second order.
Let us discuss one additional possibility in our approach.

Instead of using the composed variables X� with the non-
commutativity relation (7.1) and the Weyl normal ordering
prescription (7.2), we can treat q� and p� as fundamental

variables. Then, we can define normal ordering :: for the
operators q̂� and p̂� and, to any function fðxÞ, according to
(6.2), assign the operator

fðxÞ ! : f̂

�
q̂� �

Z �

0
d�0

�
���ðq̂Þp̂� þ 1

2
�0��ðq̂ÞP̂�

��
::

(8.2)

Consequently, we can introduce the new star product,
specifying new normal ordering and using Eq. (8.2) and the
commutation relation (4.7). The new star product is defined
along the whole string and not only on the string end
points. We find this approach more fundamental but, in
the particular case of the world sheet boundary, it produces
the same Kontsevich star product. We will discuss this new
definition of the star product elsewhere.
In the present paper, in order to simplify calculations, we

neglected the constant part b�� of the linear Kalb-Ramond

field B�� ¼ b�� þ 1
3B���x

�, introduced in Eq. (2.4). In

that case, the new, momentum-dependent term of Ref. [13]
goes to zero. This resolves the second ambiguity from the
Introduction, that the result of Refs. [10,11] is valid for
b�� ¼ 0.

From where does the momentum-dependent term ap-
pear? It can come from the Poisson brackets between the
momentum-dependent terms of the relation (6.2), the basic
expression of the initial coordinates x� in terms of the
effective canonical variables q� and p�. In the present

paper (for b�� ¼ 0), this part is an infinitesimal of the

second order, so we neglect it. In the case of b�� � 0, this

part produces a nontrivial momentum-dependent result,
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because the expression ���ðqÞ acquires the constant finite
term �

��
0 � 0.

In our next paper, Ref. [19], we apply the same canonical
method for the case b�� � 0 and obtain a momentum-

dependent noncommutativity parameter. Besides the stan-
dard expression of Refs. [10,11], it contains the term of
Ref. [13] and some other momentum-dependent terms.
This result will resolve all the ambiguities mentioned in
the Introduction and it represents a complete expression of
the noncommutative parameter of the weakly curved
background.
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APPENDIX A: 2�-PERIODIC FUNCTIONS

In this Appendix, we will introduce the Fourier expan-
sion of the ordinary, symmetric, and antisymmetric delta
and step functions. In addition, we define Ik functions as k
integrals of the symmetric � functions and investigate their
properties.

1. Step and delta functions

The Fourier series of the 2�-periodic 	 function and the
� step function has the forms

	ð�Þ ¼ 1

2�
þ 1

�

X
n�1

cosn� ð� 2 ½0; 2��Þ; (A1)

�ð�Þ ¼ 1

2�

�
�þ 2

X
n�1

1

n
sinn�

�
; (A2)

where, by definition, �ð�Þ ¼ R
�
0 d�0	ð�0Þ. Let us define

the delta and step functions, symmetric and antisymmetric,
under � parity:

	Sð�; ��Þ ¼ 1
2½	ð�� ��Þ þ 	ð�þ ��Þ�;

	Að�; ��Þ ¼ 1
2½	ð�� ��Þ � 	ð�þ ��Þ�;

�Sð�; ��Þ ¼ 1
2½�ð�� ��Þ þ �ð�þ ��Þ�;

�Að�; ��Þ ¼ 1
2½�ð�� ��Þ � �ð�þ ��Þ�:

(A3)

Using (A1) and (A2), we can rewrite them in the form

	Sð�; ��Þ ¼ 1

2�

�
1þ 2

X
n�1

cosn� cosn ��

�
;

	Að�; ��Þ ¼ 1

�

X
n�1

sinn� sinn ��;

�Sð�; ��Þ ¼ 1

2�

�
�þ 2

X
n�1

1

n
sinn� cosn ��

�
;

�Að�; ��Þ ¼ � 1

2�

�
��þ 2

X
n�1

1

n
cosn� sinn ��

�
:

(A4)

These functions satisfy the following properties:

	Sð�; ��Þ ¼ 	Sð ��;�Þ; 	Að�; ��Þ ¼ 	Að ��;�Þ;
	Sð�;� ��Þ ¼ 	Sð�; ��Þ; 	Að�;� ��Þ ¼ �	Að�; ��Þ;
�Sð ��;�Þ ¼ ��Að�; ��Þ; @��Sð�; ��Þ ¼ 	Sð�; ��Þ;

@��Að�; ��Þ ¼ 	Að�; ��Þ; @ ���Sð�; ��Þ¼ �	Að�; ��Þ:
(A.5)

We will use the relations

Z �

0
d�1fð�1Þ	ð�1 � ��Þ ¼ fð ��Þ½�ð�� ��Þ þ �ð ��Þ�;

Z �

0
d�1fSð�1Þ	Sð�1; ��Þ ¼ fSð ��Þ�Sð�; ��Þ;Z �

0
d�1fAð�1Þ	Að�1; ��Þ ¼ fAð ��Þ�Sð�; ��Þ;

(A6)

where fS and fA are symmetric and antisymmetric func-
tions under � parity, fSð��Þ ¼ fSð�Þ, and fAð��Þ ¼
�fAð�Þ. Using the fact that

�ð�Þ¼
8><
>:
0 �¼0
1=2 0<�<2�
1 �¼2�

ð�2½0;2��Þ; (A7)

we obtain

�Sð�; ��Þ ¼

8>>>><
>>>>:

0 � ¼ �� ¼ 0
1=2 � ¼ �� ¼ �
1=4 � ¼ �� � 0; �
1=2 �> ��
0 �< ��

ð�; �� 2 ½0; ��Þ;

(A8)

which will be useful in the derivation of the properties of
the Ik functions.

2. Integrals of the symmetric � functions

We define two variable functions Ikð�; ��Þ, ð�; �� 2
½0; ��Þ as multiple integrals of the symmetric step function
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I0ð�; ��Þ ¼ �Sð�; ��Þ;
Ikð�; ��Þ ¼

Z �

0
d�1

2
Z �1

0
d�2

2 � � �
Z �k�1

0
d�2

k�Sð�k; ��Þ
ðk � 1Þ: (A9)

They have the following properties:

@�Ikð�; ��Þ ¼ 2�Ik�1ð�; ��Þ;
@ ��Ikð�; ��Þ ¼ �2 ��Ik�1ð�; ��Þ ðk � 1Þ: (A10)

Using (A8) and the mathematical induction, it can be
shown that

Ikð�; ��Þ¼
8<
:

1
2k!ð�2� ��2Þk �> ��

0 �� ��
ðk�1Þ: (A11)

In the derivation of the summation formula in Appendix D,
we will need an expression for the k-th derivative (k � n)
of the In function over the second variable. The expression
@k��Inð�; ��Þ is a polynomial of the (2n� k)-th order in ��,
so it can be written in the form

@k��Inð�; ��Þ ¼
X½k=2�
q¼0

akq ��
k�2qIn�kþqð�; ��Þ: (A12)

Using the mathematical induction, we obtain the recursion
relation for coefficients akq, with the solution

ak0 ¼ ð�2Þk ðk � 0Þ;

akq ¼ ð�2Þk�q k
2q

� �
ð2q� 1Þ!! ðk � 2qÞ: (A13)

APPENDIX B: INDUCED BRACKETS IN THE
REDUCED PHASE SPACE

The solution of the constraints��ð�Þ¼0 and ���ð�Þ ¼ 0

reduces the phase space, leaving only half of the degrees of
freedom. Let us clarify the relation between the brackets
associated with the initial and the reduced phase spaces.We
will distinguish two nontrivial steps. In Appendix B 1, we
will take into account the symmetries of the basic canonical
variables under � parity �, and, in Appendix B 2, we will
impose the second-class constraints ��.

1. The phase space reduced by �-even and
�-odd projections

First, we need the expression for the brackets between
the basic canonical variables q� and p� ( �q� and �p�) in the

interval ½0; ��. Note that they are not closed on the standard
	 function, because they are not arbitrary functions on that
interval, but they contain only even (odd) powers of �. The
easiest way to impose this restriction is just an extension

to the domain ½��;��, when they become symmetric
(antisymmetric) functions under � ! ��. Then, we have

fq�ð�Þ; p�ð ��Þg ¼ 	
�
� 	Sð�; ��Þ;

f �q�ð�Þ; �p�ð ��Þg ¼ 	�
� 	Að�; ��Þ;

(B1)

with �; �� 2 ½��;��, where, by definition,Z �

��
d ��q�ð ��Þ	Sð ��;�Þ ¼ q�ð�Þ;

Z �

��
d �� �q�ð ��Þ	Sð ��;�Þ ¼ �q�ð�Þ:

(B2)

Separating the integration domain in two parts, from��
to 0 and from 0 to �, and changing the integration variable
in the first part �� ! � ��, we obtain

2
Z �

0
d ��q�ð ��Þ	Sð ��;�Þ ¼ q�ð�Þ;

2
Z �

0
d �� �q�ð ��Þ	Sð ��;�Þ ¼ �q�ð�Þ:

(B3)

So, the unit functions on the interval ½0; �� for functions
with only an even or odd power in � are 2	Sð ��;�Þ and
2	Að ��;�Þ, respectively. Therefore, the brackets which we
are looking for have a form

fq�ð�Þ; p�ð ��Þg ¼ 2	�
� 	Sð�; ��Þ;

f �q�ð�Þ; �p�ð ��Þg ¼ 2	�
� 	Að�; ��Þ; �; �� 2 ½0; ��:

(B4)

In the initial phase space, with the canonical variables
x�ð�Þ,��ð�Þ, and� 2 ½0; ��, the standard Poisson brack-
ets (4.6) are valid. Applying relations (B4), we obtain
Poisson brackets (4.7).

2. The phase space reduced by the constraint �� ¼ 0

On the solution of the boundary conditions, we obtain
the reduced phase space with 2�-periodic canonical vari-
ables q�ð�Þ and p�ð�Þ, defined in (3.17) and (4.3). For

arbitrary functions Fðx; �Þ and Gðx; �Þ, defined on
the initial phase space, we introduce their restrictions on
the reduced phase space, as a value on the solution of the
boundary conditions

fðq; pÞ ¼ Fðx; �Þj��¼0; gðq; pÞ ¼ Gðx; �Þj��¼0:

(B5)

As was shown in Sec. 2.3.2 of Ref. [20], the Poisson
brackets in the effective phase space are, in fact, the Dirac
brackets in the initial phase space associated with the
second-class constraints �� ¼ 0,

?ff; gg ¼ fF;GgDiracj��¼0: (B6)

To distinguish the new brackets from those of the initial
phase space, we denoted them by a star. Applying the first
relation (B4) to the star brackets (B6), we obtain (6.3).
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Finally, we should check the 2�-periodicity conditions
(5.12). For the �-symmetric functions (q�ð�Þ and p�ð�Þ
and their algebraic combinations), they are automatically
satisfied. The �-antisymmetric functions (the � derivative
and � integral of the symmetric functions) must vanish
both at� ¼ 0 and� ¼ � because of the antisymmetry and
2� periodicity, respectively.

APPENDIX C: INTEGRAL FORM OF
ð�QÞ�� AND ð ��QÞ��
1. The case � ¼ 0

We will show that ð�QÞ��, defined in (3.11), is equal to

ð�QÞk��ð�Þ ¼
ð�1Þk�
2ðkþ 1Þ!

Z �

0
d�2

1

�
Z �1

0
d�2

2 � � �
Z �k�1

0
d�2

kðQAÞ��k ð�kÞ:
(C1)

In order to prove the above relation, it is useful to define the
auxiliary variable as

ð�QÞ��kq ð�Þ ¼
X1

n¼kþ1

�2n�2q�1

ð2n� 2q� 1Þ!
ðn� q� 1Þ!
ðn� k� 1Þ!

�Q��ð2n�2k�1Þ
k

���������¼0
ðq ¼ 0; 1; � � � ; kÞ

(C2)

and rewrite ð�QÞ��k as

ð�QÞ��k ð�Þ ¼ ð�4Þk �

2ðkþ 1Þ! ð�
QÞ��k0 ð�Þ: (C3)

Observing that ð�QÞ��kq satisfies

ð�QÞ0��kq ð�Þ ¼ �

2
ð�QÞ��kqþ1ð�Þ;

) ð�QÞ��kq ð�Þ ¼
1

4

Z �

0
d�2

1ð�QÞ��kqþ1ð�1Þ (C4)

and using the fact that

ð�QÞ��kk ¼ ðQAÞ��k ð�Þ � X1
n¼0

�2nþ1

ð2nþ 1Þ!Q
ð2nþ1Þ��
k

��������0

¼ ½ _xðkÞ�xðkþ1Þ��A (C5)

is the antisymmetric part of Q��
k , we obtain (C1).

2. The case � ¼ �

A similar integral form can be obtained for ð ��QÞ��,
defined in (5.4). As before, it is useful to define the auxil-
iary variable as

ð ��QÞ��kq ð�Þ ¼
X1

n¼kþ1

ð�� �Þ2n�2q�1

ð2n� 2q� 1Þ!
ðn� q� 1Þ!
ðn� k� 1Þ!

�Q��ð2n�2k�1Þ
k

���������¼�
ðq ¼ 0; 1; � � � ; kÞ

(C6)

and rewrite ð ��QÞ��k as

ð ��QÞ��k ð�Þ ¼ ð�4Þk �� �

2ðkþ 1Þ! ð ��
QÞ��k0 ð�Þ: (C7)

Observing that ð ��QÞ��kq satisfies

ð ��QÞ0��kq ð�Þ ¼ �� �

2
ð ��QÞ��kqþ1ð�Þ )

ð ��QÞ��kq ð�Þ ¼
Z �

�
d�1

�� �1

2
ð ��QÞ��kqþ1ð�1Þ; (C8)

we obtain

ð ��QÞk��ð�Þ ¼
�� �

2ðkþ 1Þ!
Z �

�
dð�1 � �Þ2

�
Z �

�1

dð�2 � �Þ2 � � �
Z �

�k�1

dð�k � �Þ2

� ð �QAÞ��k ð�kÞ; (C9)

with

ð ��QÞ��kk ð�Þ ¼ ð �QAÞ��k ð�Þ

� X1
n¼0

ð�� �Þ2nþ1

ð2nþ 1Þ! Qk
ð2nþ1Þ��

���������¼�
: (C10)

APPENDIX D: SUMMATION FORMULA

In this Appendix, we will derive the relation

S�ðxj�; ��Þ � X1
k¼0

1

ðkþ 1Þ!
@k

@ ��k
½ ��xðkþ1Þ�ð ��ÞIkð�; ��Þ�

¼ 1

2
�Sð�; ��Þ½x�ð�Þ þ x�ð��Þ � 2x�ð� ��Þ�;

(D1)

which we will use in Appendix E.
Using the Leibniz rule and Eq. (A12), the sum in the

above expression can be rewritten as an expansion in the Ik
functions,

S�ðxj�; ��Þ ¼ X1
l¼0

C
�
l ð ��ÞIlð�; ��Þ; (D2)

with the coefficients

C
�
l ð ��Þ ¼

Xl
q¼0

X1
k¼2l�q

1

ðkþ 1Þ!
k
q

� �

�½ ��x�ðkþ1Þð ��Þ�ðqÞak�q
l�q ��k�2lþq: (D3)
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For l ¼ 0, we obtain

C�
0 ¼ 1

2½x�ð ��Þ � x�ð� ��Þ�: (D4)

With the help of (A13), we can rewrite the coefficients
(D3) in the form

C
�
l ð ��Þ ¼

X1
m¼0

Klm

ð�2 ��Þm
m!

xðmþ2lÞ� ðl � 1Þ; (D5)

where

Kl0 ¼ ð�1Þl
l!

ð2lþ 1ÞR2lþ1;l;

Klm ¼ ð�1Þl
l!

ð2lþmÞ
2

R2lþm;l ðm � 1Þ;
(D6)

and Rm;n are defined in Appendix D 1. With the help of

(D17), we can rewrite (D5) as

C
�
l ð ��Þ¼

1

2

X1
m¼0

ð�2 ��Þm
m!

ðmþ l�1Þ!
ðmþ2l�1Þ!x

ðmþ2lÞ�ð ��Þ ðl�1Þ:

(D7)

Let us now define the auxiliary function of two variables as

�C�
l ð�; ��Þ ¼

1

2

X1
m¼0

ð�2�Þm
m!

ðmþ l� 1Þ!
ðmþ 2l� 1Þ! x

ðmþ2lÞ�ð ��Þ

ðl � 1Þ: (D8)

Obviously, C�
l ð ��Þ ¼ �C�

l ð ��; ��Þ. Let us define

�Ck�
l ð�k; ��Þ¼

Z �k

0
d�k�1

�Ck�1�
l ð�k�1; ��Þ ð1�k� l�1Þ;

�C
0�
l ð�k; ��Þ¼ �C

�
l ð�k; ��Þ: (D9)

We can show that �C
l�1�
l is equal to

�C l�1�
l ð�; ��Þ ¼ � 1

ð4�Þl
�
x0�ð ��� 2�Þ

� X2l�2

n¼0

ð�2�Þn
n!

xðnþ1Þ�ð ��Þ
�
; (D10)

and, using

�C �
l ð�; ��Þ ¼ @�

l�1 �Cl
l�1�ð�; ��Þ; (D11)

we obtain

�C�
l ð�; ��Þ ¼

ð�1Þl
2

Xl�1

n¼0

ð2l� n� 2Þ!
n!ðl� n� 1Þ! ð2�Þ

�ð2l�n�1Þ

� ½xðnþ1Þ�ð ��� 2�Þ � ð�1Þnxðnþ1Þ�ð ��Þ�
(D12)

and, finally,

C
�
l ð ��Þ ¼

ð�1Þl
2

Xl�1

n¼0

ð2l� n� 2Þ!
n!ðl� n� 1Þ! ð2 ��Þ

�ð2l�n�1Þ

� ½xðnþ1Þ�ð� ��Þ � ð�1Þnxðnþ1Þ�ð ��Þ�: (D13)

Substituting (D13) and (A11) into expression (D2) without
the first term

S�1 ðxj�; ��Þ ¼
X1
l¼1

C�
l ð ��ÞIlð�; ��Þ; (D14)

after straightforward calculation for �> ��, we obtain

S
�
1 ðxj�; ��Þ ¼

1

4

X1
n¼0

ð�2 ��Þnþ1

n!
½ð�1Þnþ1xðnþ1Þ�ð� ��Þ

þ xðnþ1Þ�ð ��Þ�~SnðyÞ;
y ¼ 1

4

�
1�

�
�

��

�
2
�
;

(D15)

where ~SnðyÞ is defined in (D21). Substituting (D25) into
(D15), we obtain

S
�
1 ðxj�; ��Þ ¼

1

4

X1
n¼0

1

ðnþ 1Þ! ð�� ��Þnþ1½xðnþ1Þ�ð ��Þ

þ ð�1Þnþ1xðnþ1Þ�ð� ��Þ�
¼ 1

4
½x�ð�Þ þ x�ð��Þ � x�ð ��Þ � x�ð� ��Þ�

ð�> ��Þ: (D16)

Using the properties of � functions and Eq. (D4), we obtain
(D1).

1. Coefficients Rm;n

In this Appendix, we will prove the relation

Rm;n�
Xn
k¼0

n
k

� �ð�1Þk
m�k

¼ð�1Þnn!ðm�n�1Þ!
m!

ðm>nÞ;

(D17)

used in (D6). Let us introduce the auxiliary function

fmnð�Þ �
Xn
k¼0

n
k

� � ð�1Þk
m� k

�m�k ðm> nÞ; (D18)

which has the properties

fmnð0Þ ¼ 0; fmnð1Þ ¼ Rm;n: (D19)

Differentiating fmn over �, we obtain

f0mnð�Þ ¼ ð�1Þn�m�n�1ð1� �Þn: (D20)

Integrating this relation on the interval (0,1), using (D19)
and the properties of the gamma function, we obtain (D17).
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2. Functions ~Sn

Let us define the function

~S nðyÞ¼
X1
k¼0

ð2kþnÞ!
k!ðkþnþ1Þ!y

kþnþ1 ðn�0Þ: (D21)

It satisfies the recurrence relation

@y ~Snþ1ðyÞ ¼ 2y@y ~SnðyÞ � ðnþ 1Þ~SnðyÞ; (D22)

which, after the change of variables y ¼ 1��2

4 , becomes

@� ~Snþ1ð�Þ ¼ 1

2
ð1� �2Þ@� ~Snð�Þ þ �

2
ðnþ 1Þ~Snð�Þ:

(D23)

It is easy to check that the expression

~S nð�Þ ¼ ð1� �Þnþ1

2nþ1ðnþ 1Þ (D24)

is a solution of the above equation. Recalling that � ¼ �
�� ,

we have

~S nð�; ��Þ ¼ 1

nþ 1

ð�� ��Þnþ1

ð�2 ��Þnþ1
: (D25)

APPENDIX E: EXPRESSION FOR h��

WHICH TURNS CONSTRAINTS
TO THE COMPACT FORM

Let us derive the compact expression for the functions
h��, defined in (3.20), as

h��ða;bÞð�Þ

¼�

2

X1
k¼0

ð�1Þk
ðkþ1Þ!

Z �

0
d�2

1 ���
Z �k�1

0
d�2

ka
ðkÞ�ð�kÞ

�bðkþ1Þ�ð�kÞ: (E1)

The result is different when both variables a and b are
�-symmetric,

h��ða; bÞð�Þ ¼ 1

2
A�ð�Þb0�ð�Þ;

A�ð�Þ �
Z �

0
d�a�ð�Þ;

(E2)

and �-antisymmetric,

h��ð �a; �bÞð�Þ ¼ 1
2
�a�ð�Þ �b�ð�Þ: (E3)

We will prove (E2) by substituting aðkÞ�ð�kÞ, written as

aðkÞ�ð�kÞ ¼ 2
Z �

0
d�a�ð�Þ @k

@�k
k

	Sð�;�kÞ; (E4)

into the expression for h��ða; bÞð�Þ. Integrating over �k,
we obtain

h��ða; bÞð�Þ ¼ �

2
a�b0� þ

Z �

0
d�a�ð�Þ

� X1
k¼1

2�

ðkþ 1Þ!@
k
�½�bðkþ1Þ�ð�ÞIk�1ð�;�Þ�;

(E5)

where Ik is defined in (A9). Note that the sum in the last

expression is @�S
�
1 ðaj�;�Þ, where S�1 is defined in (D14).

Therefore, using (D1) for x ! a, we obtain (E2). In the
case when both �a and �b are �-antisymmetric, observing
that

�a ðkÞð�kÞ ¼
Z �k

0
d� �aðkþ1Þð�Þ;

�bðkþ1Þð�kÞ ¼ ð �b0ÞðkÞð�kÞ;
(E6)

with the help of (E2), we obtain

h��ð �a; �bÞð�Þ ¼ h��
�
�b0;
Z

�a

�
¼ 1

2
�a� �b�: (E7)
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