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We consider the region T in spacetime containing future-trapped closed surfaces and its boundary B,

and derive some of their general properties. We then concentrate on the case of spherical symmetry, but

the methods we use are general and applicable to other situations. We argue that closed trapped surfaces

have a nonlocal property, ‘‘clairvoyance’’, which is inherited by B. We prove that B is not a marginally

trapped tube in general, and that it can have portions in regions whose whole past is flat. For asymptoti-

cally flat black holes, we identify a general past barrier, well inside the event horizon, to the location of B
under physically reasonable conditions. We also define the core Z of the trapped region as that part of T
which is indispensable to sustain closed trapped surfaces. We prove that the unique spherically symmetric

dynamical horizon is the boundary of such a core, and we argue that this may serve to single it out. To

illustrate the results, some explicit examples are discussed, namely, Robertson-Walker geometries and the

imploding Vaidya spacetime.
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I. INTRODUCTION

If a black hole is a thing, does it have a boundary? If so,
where is it? For stationary black holes, the event horizon
seems to be the obvious answer [1], but for evolving black
holes the situation is less clear. Obviously, all black holes
must be formed (a dynamical process) and then undergo
accretion and other evolutionary processes. Furthermore,
as a matter of principle isolated black holes always evolve
through Hawking radiation, and it has been argued that—
strictly speaking—the event horizon may not even exist,
due to quantum gravity effects close to the singularity [2].
In any case it has been argued that the event horizon is
‘‘unreasonably global’’ [3]. Thus there are exact solu-
tions—such as the imploding Vaidya spacetime [4]—
where an observer can cross the event horizon even though
her entire causal past is a piece of flat Minkowski space [5].
In numerical relativity, this problem is posed sharply be-
cause one wants to identify the boundary of a black hole in
an initial data set, not by inspection of the full solution.

It is then natural to turn to closed trapped surfaces, the
hallmark of gravitational collapse [6]. Efficient algorithms
to identify the region where they occur within a given
initial data set do exist [7]. The boundary of such a spatial
region is called the apparent horizon [8], and it is in itself a
marginally outer trapped surface [9,10]. It ‘‘evolves’’ to
form hypersurfaces foliated by such surfaces [11], which
we refer to as apparent 3-horizons. In general, hypersurfa-
ces foliated by marginally trapped surfaces are called
marginally trapped tubes [3,12,13]. There are still prob-
lems, because the location of the horizons obtained in this
way depends strongly on an arbitrary slicing into space and

time. In general there will be many marginally trapped
tubes in a given black-hole spacetime, and they weave
through each other in a complicated way [3].
Another possibility is to locate the boundary of the

region through which closed trapped surfaces pass, or the
boundary of the region through which outer trapped sur-
faces pass. For closed trapped surfaces, both null expan-
sions are negative, while for outer trapped surfaces no
condition is imposed on the inner expansion. It is important
to make this distinction, because the two regions do not
coincide in general. It was conjectured by Eardley [14] that
the region defined by outer trapping coincides with the
event horizon. Ben-Dov [15] proved this for the Vaidya
spacetime, but he also proved that the region containing
trapped surfaces with both expansions negative lies strictly
inside it. Nevertheless it can still happen that an observer
can cross a closed trapped surface even though her entire
causal past is a piece of flat Minkowski spacetime, as we
showed in an earlier paper [16]. This proves that closed
trapped surfaces have highly nonlocal properties too, they
are clairvoyant: they are ‘‘aware’’ of things that happen
elsewhere, very far away with no causal connection.
We focus on trapped surfaces with both expansions

negative, partly because marginally trapped surfaces
form marginally trapped tubes—such as future outer trap-
ping horizons [17,18] and dynamical horizons [5]—having
particularly interesting properties with regard to energy
fluxes and the like, and partly simply for definiteness. We
concentrate on spherically symmetric imploding space-
times. We originally thought that this restriction would
enable us to fully characterize the boundary B of the
trapped region—the region through which closed trapped
surfaces pass—but in fact we did not succeed in this. Still
we are able to give what we think is a quite coherent picture
of the trapped regions that occur in spherically symmetric
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spacetimes, and, in particular, we identify a past barrier for
the location of closed trapped surfaces, and of marginally
trapped tubes. This boundary turns out to have some quite
nonlocal properties, and may penetrate flat regions of the
spacetime. We will further prove that in spherically sym-
metric spacetimes the boundary B can never in itself
contain any marginally trapped surfaces, so that it cannot
be a marginally trapped tube.

Once we have learned that the boundary B of the
trapped region suffers from nonlocal properties which are
related to those of the event horizon, and that it is not a
marginally trapped tube, we put forward a novel idea that
may allow us to determine a preferred marginally trapped
tube. We define the core Z of the trapped region as the
region which is indispensable to maintain closed trapped
surfaces. This core turns out to be generically smaller than
the trapped region, and its boundary may thus be used as a
definition of the black hole. We will actually identify a
particular core in spherically symmetric spacetimes, and
we will prove that its boundary is the unique spherically
symmetric marginally trapped tube. It remains as an inter-
esting question to know if this is the unique marginally
trapped tube which is the boundary of a core.

In outline, our paper is organized as follows: Section II
contains reminders about trapped surfaces, the fauna of
different cases that can occur, and how they can be char-
acterized in a way convenient for our purposes by the mean
curvature vector. Section III defines the trapped region
and its boundary B, and gives their basic properties.
Throughout the paper we provide proofs of all statements
that we make. Section IV gives some basic results on which
we build the rest of the paper. The arguments are purely
geometrical and based on the interplay between (causal)
vector fields and surfaces with special properties of their
mean curvature vectors. Many of these results are already
known [19–21] but we do offer some sharpenings, such as
Theorem 4.1 and Corollary 4.1. Section V is an interlude
dealing with Robertson-Walker spacetimes. In this case the
general results of Sec. IV are sufficient to pin down the
boundary B exactly. Section VI introduces spherically
symmetric spacetimes and their unique spherically sym-
metric apparent 3-horizon. In Sec. VII, we discuss pertur-
bations of the resulting round marginally trapped tubes. We
use the stability operator that describes how the outer
expansion varies when a marginally outer trapped surface
is deformed [22,23], and give a proof that one can always
find trapped surfaces that extend to both sides of the
spherically symmetric apparent 3-horizon. We also show
that the region of the perturbed trapped sphere that is inside
the apparent 3-horizon can be made arbitrarily small.
Section VIII discusses imploding and asymptotically flat
spherically symmetric spacetimes in general. In Sec. IX we
identify and discuss a past barrier through which future
trapped surfaces cannot pass. It is based on the presence of
the hypersurface forming Kodama vector field [24], and

our restriction is a definite improvement on previous re-
sults [3,15]. We also prove that any trapped surface must
lie at least partly inside the spherically symmetric apparent
3-horizon. In Sec. VII, we discuss the precise location and
the properties of the boundary B in a generic spherically
symmetric and imploding spacetime. We demonstrate that
the boundary B of the trapped region cannot be a margin-
ally trapped tube. Section XI raises a new issue: Given that
trapped surfaces must be confined at least partly within the
spherically symmetric apparent horizon, what is the mini-
mal region that must be removed from spacetime in order
for it to have no closed trapped surfaces at all? We call this
the core of the trapped region. We show that the spherically
symmetric apparent 3-horizon is the boundary of one
such core. Finally, the important example provided by
the Vaidya spacetime is treated in an Appendix.

II. PRELIMINARIES: THE TRAPPED-SURFACE
FAMILY

Trapped surfaces are the basic objects to be studied in
this paper. Thus, we start by providing their definition and
their types, and by fixing our notation. Standard references
are [6,8,25–27].
Let ðV ; gÞ be a four-dimensional causally orientable

spacetime with metric g�� of signature �, þ, þ, þ. Let

S denote a connected two-dimensional surface with local
intrinsic coordinates f�Ag (A; B; . . . ¼ 2; 3) imbedded inV
by the C3 parametric equations

x� ¼ ��ð�AÞ ð�;�; . . . ¼ 0; 1; 2; 3Þ
where fx�g are local coordinates for V . The tangent vec-
tors ~eA of S are locally given by

~e A � e
�
A

@

@x�

��������S
� @��

@�A

@

@x�

��������S

so that the first fundamental form of S in V is

�AB � g��jS @�
�

@�A

@��

@�B

which collects the scalar products gð ~eA; ~eBÞ. From now on,
we shall assume that �AB is positive definite so that S is a
spacelike surface. Then, the two linearly independent nor-
mal one-forms k�� to S can be chosen to be null and future

directed everywhere on S, so they satisfy

k��e
�
A ¼ 0; kþ�kþ� ¼ 0;

k��k�� ¼ 0; kþ�k�� ¼ �1;

where the last equality incorporates a condition of normal-
ization. Obviously, there still remains the freedom

kþ� ! k0þ� ¼ �2kþ�; k�� ! k0�� ¼ ��2k�� (1)

where �2 is a positive function defined only on S.
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The standard splitting into tangential and normal direc-
tions to S leads to a formula relating the covariant deriva-
tives on ðV ; gÞ and on ðS; �Þ [26,28]:

r ~eA
~eB ¼ ��C

AB ~eC � ~KAB

where ��C
AB are the coefficients of the Levi-Civita connec-

tion �r of � (i.e. �r� ¼ 0), and ~KAB is the shape tensor (also
called second fundamental form vector, and extrinsic cur-

vature vector) of S in ðV ; gÞ. Note that ~KAB ¼ ~KBA is
symmetric, and orthogonal to S, from where we deduce

~K AB ¼ �K�
AB

~kþ � Kþ
AB

~k�:

Here, K�
AB are two symmetric covariant tensor fields de-

fined on S and called the two null (future) second funda-
mental forms of S in ðV ; gÞ. They are explicitly defined by

K�
AB � �k��e�Ar�e

�
B ¼ e

�
Be

�
Ar�k

�
�:

The shape tensor gives the difference between the projec-
tion to S of the covariant derivative and the intrinsic
derivative on S by means of the fundamental relation

e�Ae
�
Br�v�jS ¼ �rA �vB þ v�jSK�

AB (2)

where, for all v� we denote by

�v B � v�jSe�B

its projection to S.
The mean curvature vector of S in ðV ; gÞ [26,28] is the

trace of the shape tensor

~H � �AB ~KAB

where �AB is the contravariant metric on S: �AC�CB ¼ �A
B.

Observe that ~H is orthogonal to S and that

~H � �	� ~kþ � 	þ ~k�

where

	� � �ABK�
AB (3)

are the traces of the null second fundamental forms, usu-

ally called the (future) null expansions. Clearly, ~H is
invariant under transformations (1).

The class of weakly future-trapped (f-trapped from now

on) surfaces are characterized by having ~H pointing to the
future everywhere on S, and similarly for weakly past
trapped. There are three important subcases that deserve
their own name: (i) the traditional f-trapped surfaces have
~H � ~0 timelike everywhere on S; (ii) marginally f-trapped

surfaces have ~H 6�~0 null everywhere on S; and (iii) minimal

surfaces have ~H � ~0 on S.

These conditions can be equivalently expressed in terms
of the signs of the expansions as follows:

~H Null expansions Type of surface

causal future 	þ � 0, 	� � 0 weakly f-trapped

Subcases:

zero 	þ ¼ 	� ¼ 0 minimal

null and future 6�~0 	þ ¼ 0, 	� � 0 marginally f-trapped

null and future 6�~0 	þ � 0, 	� ¼ 0 marginally f-trapped

timelike future 	þ < 0, 	� < 0 f-trapped

This is to be compared with [3,8,27,29], as sometimes
different names are given to the same objects, and vice
versa. In particular, weakly f-trapped surfaces were called
nearly f-trapped in [19,29]. Here we will follow the pre-
vious nomenclature which pretends to respect standard
names as much as possible. See [29] for further details.
In the case that ~H is proportional to one of the null normals,
but realizing both causal orientations, the surface is said to
be null dual, or marginally ð�Þ-trapped, where the� refers
to the direction with vanishing expansion—as the defini-
tion is equivalent to having either 	þ or 	� vanishing. In
the literature they are usually referred as MOTS (margin-
ally outer trapped surfaces), by declaring the direction with
vanishing expansion to be ‘‘outer’’.
For completeness and future reference, we also mention

that a surface is called untrapped if the mean curvature
vector is spacelike everywhere, or equivalently, if both
expansions have opposite signs.

III. DEFINITION AND BASIC PROPERTIES OF T

In this paper, we will be concerned with the following
sets in ðV ; gÞ, see also [17].
Definition 1.—The future-trapped regionT is defined as

the set of points x 2 V such that x lies on a closed future-
trapped surface.
Since the characterization of f-trapped surfaces is the

negativity of both null expansions 	� as defined in (3), the
following general property follows easily.
Property 1.—The future-trapped regionT is an open set.
Proof.—Take any x 2 T and let S 3 x be a closed

f-trapped surface. We can perturb any such S along an arbi-
trary direction ~q defined on S, by moving any point
y 2 S along ~q a distance 
 > 0. The deformed surface S

has future null expansions 	�
 ¼ 	� þ 
�~q	

� þOð
2Þ,
where 	� are the null expansions on S and the variations
�~q	

� are given by precise formulas involving ~q, the future

null normals to S and the geometric properties of S, see e.g.
[9,11,17,22,23,30]. As 	� < 0 and �~q	

� are continuous on

S, we can always choose 
ð ~qÞ small enough such that
	�
 <0 for any given direction ~q. This implies that there
exists a small neighborhood UðxÞ of x 2 S such that
UðxÞ � T .
In general, T does not have to be connected. Any

connected component of T will thus be termed as a
‘‘connected f-trapped region’’.
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It is clear that T can be empty, or it can be the whole
spacetime. An example of the former case T ¼ ; is
provided by any globally static spacetime [19]. Examples
of the latter case T ¼ V are de Sitter spacetime or some
contracting Robertson-Walker geometries, see Sec. V.
However, in asymptotically flat black-hole type spacetimes
[1,8,27], neither of these cases will happen, because there
are no trapped surfaces near spatial infinity, and there will
appear future-trapped surfaces in the black-hole region. In
these cases, T will have a boundary on ðV ; gÞ.

Definition 2.—We denote by B the boundary of the
future-trapped region T :

B � @T :

Property 2.—B being the boundary of an open set, it is
itself a closed set without boundary. MoreoverB\T ¼;.

Property 3.—B is also the boundary of the untrapped
region defined by the set of points x =2 T , that is, such that
x does not lie on any closed f-trapped surface.

We remark that B is not necessarily connected.
T and B are genuine spacetime objects, independent

of any foliations or initial Cauchy data sets. Therefore, T
and B are different in nature from the trapped regions and
their boundaries contained in given slices, as recently
studied in [9].

The symmetries of the spacetimes respect T and B.
More precisely:

Result 3.1.—IfG is the group of isometries of the space-
time ðV ; gÞ, then T is invariant under the action of G, and
the transitivity surfaces of G, relative to points of B,
remain in B.

Proof.—Take any point x 2 T . Then there is a closed
f-trapped surface S passing through x. By moving S via the
motion group G, and as f-trapped surfaces are moved to
f-trapped surfaces by isometries, it follows that the whole
transitivity surface of the group passing through x lies in
T . Similarly, let y 2 B, so that any small neighborhood
of y intersectsT . By moving one such small neighborhood
using G, one similarly deduces that the transitivity surface
of G relative to y is part of B.

An implication of this result is that no globally defined
Killing vector can be transversal toB ¼ @T . Actually, this

also holds for homothetic Killing vectors (vector fields ~�
satisfying ðL ~�

gÞ�� ¼ 2cg��), as they also respect

f-trapped surfaces (if c > 0) [31].
Corolary 3.1.—Let Gn be the (global) continuous group

of isometries of ðV ; gÞ where n is its dimension (i.e., the
number of linearly independent Killing vectors), and let m
be the dimension of its surfaces of transitivity.

(1) If n � 4 and m ¼ 4, that is, if the spacetime is
homogeneous, then B ¼ ;, and either T ¼ ; or
T ¼ V .

(2) If n � 3 and m ¼ 3, then either B ¼ ; or each
connected component of B is one of the three-
dimensional surfaces of transitivity.

(3) If n � 2 and m ¼ 2, then either B ¼ ; or each
connected component of B is a hypersurface with-
out boundary foliated by the two-dimensional sur-
faces of transitivity. In particular, in arbitrary
spherically symmetric spacetimes, B (if not empty)
is a spherically symmetric hypersurface without
boundary.

Proof.—Point 1 is immediate. Points 2 and 3 follow
because any connected component of B cannot have a
boundary and cannot be given by isolated two-dimensional
surfaces of transitivity, as these would contradict its basic
Properties 2 and 3.
What is the possible relevance ofB? Apart from answer-

ing natural questions such as ‘‘where can there be closed
f-trapped surfaces?’’ or ‘‘is this event part of a closed
f-trapped surface?,’’ the location of B provides important
physical information due to the fundamental relevance of
closed trapped surfaces in the development of black holes
and singularities [6,25,32,33]. More importantly, it pro-
vides a precise limit as to where dynamical horizons or
marginally trapped tubes can develop. One could also hope
that B is related to the surface of a dynamical black hole.
We are going to see that this suffers from the same prob-
lems as other candidates.

IV. FUNDAMENTAL RESULTS

In this section, we present the main results that will
allow us to put restrictions on the location of the region
T containing the closed future-trapped surfaces of a space-
time and its boundary B. These results are fully general,
and can be obtained within the framework of the interplay
between generalized symmetries and submanifolds with
special properties of their mean curvature vector. The
underlying ideas come from [19–21].
We start with the main formula to be used in what

follows. Let ~� be an arbitrary C1 vector field onV defined
on a neighborhood of S. Recalling the identity ðL ~�gÞ�� ¼
r��� þr���, where L ~� denotes the Lie derivative with

respect to ~�, one gets on using (2)

ðL ~�
gjSÞ��e

�
Ae

�
B ¼ �rA

��B þ �rB
��A þ 2��jSK�

AB:

Contracting now with �AB we arrive at

1

2
P��ðL ~�gjSÞ�� ¼ �rC

��C þ ��H
� (4)

where

P�� � �ABe
�
Ae

�
B

is the orthogonal projector that projects any object to its
part tangent to S.
The elementary formula (4) is very useful and permits

one to obtain many interesting results about the existence
of weakly trapped closed surfaces in the presence of gen-
eralized symmetries, see [19–21]. For instance:
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1. If S is minimal ( ~H ¼ ~0), integrating (4) and using
Gauss’ theorem, one finds that the divergence term does
not contribute whenever S is closed (that is, compact
without boundary), ergo

I
S
P��ðL ~�

gjSÞ�� ¼ 0:

Observe that this relation must be satisfied for all possible

vector fields ~�. Therefore, closed minimal surfaces are very
rare.

2. If ~� is a Killing vector, then the left-hand side of (4)
vanishes. Integrating the right-hand side on S we get for
closed S

I
S
��H

� ¼ 0:

Therefore, if the Killing vector ~� is timelike on S, then S
cannot be weakly trapped (neither future nor past), unless it
is minimal.

The following is an important consequence of
formula (4).

Lemma 4.1.—Let ~� be a vector field which is future
pointing on a region R � V , and let S be a surface
contained in R such that P��ðL ~�gjSÞ�� � 0. Then, S

cannot be closed and weakly f-trapped unless ��H
� ¼ 0

and P��ðL ~�
gjSÞ�� ¼ 0.

Proof.—Integrating (4) on the closed S, the divergence
term integrates to zero and we get

I
S
��H

� ¼ 1

2

I
S
P��ðL ~�

gjSÞ�� � 0

which implies that ~H cannot be future pointing all over S,
unless ��H

� ¼ P��ðL ~�
gjSÞ�� ¼ 0.

Remarks:
(i) For nonminimal S, the exceptional case ��H

� ¼ 0

implies that S is marginally f-trapped and that ~�jS is
null and proportional to ~H.

(ii) Notice that only the averaged conditionH
S P

��ðL ~�gjSÞ�� � 0 is needed here, so that

P��ðL ~�gjSÞ�� can be negative somewhere on S as

long as the averaged formula holds.
Important instances where Lemma 4.1 can be applied are

given by the conformal Killing vectors (see e.g. [34]) and
the Kerr-Schild vector fields [35]. The former satisfy

ðL ~�gÞ�� ¼ 2c g�� (5)

for some function c , so that P��ðL ~�
gjSÞ�� ¼ 4c jS. Thus,

the condition on Lemma 4.1 requires simply that c jS � 0.
On the other hand, Kerr-Schild vector fields are character-
ized by

ðL ~�gÞ�� ¼ 2h‘�‘�; ðL ~�‘Þ� ¼ b‘� (6)

for some functions h and b, where ‘� is a fixed null 1-form

field (‘�‘
� ¼ 0). Therefore, P��ðL ~�gjSÞ�� ¼ 2h �‘A �‘

A

and the condition on the Lemma 4.1 requires now hjS � 0.

Stronger results can be found for the case where ~� is a
hypersurface-orthogonal vector field, that is to say,

�½�r���� ¼ 0 , �� ¼ �F@�

for some local functions F > 0 and . Then, ~� is orthogo-
nal to the hypersurfaces  ¼ const, which are called the
level hypersurfaces. In this case we have the following
fundamental result.

Theorem 4.1.—Let ~� be a vector field which is future-
pointing and hypersurface-orthogonal on a regionR � V
with level hypersurfaces  ¼ const and let S be a f-trapped
surface. Then, S cannot have a local minimum of  at any
point q 2 R where P��ðL ~�gÞ��jq � 0.

In the case that S is a weakly f-trapped surface, the
conclusion still holds unless

@2 �

@�A@�B

��������q
¼ 0 and P��ðL ~�gÞ��jq ¼ 0 and

��H
�jq ¼ 0: (7)

Proof.—Let q 2 S \R be a point where S has a local

extreme of . Then, ~� is orthogonal to S at q, that is to say,
��Ajq ¼ 0. Another way of stating the same is that

@ �

@�A

��������q
¼ 0

where  ¼ �ð�AÞ is the local parametric expression of 
in terms of the local coordinates f�Ag of S (note that ��A ¼
� �F@ �=@�A with �F � FjS). Using the previous expression,
we can now compute the divergence �rC

��C at q:

�r A
��Ajq ¼ �AB �rA

�
� �F

@ �

@�B

���������q
¼ � �F�AB @2 �

@�A@�B

��������q
:

Introducing this in formula (4) we get at q

�F�AB @2 �

@�A@�B

��������q
¼�1

2
P��ðL ~�gÞ��

��������q
þ��H

�jq���H
�jq

so that, if S has a future pointing (possibly vanishing) ~Hjq,
we deduce

�AB @2 �

@�A@�B

��������q
� 0

which, given that �AB is positive definite, implies that
@2 �=@�A@�Bjq cannot be positive (semi)-definite.

Therefore, � cannot have a local minimum at q.
Remarks:

(i) Observe that S does not need to be compact, nor
contained in R.
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(ii) Notice that it is enough to assume P��ðL ~�gÞ��jq �
0 only at the points q that are local extrema of  on
S. The sign of P��ðL ~�gjSÞ�� can thus be left arbi-

trary everywhere else on S where ��A � 0.
(iii) Let us stress that the possibility with a positive

semidefinite @2 �=@�A@�Bjq is also excluded, so

that � cannot even be constant along one direction
at q. The only exceptional possibility is given by
the case identified in the theorem satisfying (7). If
~�jq is timelike, the last in (7) implies that ~Hjq ¼ ~0.

Therefore, letting aside this exceptional possibility,
 will always decrease at least along one tangent
direction in TqS. It follows that, under the condi-

tions of the theorem, starting from any point x 2
S \R, one can always follow a connected path
along S \R with decreasing .

(iv) Theorem 4.1 applies, in particular, (but not only)
to (a) static Killing vectors of course,
(b) hypersurface-orthogonal conformal Killing vec-
tors (5) with c � 0, and (c) hypersurface-
orthogonal Kerr-Schild vector fields (6) with h � 0.

(v) The results in section IVof [15] —that any f-trapped
surface penetrating a flat portion of the spacetime
cannot have a minimum of ‘‘inertial time’’ there, so
that they have to ‘‘bend down in time’’—are simple
consequences of the more general Theorem 4.1,
which applies not only to flat spacetimes but in
general to any static region, and to much more
general cases as remarked above.

Another important result for hypersurface-orthogonal
vector fields is (see also [19–21]):

Theorem 4.2.—Let ~� be a vector field which is future-
pointing and hypersurface-orthogonal on a region
R � V . Then, all spacelike surfaces S (compact or not)
contained in one of the level hypersurfaces  ¼ const
within R have

2��H
� ¼ P��ðL ~�

gjSÞ��: (8)

In particular, at any point x 2 S such that P��ðL ~�gÞ��jx �
0, S has a mean curvature vector which is not timelike
future-pointing, and it can be future-pointing null or zero
only if P��ðL ~�

gÞ��jx ¼ ��H
�jx ¼ 0.

Proof.—Let S \R be a (portion of a) surface contained
in one of the hypersurfaces  ¼ const. Then ��A ¼ 0 all
over S \R so that from (4) we deduce (8). This immedi-
ately implies the rest of results.

From Theorems 4.2 and 4.1, we deduce the following
general property.

Corollary 4.1.—No f-trapped surface (closed or not) can
touch a spacelike hypersurface to its past at a single point,
or have a two-dimensional portion contained in the hyper-
surface, if the latter has a positive semidefinite second
fundamental form.

Proof.—As the hypersurface is spacelike, its normal

vector, say ~�, is timelike, and can be extended to be
hypersurface-orthogonal with level function  and can be
chosen to be future-pointing. Then, the projection of
ðL ~�

gÞ�� to the hypersurface is proportional to its second

fundamental form. Thus, if this were positive semidefinite,
it would follow that P��ðL ~�

gjSÞ�� � 0, where P�� is the

projector to any such surface S, and the result follows.
An intuitive explanation of this result is presented in

Fig. 1.

V. APPLICATION TO ROBERTSON-WALKER
GEOMETRIES

Take the Robertson-Walker spacetimes, with line-
element given by [27,34]

ds2 ¼ �dt2 þ a2ðtÞd�2
k (9)

where d�2
k is the standard metric on a maximally symmet-

ric three-dimensional space with normalized sectional cur-
vature k ¼ �1, 0, and aðtÞ is a function of the preferred
time t called the scale factor. The future is defined by
increasing values of t. The above line-element possesses

a timelike conformal Killing vector given by ~� ¼ aðtÞ@t
such that c in (5) is simply _a � da=dt. Furthermore, ~� is
obviously hypersurface-orthogonal

��dx
� ¼ �aðtÞdt;

with level surfaces given by the preferred hypersurfaces

t ¼ const. ~� has been used to derive results on closed
weakly f-trapped surfaces in [19,20] and more recently
on MOTS in [31].
Result 5.1.—No closed weakly f-trapped surface S can

be fully contained in the region _a � 0 of a Robertson-
Walker spacetime, unless k ¼ 1 and S is a minimal surface
imbedded in a 3-sphere t ¼ t0 with _aðt0Þ ¼ 0.
Proof.—Direct application of Lemma 4.1 implies

[19,20] that the only open possibility is given by ~H ¼ ~0
and _ajS ¼ 0. Given that the hypersurface t ¼ t0 has

FIG. 1 (color online). Schematic diagram of the situation
relevant to Corollary 4.1. For simplicity the picture is drawn in
flat spacetime, one dimension suppressed. The trapped surface S,
represented here by a red line, has to bend down in time t. �
represents a spacelike hypersurface with positive definite second
fundamental form.
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vanishing second fundamental form, any such minimal
surface must be minimal within the hypersurface t ¼ t0.
This immediately rules out the cases k ¼ 0, �1, as there
are no compact minimal surfaces imbedded in Euclidean or
hyperbolic spaces [36,37].

Similarly, from Theorem 4.1 follows that
Result 5.2.—No closed weakly f-trapped surface can

have a local minimum of t at the region with _a � 0.
Thus, the minimum of t must be attained at a hypersurface
t ¼ ~t with _aj~t < 0, if they exist.

As a consequence, f-trapped closed surfaces are absent
in generic expanding Robertson-Walker models. They can
only be present in models with contracting phases.
Actually, it is well-known—e.g. [8,33]—that there are
closed trapped round spheres at any t ¼ const slice with
_a � 0 and _a2 þ k > 0. This last condition is simply the
positivity of %þ�, where % is the energy density relative
to the preferred observer @t and � the cosmological con-
stant. Given the homogeneity of the maximally symmetric
slices, this implies that there are closed trapped round
spheres through any point of the slices with _a � 0 and
_a2 þ k > 0. These spheres are, of course, past-trapped if
_a > 0 and f-trapped if _a < 0. The only remaining possi-
bility—keeping _a2 þ k > 0—is that of three-sphere slices
(k ¼ 1) with _a ¼ 0, in which case all round spheres in the
slice are untrapped except for the equatorial one, which is a
minimal surface.

From Corollary 3.1, we already know that the boundary
B must be constituted by t ¼ const slices. Thus, B splits
into two different disconnected sets, B� and Bþ, accord-
ing to whether the closed f-trapped surfaces lie locally to
the future or past of B, respectively. Combining this with
the arguments in the previous paragraph we can deduce the
following.

Result 5.3.—On a general Robertson-Walker spacetime
with line-element (9) and _a2 þ k � 0

(i) If _a � 0 everywhere, then T ¼ ; and thus B ¼ ;.
(ii) If _a � 0 everywhere, then T ¼ V and thus

B ¼ ;.
(iii) In the case that _a changes sign, the past boundary

B�, if nonempty, is necessarily contained in the
region with _a ¼ 0 and €a < 0:

B� � f _a ¼ 0g \ f €a < 0g:

Proof.—The first two points are direct consequences of
Results 5.1 and 5.2. To prove the third point, suppose that
an f-trapped surface S enters into a region with _a > 0.
Then, S cannot have a minimum of t there due to Result
5.2. If S is closed, S must attain the minimum of t, hence S
has to extend to the past for all values of t until it crosses
the first slice with _a ¼ 0 and €a > 0, entering into a region
with _a < 0. But we know that there are closed f-trapped
round spheres through every point of such a region, so the
boundaryB� cannot be there. Proceeding towards the past,
we either encounter another slice with _a ¼ 0 and €a < 0 or

not. In the second possibility, there is no boundary B� for
the connected component ofT � S. In the first case, either
that slice is such a boundary B�, or else there are closed
f-trapped surfaces crossing the slice towards the past, that
is, entering into another region with _a > 0. We can then
repeat the argument from the beginning until one of the
slices with _a ¼ 0 and €a < 0 is the past boundary of the
mentioned connected f-trapped region or there is no such a
boundary.
The last point in the previous result can be rephrased as

saying that the past boundary B� is constituted by pre-
ferred slices with _a ¼ 0, which have a vanishing second
fundamental form and therefore are maximal and totally
geodesic, and such that the spacetime starts to recollapse
there.
Corollary 5.1.—If the Robertson-Walker geometry

(with _a2 þ k � 0) has an initial expanding epoch, then
either B ¼ ;—if it is expanding forever—, or the first
recollapsing time is always part of B�.
There is the open question whether the future boundary

Bþ can be nonempty. If so, one easily obtains that it is
necessarily contained in the region with _a > 0. (Actually,
one can further prove that Bþ � f _a > 0g \ f €a � 0g, but
this will not be necessary in what follows.) The question of
whether there can be weakly f-trapped surfaces intersect-
ing both expanding and contracting regions is answered in
the positive, as follows from de Sitter spacetime or in more
general cases from the results in [38].
An important consequence of all the above is the

following.
Result 5.4.—On a general Robertson-Walker spacetime

with line-element (9) and _a2 þ k � 0, the boundary B of
the future-trapped region T does not contain any non-
minimal weakly f-trapped-surface (closed or not).
Proof.—Take any slice t ¼ t0 which is part ofB, so that

_aðt0Þ � 0, and choose any surface S, closed or not, im-

bedded into t ¼ t0. Then ~� is normal to S so that ��A ¼ 0
and Theorem 4.2 implies that ��jSH� ¼ _aðt0Þ � 0. Thus,
~H has to be spacelike, possibly zero, or past-pointing
everywhere on S (the past-pointing possibility is forbidden
if _aðt0Þ ¼ 0, i.e., within B�.)
We will see that this turns out to be a rather general

property in spherical symmetry, so that B will never con-
tain closed weakly f-trapped surfaces.
Observe that, in the case k ¼ 0 (say; a similar reasoning

works for the case k ¼ �1), if B� is nonempty, there are
f-trapped round spheres as close to B� as we like. What
happens if we try to approach B� following a sequence of
such f-trapped round spheres? The answer is simply that
they get larger and larger, and if we go to the limit ap-
proaching B�, they actually break and become noncom-
pact minimal planes.
As we have seen, not all the _a ¼ 0 hypersurfaces will

be part of the boundary in general. An illustrative example
is given by de Sitter spacetime, which has k ¼ 1 and
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aðtÞ ¼ cosht, so that _a is negative, zero, or positive for
t < 0, t ¼ 0, or t > 0, respectively. Thus, de Sitter space-
time has f-trapped round spheres in any slice with t < 0.
However, de Sitter spacetime is maximally symmetric, and
therefore all of its points are fully equivalent, so that there
are f-trapped round spheres through every point. Hence,
B ¼ ; and T ¼ V in de Sitter spacetime.

A different, more standard example, is provided by the
closed Friedman model for dust and � ¼ 0, defined by
k ¼ 1 with the following parametric form for aðtÞ:

að�Þ¼Cð1�cos�Þ; tð�Þ¼Cð��sin�Þ; �2ð0;2�Þ

where C is a constant. Obviously _a ¼ sin�=ð1� cos�Þ.
Now there are closed f-trapped round spheres through all

points of any slice with t > C� (� > �), as then _a < 0.
However, no closed f-trapped surface can enter the region
with t < C� (�< �), as otherwise they would reach their
minimum value of t at a slice with _a > 0. Thus, in this case
B ¼ B� ¼ ft ¼ C�g. The Penrose diagram of this situ-
ation is depicted in Fig. 2.
Obviously, the same holds for arbitrary models with any

value of k (but keeping _a2 þ k � 0), such that aðtÞ has a
unique maximum value, that is, for models with one ex-
panding phase, a unique recollapsing time, and one con-
tracting phase.
Observe that, in accordance with our general results, the

slice t ¼ 0 in de Sitter spacetime has _a ¼ 0 but €a > 0,
while in the previous models with a unique recollapsing
time, such as the closed Robertson-Walker metric dust
model of Fig. 2, €a < 0 everywhere.

VI. SPHERICALLY SYMMETRIC SPACETIMES
AND THE APPARENT 3-HORIZON (AH)

A spacetime is spherically symmetric if it admits an
SO(3) group of isometries. This group acts transitively
on round spheres embedded in spacetime. Let d�2 denote
the standard metric on the unit round spheres, then the line-
element can always be written as

ds2 ¼ dL2 þ r2d�2

for some Lorentzian two-dimensional metric dL2 and
where r is constant on each round sphere. We assume
from now on that dr � 0, hence r can be chosen as one
of the coordinates for the metric dL2. It is called the area
coordinate because the preferred round spheres have an
area equal to 4�r2. We shall use the invariantly defined
mass function

m � rð1�r�rr�rÞ=2:
By choosing v as a coordinate labeling the incoming radial
null geodesics, the spherically symmetric line-element can
then be written as

ds2 ¼ �e2�
�
1� 2mðv; rÞ

r

�
dv2 þ 2e�dvdrþ r2d�2

(10)

with �ðv; rÞ. The future is defined by increasing values of
v. These are called the advanced Eddington-Finkelstein
coordinates. They may not be globally defined in some
spacetimes, but they are well adapted to our purposes:
describing the cases with incoming matter and radiation.
The future-directed radial null geodesic vector fields are

given by

~‘ ¼ �e��@r; ~k ¼ @v þ 1

2

�
1� 2m

r

�
e�@r (11)

so that

FIG. 2 (color online). Conformal diagram of the Robertson-
Walker spacetime (9) for k ¼ 1 and dust. As usual, null radial
lines are drawn at 45	 and the future direction is upwards.
Closed f-trapped surfaces exist in the colored region (in red,
this is T ), defined by _a < 0. The boundary B is the maximal
hypersurface with _a ¼ 0, the recollapsing time, shown here as a
dotted horizontal line. A marginally trapped tube—correspond-
ing to the apparent 3-horizon AH to be defined in Sec. VI—
foliated by marginally f-trapped round spheres in also shown.
The region Z to the future of the AH is a core of the trapped
region, as defined in Sec. XI. If Z is removed from the space-
time, then there are no remaining closed f-trapped surfaces.
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‘�dx
� ¼ �dv; k�dx

� ¼ e�dr� 1

2

�
1� 2m

r

�
e2�dv:

They satisfy k�‘
� ¼ �1.

The mean curvature vector for each round sphere ~Hsph

can be easily computed

~H sph ¼ 2

r

�
e��@v þ

�
1� 2m

r

�
@r

�
: (12)

Taking into account that for each round sphere the two

future-pointing null normals are ~kþsph ¼ ~k and ~k�sph ¼ ~‘, the

null expansions can be read off from (12):

	þsph ¼
e�

r

�
1� 2m

r

�
; 	�sph ¼ � 2e��

r
: (13)

Thus, these round spheres are f-trapped if and only if
r < 2m, and they are marginally f-trapped if r ¼ 2m.
The set defined by

AH : r� 2mðv; rÞ ¼ 0

is formed by hypersurfaces foliated by marginally
f-trapped round spheres. Thus, each of these hypersurfaces
is a ‘‘marginally trapped tube’’ [3]. They are called the
spherically symmetric ‘‘apparent 3-horizons’’, as each of
its marginally f-trapped round spheres is an apparent hori-
zon—in the sense of [8], see also [10]—for a time slice that
respects the symmetry. And it is unique with these
properties:

Result 6.1.—AH are the unique spherically symmetric
hypersurfaces—with respect to the given SO(3) group—
foliated by marginally f-trapped surfaces.

Remarks:

(i) There are Lorentzian manifolds with several SO(3)
groups of isometries, such as flat, de Sitter, or
Robertson-Walker spacetimes (simply change the
origin of coordinates). This is why we have to fix
the group defining the spherical symmetry. However,
in generic situations the isometry group SO(3) is
unique, and then the AH is unique in absolute sense.

(ii) The foliation hypothesis is crucial here, as there can
be marginally trapped surfaces different from round
spheres, and actually of any genus, imbedded in
spherically symmetric hypersurfaces. Explicit ex-
amples are given in [38] for Robertson-Walker
spacetimes with k ¼ 1, where marginally trapped
surfaces of any genus are imbedded in t ¼ const
slices.

(iii) The assumption of spherical symmetry for the
hypersurface is essential here, as there are
nonspherically-symmetric marginally trapped
tubes in spherically symmetric spacetimes. This is
a general property, as we will show in Sec. VII B.
Explicit examples for closed (k ¼ 1) Robertson-
Walker spacetimes are given in [38].

Proof.—That AH is the unique spherically symmetric
set constituted by marginally f-trapped round spheres is
obvious by construction. Suppose then that there is a
spherically symmetric hypersurface � foliated by margin-
ally f-trapped closed surfaces fS�g. Pick up any such
surface, say S0. By using the SO(3) group of isometries,
move S0 to obtain a new, necessarily marginally f-trapped,
closed surface S00 in �. This surface must be tangent at

some point x to one of the foliating surfaces, say S�0
. But

then, using the maximum principle as in the proof of
Proposition 3.1 of [3], one can deduce that S00 ¼ S�0

, and

a fortiori, that S0 ¼ S00 ¼ S�0
, so that S0 must be tangent to

the SO(3) Killing vectors. The proof in [3] assumed that �
was spacelike, however this is not necessary and the rea-
soning works equally well for timelike �. Actually, it can
be seen that the result holds for null � as long as its null
generator does not point along the null direction with
vanishing expansion of S�. In the remaining case in which
the null generator of � points along the direction of van-
ishing null expansion of the S�, all possible cross sections
of � have the corresponding null expansion vanishing—in
particular, the round spheres in � are marginally
f-trapped—, and therefore the result holds true too.
The exceptional situation that has arisen in the previous

proof is only possible in cases where AH happens to have
portions of isolated-horizon type [5], that is, null portions

such that their null generators point along ~kþsph ¼ ~k. To

understand when this occurs, note that the normal 1-form
to AH is

n�dx
� ¼

�
1� 2

@m

@r

�
dr� 2

@m

@v
dv

whose norm is

n�n
�jAH ¼ �4e�� @m

@v

�
1� 2

@m

@r

���������AH

so that AH is null at any point x 2 AH with @m=@vjx ¼ 0.
Moreover, AH can be null at points where @m=@r ¼ 1=2,
and it can also be timelike or spacelike. Therefore, AH is a
dynamical horizon [5,39] (a spacelike marginally trapped
tube) on the region where it is spacelike, and an isolated
horizon [5] on any open region where m ¼ mðrÞ. This
isolated-horizon portion of AH, if nonempty, is character-
ized also by:

G��k
�k�jAH ¼ 0 , isolated-horizon portion of AH

� AHiso

whereG�� is the Einstein tensor of the spacetime. This will

be relevant for the perturbations of AH to be studied in the
next section. On the other hand, the dynamical horizon
portion of AH is generic in the sense of [3], and therefore it
is actually an outer trapping horizon in the sense of
Hayward [17]. In an open region with m ¼ r=2þ fðvÞ,
the AH is null, but it is not an isolated horizon as the null
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normal to AH is not the null normal with vanishing
expansion.

A simple illustrative example of these different possi-
bilities is provided by the Robertson-Walker spacetimes:
fixing an origin of coordinates arbitrarily, the correspond-
ing spherically symmetric apparent 3-horizon is a margin-
ally trapped tube [3] with the property of being spacelike,
null or timelike if ð%þ pÞð%� 3pþ 4�Þ is less, equal or
greater than zero, see pp. 779–780 in [33]—see also
[13]—, where % and p are the energy density and pressure,
respectively, (%þ� ¼ 3ð _a2 þ kÞ=a2, p�� ¼ �2 €a=a�
ð _a2 þ kÞ=a2.) A timelike AH is explicitly shown in Fig. 2.
An example of a null AH which is not an isolated horizon
is provided by the Robertson-Walker spacetime with
p ¼ %=3 and � ¼ 0 [40]. These results are obviously
related to the instability of MOTS in Robertson-Walker
geometries proven in [31] if %þ�> 0, %þ p � 0, and
%� 3pþ 4� � 0.

Observe that AH can be empty (e.g. in flat spacetime),
but this will only happen if there are no marginally
f-trapped round spheres on the entire spacetime. As our
aim is to study the region with closed f-trapped surfaces
and its boundary, we will assume that they certainly exist.
In this situation, AH cannot be empty. Under reasonable
hypotheses, and for general asymptotically flat initial data
sets (so that the cosmological constant � ¼ 0), one then
knows [41] that there is a regular complete future null
infinity Jþ (so that close to infinity the round spheres
are untrapped). The event horizon (EH) is defined as the
boundary of the causal past of future null infinity:
@J�ðJþÞ [1,8,27], hence it is a null hypersurface by
definition. In our case, it is also spherically symmetric.

The apparent 3-horizon AH does not need to be con-
nected, and it can have as many connected components as
desired, even if mðv; rÞ is bounded everywhere by a finite
positive mass M. As an elementary example, take the case
with m ¼ mðrÞ, mðrÞ � M<1, so that AH is null every-
where. The connected components of AH are given by the
null hypersurfaces r ¼ ri where ri are the positive roots of
the equation r� 2mðrÞ ¼ 0. In general, we will only be
interested in the particular connected component of AH
which is related to the event horizon (EH) of an asymptoti-
cally flat end (in the example above, the one with the
largest ri). This particular connected component of AH
will be denoted by AH1:

AH1 � fPortion of AH that merges with

or is asymptotic to theEHg
The region where the round spheres are untrapped will

be denoted by

R 0: r� 2mðv; rÞ> 0

and we also use the notation

R ¼ R0 [ AH ð, R: r� 2mðv; rÞ � 0Þ:

Note that R0 can actually be empty. For instance, in cases
where all the round spheres are f-trapped (this happens, for
example, in the Kantowski-Sachs models [34]). However,
R0 can never be empty in the asymptotically flat cases
considered herein, because then the round spheres close to
spacelike infinity must be untrapped. Notice, similarly, that
the whole spacetime may sometimes coincide with R, so
that no round sphere is f-trapped, but they still can be
marginally f-trapped. An example is provided by the ex-
treme Reissner-Nordström solution which has a degenerate
horizon [8,34]. We avoid this situation due to the assump-
tion of the existence of f-trapped spheres.

VII. PERTURBATIONS OF ROUND
SPHERES ON AH

We are going to use the stability operator [11,22] to
probe the possible perturbations of marginally f-trapped
round spheres with the aim, in particular, of ascertaining if
there can be closed f-trapped surfaces traversing AH [42].
We will also find a characterization of the AH in terms of
the Einstein tensor, as well as other interesting results.
Related conclusions were derived in full generality, by
the same method of perturbation, in [43]. We will not
restrict the causal character of AH, though, and we will
also prove that the deformed surfaces can be made genu-
inely f-trapped while extending to both sides of AHnAHiso.
Choose any connected component of AH, so that this is a

spherically symmetric marginally f-trapped tube: a hyper-
surface foliated by marginally f-trapped round spheres
(defined by constant values of r and v). As explained in
the previous section, the future null normals are given by

(11) with ~k�sph ¼ ~‘ and ~kþsph ¼ ~k, so that the corresponding

expansions were presented in (13), which restricted to
AH are:

	�sph ¼ �e�� 2

r
< 0; 	þsph ¼ 0:

We can now perturb any such marginally f-trapped round
sphere, say &, along a direction f ~n defined on & and
orthogonal to it. Following [22], f is any function defined
on & and we describe ~n by means of the outward vector
field

~n ¼ � ~‘þ n�n
�

2
~kj& (14)

which is normalized with respect to the fixed null direc-
tions such that

k�n
� ¼ 1:

Observe that the causal character of ~n is unrestricted.
Deform the round sphere & by going orthogonally to &

along f ~n a distance 
. The formula for the variation of the
expansion 	þ can be found in many references, e.g. in
[9,11,17,22,23,30,43], but the version better adapted to our
purposes is that appearing in [22] because it keeps the
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norm of ~n free. Given the marginal character of & and its
spherical symmetry most of the terms in the variation
formula vanish and the outer expansion of the perturbed
surface &
 is given by

	þ
 ¼ 
�f ~n	
þ þOð
2Þ;

�f ~n	
þ ¼ ��&fþ f

�
1

r2&
�G��k

�u�j&
� (15)

where r& is the constant value of r on &,�& is the Laplacian
on &, and ~u is the following vector field orthogonal to
& and ~n:

~u ¼ ~‘þ n�n
�

2
~k; u�n

� ¼ 0; u�u
� ¼ �n�n�:

Observe, by the way, that selecting f ¼ const (15) in-
forms us that the vector ~u such that 1=r2& �G��k

�u�j& ¼ 0

produces no variation on 	þ, so that the corresponding ~n is
tangent to the AH simply leading to other marginally
f-trapped round spheres on AH. Let us call such a vector
field ~m, so that

1

r2&
�G��k

�‘�j& �
m�m

�

2
G��k

�k�j& ¼ 0 (16)

together with

~m ¼ � ~‘þm�m
�

2
~kj&

characterizes AHnAHiso, since ~m is the unique spherically
symmetric direction tangent to it. The exceptional isolated-

horizon portion AHiso has the null ~k as the tangent vector
field. Observe that the only forbidden direction—due to the

normalization used—for ~n (and ~m) is that defined by ~k
(which would correspond to n�n

� ! �1). The situation

is depicted in Fig. 3.
Whether ~m is spacelike, null or timelike (and accord-

ingly for AH) depends on the magnitude ofG��k
�‘�j& and

the sign of G��k
�k�j&. This sign is non-negative if the null

energy condition is assumed. In the next section, we will
actually assume the stronger dominant energy condition, so
that for most of our purposes, the positive sign must be kept
in mind. Recall, though, that the condition G��k

�k� ¼ 0

defines the portions of AH which are isolated horizons. We
have to consider both cases separately.

A. Perturbations on AHiso

Assume that G��k
�k� ¼ 0 holds on a region so that we

are dealing with AHiso. This can be seen equivalent to the
condition @m=@v ¼ 0. From the variation formula (15) we
deduce that

�f ~n	
þ ¼ ��&fþ f

�
1

r2&
�G��k

�‘�j&
�

so that the perturbed expansion is independent of the
direction of deformation ~n. One can check that

G��k
�‘�j& ¼ ð2=r2&Þ@m=@rj& and the previous relation

can be rewritten as

�&f� f
1

r2&

�
1� 2

@m

@r

��������&

�
¼ ��f ~n	

þ: (17)

Notice that the term between round brackets will generally
be positive—for instance if m ¼ const—, and it will cer-
tainly be so for any part of AHiso related to an asymptoti-
cally flat end, because then r� 2mðrÞ changes from
negative to positive values. Equation (17) can be seen as
an equation LðfÞ ¼ ��f ~n	

þ where L ¼ �& � ð1=r2&Þð1�
2@m=@rj&Þ is an elliptic operator on &, and thus it is adapted
for direct application of the maximum principle, see
e.g. [44] or Appendix 3 in [43]. In particular, if �f ~n	

þ is

nonpositive everywhere, it follows that f must be negative
everywhere on &.
Combining this with the known fact that arbitrary per-

turbations along the null generator ~k of the isolated horizon
AHiso produce marginally f-trapped surfaces [43], we ob-
tain the following theorem.
Theorem 7.1.—On any isolated-horizon portionAHiso of

AH arbitrary deformations of its round spheres within

FIG. 3. This is the scheme for the vector fields involved in the
perturbation analysis. The spherically symmetric null directions

are represented at 45	, defined by the radial null vector fields ~‘

and ~k given in (11). The vertex at the center represents a
marginally f-trapped round sphere in the apparent 3-horizon
AH, which is also drawn nearby. The vector ~m, as defined in
the main text, is tangent to AH. Thus, perturbing the initial round
sphere in the direction of c ~m with constant c leads to another
marginally f-trapped round sphere in AH. By letting n�n

� 2
ð�1;1Þ, the general vector ~n defined in (14) always points
towards the shadowed region, though its direction may depend
on the point of the sphere, and it can be spacelike, null or
timelike. The AH can also have any causal character.
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AHiso lead to marginally f-trapped surfaces. Moreover, if
AHiso is such that 1 � 2@m=@r, any other possible pertur-
bation leading to weakly f-trapped surfaces has f < 0, so
that the deformed surfaces lie strictly outside the regionR.

Observe that from (17)�
1� 2

@m

@r

���������&

I
&
f ¼ �

I
&
�f ~n	

þ

and, given that the right-hand side can be chosen as small
as desired, the minimum of the nonpositive function f can
be made as small in magnitude as needed. In concrete
situations, one can even use the freedom of choosing the
variation vector ~n if this helps.

B. Perturbations on AHnAHiso

Let us now consider the parts of AH with G��k
�k� > 0.

From Fig. 3, we deduce that the perturbation along f ~n will
enter into the region with f-trapped round spheres (which is

trivially part of T and can be identified because ~k always
points into it) at points with

fðn�n� �m�m
�Þ> 0:

For easy control of these signs we note that, according to
(15) and (16),

ðG��k
�k�j&Þfðn�n� �m�m

�Þ ¼ �2ð�&fþ �f ~n	
þÞ:
(18)

An interesting conclusion arises by integrating this equal-
ity on &

ðG��k
�k�j&Þ

I
&
fðn�n� �m�m

�Þ ¼ �2
I
&
�f ~n	

þ

from where we deduce the following facts:
(i) Spherically symmetric deformations, defined by

having constant f and n�n
�, are uninteresting be-

cause they only lead to untrapped round spheres in
the region R0 if fðn�n� �m�m

�Þ< 0 and to

f-trapped round spheres outside R if fðn�n� �
m�m

�Þ> 0.

(ii) The deformed surface can be f-trapped –with a
negative definite sign of the variation—only if
fðn�n� �m�m

�Þ is positive somewhere. Hence,

an f-trapped surface (obtained in this way) must
lie at least partially in the region where the round
spheres are f-trapped. This will turn out to be a fully
general result (Corollary 9.1).

(iii) The deformed surface can be untrapped only if
fðn�n� �m�m

�Þ is somewhere negative.

(iv) If the deformed surface lies entirely withinR0—so
that fðn�n� �m�m

�Þ< 0 everywhere—, then

�f ~n	
þ must be positive somewhere.

(v) If the deformed surface lies entirely outsideR, then
�f ~n	

þ must be negative somewhere.

Note that (15) is also adapted for direct application of the
maximum principle, as it takes the form LðfÞ ¼ ��f ~n	

þ

where now the elliptic operator L ¼ �& þ ðG��k
�k�j&Þ


ðn�n� �m�m
�Þ=2. Thus, we also have

(i) All possible perturbations with n�n
� �m�m

� � 0

and leading to �f ~n	
þ � 0 everywhere are such that

f is negative everywhere. Thus, all perturbed weakly
f-trapped surfaces with n�n

� � m�m
� are strictly

outside R0.
In order to construct examples of f-trapped deformed

surfaces which lie partly in R0, we choose to consider
perturbations such that

n�n
� �m�m

� > 0:

For this choice, the deformed surface enters the region with
f-trapped round spheres if f > 0, and it entersR0 if f < 0.
We introduce a constant a0. We will aim for f-trapped
surfaces for which

ðG��k
�k�j&Þa0ðn�n� �m�m

�Þ þ 2�f ~n	
þ ¼ 0:

By our assumptions, this implies that �f ~n	
þ < 0 if a0 > 0,

so that the deformed surface is f-trapped. Next we set

f � a0 þ ~f

for some as yet undetermined function ~f. Equation (18)
becomes

ðG��k
�k�j&Þðn�n� �m�m

�Þ~fþ 2�&
~f ¼ 0: (19)

We conclude that our assumptions require that

1

2
ðG��k

�k�j&Þðn�n� �m�m
�Þ ¼ ��&

~f
~f

> 0: (20)

This is a (mild) restriction on the function ~f. A simple

solution is to choose ~f to be an eigenfunction of the

Laplacian �&, say ~f ¼ P
l
m¼�l clmY

m
l for a fixed l 2 N

and constants clm, where Ym
l are the spherical harmonics.

Then, on using �&Y
m
l ¼ � lðlþ1Þ

r2&
Ym
l , the deformation di-

rection ~n is determined by

n�n
� �m�m

� ¼ 2

G��k
�k�j&

lðlþ 1Þ
r2&

> 0

and the variation of the expansion then reads

�f ~n	
þ ¼ �a0

lðlþ 1Þ
r2&

which is negative (resp. positive) for all a0 > 0 (resp.
a0 < 0.) As the other expansion was initially negative, by
choosing 
 very small we can always achieve that 	�
 ¼
	�sph þ 
�f ~n	

� þOð
2Þ is also negative, and therefore the

deformed &
 is f-trapped (resp. untrapped). Throughout we
assume that the deformation is small enough so that the we
can rely on the first order perturbation.
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It only remains to check that f realizes all signs, so that
the deformed surface crisscrosses AH. Given that

f ¼ a0 þ
Xl

m¼�l

clmY
m
l ;

it is enough to adjust the constants clm to achieve this goal.
For instance, the choice clm ¼ 0 for m � 0 and cl0 <�a0
if a0 > 0 (or cl0 >�a0 if a0 < 0) will do, so that f has the
sign of a0 at the region where Y0

l ¼ Pl � 0, and the

opposite sign around the north pole of & where Pl > 0
(Pl are the Legendre polynomials).1

Thus, we have proven the following theorem.
Theorem 7.2.—In arbitrary spherically symmetric space-

times there are closed f-trapped, as well as untrapped,
surfaces (topological spheres) penetrating both sides of
the apparent 3-horizon AH at any region where
G��k

�k�jAH > 0.

Therefore, any part of AH which is not an isolated-
horizon belongs to the f-trapped region T , so that these
parts of AH never belong to the boundary B.

We remark that the previous reasoning is independent of
the causal character of AH, which can be spacelike, null, or
timelike. The only restriction is that G��k

�k�j& > 0.

Observe also that the original round sphere has a positive
Gaussian curvature, and thus the deformed f-trapped sur-
faces penetrating both sides of AH will also have, for
sufficiently small 
, positive Gaussian curvature. This dis-
proves a conjecture by Hayward [45]. Actually, explicit
examples of the same kind but going far away from AH
were presented in [46].

We can now address the nonuniqueness of dynamical
horizons. The perturbation argument tells us that there
are f-trapped surfaces penetrating into both sides of
AHnAHiso. We also know that there are untrapped round
spheres lying just outside it. If AH is spacelike, this means
that we can find a spacelike hypersurface having such an
outer trapped sphere as its inner boundary and an un-
trapped round sphere as its outer boundary, and such that
it contains a path connecting the boundaries and lying
entirely outside AH (that is, insideR0). There is a theorem
that ensures that such a spacelike hypersurface necessarily
contains a marginally (outer) trapped surface [9]. By con-
struction, it has a part lying insideR0, and we know that it
must penetrate outside R. Moreover, generically such a
surface ‘‘evolves’’ into a marginally outer trapped tube
[11]. As long as we stay sufficiently close to AH, all the
marginally outer trapped surfaces in the argument will be
inner trapped as well. Thus we have obtained:

Corollary 7.1.—In arbitrary spherically symmetric
spacetimes there are marginally trapped tubes penetrating

both sides of the apparent 3-horizon AH at any region
where G��k

�k�jAH > 0.

Explicit examples in Robertson-Walker spacetimes can
be found in [38], and in the Vaidya spacetime in [47].
As a final question, we wonder how small the fraction of

the closed f-trapped-surface that extends outsideR can be
made. This will be relevant in Sec. XI, when we will ask
the question of whether or not the complement ofR is the
optimal set to be removed from spacetime in order to get
rid of all closed f-trapped surfaces. With the assumptions
used in the proof of Theorem 7.2, we see that this means

that we must produce a C2 function ~f defined on the sphere
and obeying the inequality (20), and which is positive only
in a region that we can make arbitrarily small. If we choose
a sufficiently small constant a0, the last requirement im-
plies that the region where the surface extends outside R
can be made arbitrarily small. To find such a function it is
convenient to introduce stereographic coordinates f�;�g
on the sphere, so that the Laplacian takes the form

�& ¼ ��1

�
@2� þ 1

�
@� þ 1

�2
@2�

�
; � ¼ 4r2&

ð1þ �2Þ2 :

A solution to the problem as stated is

~fð�Þ ¼
8<
: c1ðeð1=2aÞð2a��2Þ � 1Þ �2 < 4a

8c1a
e

1
�2 � c1ð1þ e�1Þ �2 > 4a:

(21)

This function is C2 (and can be further smoothed if neces-
sary), and it is positive only if �2 < 2a, that is on a disk
surrounding the origin whose size can be chosen at will.
The function obeys

� �&
~f

~f
¼

8><
>:

��1

a2
2a��2

1�e�ð1=2aÞð2a��2Þ �2 < 4a

32a��1

�4
�2

ðeþ1Þ�2�8a
; �2 > 4a:

This is always larger than zero. Thus we have proven the
following important result.
Theorem 7.3.—In spherically symmetric spacetimes,

there are closed f-trapped surfaces (topological spheres)
penetrating both sides of the apparent 3-horizonAHnAHiso

with arbitrarily small portions outside the region R.

VIII. GENERAL IMPLODING, ASYMPTOTICALLY
FLAT, SPHERICALLY SYMMETRIC SPACETIME

In this section, we present the restrictions on the mass
function in order to describe the case of inflow of matter
and radiation, satisfying the dominant energy condition,
entering into an initially flat spacetime and leading to the
formation of a black hole.
If the Einstein field equations hold (with vanishing

cosmological constant), the dominant energy condition
[8] requires, among other restrictions, that the following
inequalities hold, e.g. [41,48]:

1The idea behind the argument just given was communicated
to us by R.M. Wald, who informed us that it arose in conversa-
tions with G. Galloway [42].
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@�

@r
� 0; (22)

@m

@r
� r

2

�
1� 2m

r

�
@�

@r
; (23)

@m

@v
� �e�

@�

@r

r

4

�
1� 2m

r

�
2
: (24)

From (22) and (23) one can deduce (see, e.g., [48])

@ðme�Þ
@r

� r

2

@e�

@r
� 0

which implies that, at any null hypersurface v ¼ vc ¼
const, the mass function satisfies

e�ðvc;rÞmðvc; rÞ � e�ðvc;r0Þmðvc; r0Þ 8r � r0

so that, if the mass function happens to be positive at any
round sphere ðvc; r0Þ, then it is positive for all round
spheres ðvc; rÞ with r � r0. In particular, if the mass func-
tion is non-negative at r ¼ 0, then it is non-negative every-
where. Note also that, using (22) and (23) implies that

@m

@r
� 0 on R:

Similarly, from (22)–(24), we deduce

@m

@v
þ 1

2

�
1� 2m

r

�
e�

@m

@r
� 0

at the same region R. These last two expressions can
be physically reinterpreted if we note that they are equiva-
lent to

~‘ðmÞ � 0; ~kðmÞ � 0 on R (25)

where the null vector fields ~‘ and ~k are given in (11).
In other words, the dominant energy condition implies

that the mass function must be nonincreasing (respectively,
nondecreasing) along any future-pointing ingoing (resp.
outgoing) radial null geodesic. Observe also that the
mass function must be nondecreasing along any spacelike
outward direction on R (see e.g. [49]), as follows from

a ~kðmÞ � b ~‘ðmÞ � 0; 8a; b > 0 on R:

Yet another implication of the above conditions is that the
hypersurfaces mðv; rÞ ¼ const are nonspacelike every-
where on R.

Observe also that, on AH, the dominant energy condi-
tion (24) implies

@m

@v

��������AH
� 0: (26)

Only continuous piecewise differentiable mass functions
will be considered, so that distributional singularities on
the curvature tensor—such as shells of matter or radia-
tion—are avoided. We will restrict ourselves to mass

functions bounded by a finite least upper bound M> 0,
so that mðv; rÞ � M for all v, r, and [41] there is a regular
complete future null infinity Jþ for an asymptotically flat
end. We shall also restrict ourselves to the physical case
where the mass-energy starts flowing in from past infinity
at a given advanced time, so that previous to that instant the
spacetime has no mass-energy and is flat. The value of v
when the mass inflow starts will be chosen as v ¼ 0. Then,
the mass function satisfies

mðv; rÞ ¼ 0 8v < 0;

8v > 0

�
0 � mðv; rÞ � M<1
mðv; rÞ 6�0:

(27)

We will not assume in general, however, that the energy-
mass travels at the speed of light, so that the infalling mass
can be composed of massive dust particles or more general
matter. Therefore, the hypersurface � separating the flat
portion and the rest of the spacetime can be timelike or
null. The mass function can actually reach the value M or
not. In the former case, given that we are assuming that
there is a regular future null infinity Jþ for an asymptoti-
cally flat end, there exists a value v1 of v such that
mðv; rÞ ¼ M for all v > v1. This implies that mðv1; rÞ ¼
M for all r. Note that charged cases (such as those with an
asymptotic, and static, Reissner-Nordström region) are
included in the other case characterized by m<M
everywhere.
Whether or not the spacetime becomes singular when

the incoming matter reaches the center depends on the
particular properties of the falling matter and energy. The
intersection of � with r ¼ 0 will not be a curvature singu-
larity—so that there will be a regular center r ¼ 0 at a
portion of the nonflat region—if m and � satisfy there
(e.g. [48]):

@�

@r
ðv; 0Þ ¼ 0;

mðv; 0Þ ¼ @m

@r
ðv; 0Þ ¼ @2m

@r2
ðv; 0Þ ¼ 0:

(28)

In this case, some later singularities can develop. If (28) do
not hold, then the singularity appears already at �ðr ! 0Þ.
At this general level, and in any of the previous cases, one
cannot know if the singularity will be spacelike, timelike,
or null. Thus, wewill not prejudge this, and leave the future
evolution of the spacetime open, not showing it in some of
the Penrose diagrams. These are depicted, for the essen-
tially different possibilities of interest herein, in Figs. 4–6.
Summarizing, we consider spacetimes with line-element

(10) satisfying the dominant energy condition and subject
to (27) so that there is an asymptotically flat end with
regular Jþ and a nondegenerate EH, and such that AH1

is the connected component of AH associated to this EH.
The actual position of EH depends on the particular prop-
erties of the mass function mðv; rÞ. Generically, AH1

separates the region R1, defined as the connected subset

INGEMAR BENGTSSON AND JOSÉ M.M. SENOVILLA PHYSICAL REVIEW D 83, 044012 (2011)

044012-14



FIG. 4. These are conformal diagrams of (10) with (29) and (27) when (i) mðv; rÞ<M everywhere (left) and (ii) mðv; rÞ ¼ M in
some open asymptotic region (right). As usual, null radial lines are drawn at 45	 and the future direction is upwards. The discontinuous
line marked as r ¼ 0 is the origin of coordinates. The spacetime is flat until energy starts falling to the center in a spherical manner
from past infinity at v ¼ 0. The hypersurface � separating the flat region from the rest is nonspacelike everywhere, so that material
particles travel causally. (The particular case with a null � is depicted in Fig. 5). Thus, the shaded regions are nonflat spherically
symmetric spacetimes with nonvanishing energy-momentum. In the figure on the right, the spacetime becomes Schwarzschild with
mass M at some other nonspacelike hypersurface (and therefore also for all v > v1, where v1 is the supremum of v on that
hypersurface). The connected component of the apparent 3-horizon AH1 approaches the event horizon EH either asymptotically (left)
or at some finite value of v � v1 and r ¼ 2M (right). In the latter case, AH1 and EH merge and remain together for v � v1 and
r ¼ 2M. In both cases, EH starts developing in the flat region. In the two cases, AH1 is spacelike (ergo a dynamical or future outer
trapping horizon) when approaching the EH, but this is not necessarily so in other regions. These possibilities are depicted in Fig. 6.
Whether or not the initial collapsing shell � leads to the formation of a singularity when focusing at the center r ¼ 0 depends on the
particular properties of the mass function mðv; rÞ, see the main text. Thus, we have left open the future evolution of the spacetime for
the shaded regions.

FIG. 5. These are conformal diagrams similar to those of Fig. 4 but with the energy flowing in along null incoming radial
hypersurfaces, so that � is now the null hypersurface v ¼ 0. A particular case of this situation is given by the Vaidya imploding
spacetime, analyzed thoroughly in the Appendix. As argued there, the generic situation now leads to the formation of a singularity in
the future with r ¼ 0, as shown, and therefore there is a unique connected component of AH. The case on the left has mðv; rÞ<M
everywhere and that on the right has mðv; rÞ ¼ M for all v > v1. In the picture on the left, the apparent 3-horizon AH approaches the
event horizon EH asymptotically, while in that on the right, AH and EH merge together at v ¼ v1 and r ¼ 2M. In both cases, EH starts
developing in the flat region. Note that the part of flat spacetime that lies inside the event horizon is the intersection of the interiors of
two light cones; it is shown without conformal distortion.
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ofR0 which contains the flat region of the spacetime, from
a region containing f-trapped round spheres. Under these
assumptions, AH1 will eventually be spacelike (actually
achronal) and asymptotic (probably merging) to the EH,
see [50]. (The recent counterexamples presented in [51]
violate some of our assumptions.) Thus, AH1 has a portion
that is a spherically symmetric, regular, dynamical horizon.
Nevertheless, in general, AH1 can have timelike and null
portions, see e.g. [13,33,40]. This has been represented in
the Penrose diagrams of Fig. 6.

Apart from the above, wewill need a further assumption,
given by

@m

@v
� 0 on ðR1 [ AH1Þ \ JþðEHÞ (29)

To justify this assumption, and to understand its reason-
ability, let us make the following considerations. The
region ðR1 [ AH1Þ \ JþðEHÞ may contain a portion of
the flat region, where mðv; rÞ ¼ 0 so that the assumption
is trivial there, and it is bounded to the future by AH1,
where (29) holds due to (26). The rest of its boundary is
given by a portion of EH, whose null generators are given

by ~k. Observe also that ~kjAH1
¼ @vjAH1

.

If there is part of the origin r ¼ 0 in ðR1 [ AH1Þ \
JþðEHÞ, then from (24) we have @m=@vjr¼0 � 0. And if
there is a flat portion in ðR1 [ AH1Þ \ JþðEHÞ, this is
separated from the rest by the spherically symmetric
hypersurface �, where mj� ¼ 0 by continuity. Let us
denote by

~w ¼ @m

@r
@v � @m

@v
@r

the vector field tangent to the hypersurfaces mðv; rÞ ¼
const and orthogonal to the round spheres. Thus, we have

~wðmÞ ¼ 0:

Note that ~w is future-pointing onR. The hypersurface � is
imbedded in flat spacetime, so that the mass-energy is
flowing in only if ~wðrÞj� < 0. But this implies that

@m

@v

���������
>0:

All in all, the dominant energy condition always ensures
that there is a region of ðR1 [ AH1Þ \ JþðEHÞ where (29)
is automatically satisfied, and this includes its future
boundary and its frontier with the flat region if nonempty.
In summary, the assumption (29) is equivalent to assuming
that the mass function is nondecreasing to the future along
any hypersurface r ¼ const on ðR1 [ AH1Þ \ JþðEHÞ.

IX. THE PAST BARRIER �

In this section, we are going to identify a past barrier for
f-trapped surfaces in the spacetimes considered in the
previous section. This barrier severely restricts the possible
locations of marginally trapped tubes and dynamical
horizons.
Consider the vector field

~� ¼ e��@v

which characterizes the spherically symmetric directions
tangent to the hypersurfaces r ¼ const. These hypersurfa-
ces are timelike everywhere on R0, and null at AH, while

FIG. 6. Once again, these are conformal diagrams of (10) with (29) and (27) when (i) mðv; rÞ<M everywhere (left)
and (ii) mðv; rÞ ¼ M in some open asymptotic region (right). All features are essentially the same as in Fig. 4 except that EH
does not intersect the flat region and that the connected component AH1 of the apparent 3-horizon may be timelike in some region (in
the figures, close to the left upper corner). An explicit example of the latter behavior is provided by the matching of a p ¼ �%
Robertson-Walker metric with � ¼ 0 and � < 1=3 to the outwardly radiating Vaidya spacetime, see [40] (time reversal of
Fig. 7 therein). See also [13].
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they are spacelike outsideR. ~� is hypersurface orthogonal,
with the level function  defined by

��dx
� ¼ �Fd ¼ dr� e�

�
1� 2mðv; rÞ

r

�
dv: (30)

The hypersurfaces  ¼ const are orthogonal to the hyper-
surfaces r ¼ const everywhere. Put in another way, the

expansion of the round spheres along ~� vanishes, that is,
the mean curvature vector defined in (12) is such that

��H
�
sph ¼ 0;

hence ~� provides the invariantly defined direction in which
the area of the round spheres remains constant.

We note that ~� is the Kodama vector field [24], which
has been recently used in related investigations [52–54].
We have

���
� ¼ �

�
1� 2mðv; rÞ

r

�
; ‘��

� ¼ �e��

so that ~� is future-pointing timelike on the region R0,
future-pointing null at AH, and spacelike outside R.
Therefore,  can considered as a time function—‘‘the
Kodama time’’ [46,52]—in the whole region R0.
Observe that

~� ¼ e�� ~kþ e�

2

�
1� 2mðv; rÞ

r

�
~‘:

The deformation of the metric along ~� can be easily
computed

ðL ~�
gÞ�� ¼ e�

2

r

@m

@v
‘�‘� � @�

@r
ð�r

��� þ �r
���Þ: (31)

Thus, ~� is a Kerr-Schild vector field [35] on any open
region with @�=@r ¼ 0, an example is the Vaidya space-

time treated in the Appendix. ~� is a Killing vector in the
situations with @m=@v ¼ @�=@r ¼ 0, such as the case of
the Schwarzschild spacetime.

We can use the Kodama time to restrict the location of
f-trapped surfaces.

Theorem 9.1.—Assume that the spacetime (10) satisfies
(29). Then, no f-trapped surface S can have a local mini-
mum of  on R0, nor they can have an open portion with
 ¼ const there.

Proof.—Let q 2 S \R be a point where S has a
local minimum of , or belonging to an open portion
of S \ f ¼ 0g for some constant 0. Because of

Theorems 4.1 and 4.2, and since ~� is future-pointing on
R, it is enough to show that on any such point

P��ðL ~�
gjSÞ��jq � 0:

Projecting (31) onto S we get

ðL ~�gjSÞ��e
�
Ae

�
B

¼ e�
2

r

@m

@v

��������S

�‘A �‘B � @�

@r

��������S

�
@�r

@�A

��B þ @�r

@�B

��A

�
:

In particular, given that ��Ajq ¼ 0, we obtain

P��ðL ~�gjSÞ��jq ¼ e�
2

r

@m

@v
�‘A �‘

A

��������q
� 0 (32)

whose non-negativity follows from (29).
By taking into account the third remark to Theorem 4.1,

the same conclusion holds for weakly f-trapped surfaces
unless the exceptional situation (7) occurs.
Corollary 9.1.—If the spacetime (10) satisfies (29), then

no closed f-trapped surface can be contained in any con-
nected component of R. In particular, no closed f-trapped
surface can be fully contained in the region R1 [ AH1.
The only weakly f-trapped surfaces contained in R are

the marginally f-trapped surfaces foliating AH. Combining
this corollary with the standard result [8,27]—see [55] for
a rigorous derivation—that no closed weakly f-trapped
surface can penetrate outside the EH (actually, no outer
f-trapped closed surface penetrates into this region [8,27]),
we arrive at the following conclusion.
Corollary 9.2.—Letting aside the marginally f-trapped

surfaces in AH1, no closed weakly f-trapped surface can be
fully contained in the region ðR1 [ AH1Þ \ JþðEHÞ, and
thus they must penetrate outside R1 [ AH1.
Observe that, in the cases when AH1 is spacelike so that

it is a dynamical horizon, and recalling that then EH is its
past Cauchy horizon [8,27], EH ¼ H�ðAH1Þ, Corollary
9.2 can be rephrased as ‘‘no closed weakly f-trapped sur-
face can be fully contained in the past Cauchy development
D�ðAH1Þ’’, which is in agreement with theorem 4.1 in [3].
Suppose that r < 2mðv; rÞ somewhere to one side of

AH1. We are naturally led to the question of what is the
extension of the connected f-trapped regionT 1 containing
the f-trapped round spheres to that side of AH1.
Equivalently, the question is what is the exact location of
the connected component B1 of the boundary B which is
to the past ofAH1. At first, one is tempted to think thatAH1

could actually be this boundary B1, so that all f-trapped
closed surfaces remain outside of R1 [ AH1, but we al-
ready know that this is not the case in general, as follows
from Theorem 7.2. Actually, f-trapped surfaces with
spherical topology were explicitly exhibited in [16] for
the self-similar Vaidya spacetime (see Appendix) such
that they penetrate R1 and even extend to the flat region
of the spacetime. The example from [16] is shown in Fig. 8
below, other examples were constructed in [46]. Thus, the
connected f-trapped region T 1 will enter into R1 \
JþðEHÞ. One can then wonder if T 1 will actually extend
all the way down to EH. This was shown to be impossible
in a particular Vaidya solution with a shell of null dust in
[15]. We are going to prove in the following that this is a
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general property by identifying a past barrier to the con-
nected f-trapped region T 1.

Put by definition

� � f ¼ �g; � � inf
x2AH1

jx:

Observe that � is the least upper bound of  on the event
horizon EH. In other words, � is either; (i) the constant
value of  which defines the portion of the EH in the
Schwarzschild region of the spacetime in the case when
mðv; rÞ ¼ M for all v > v1, or (ii) the common limit of
 on both AH and EH when v ! 1 in the case that
mðv; rÞ<M everywhere. � can be completely character-

ized as the last hypersurface orthogonal to ~� which is
nontimelike everywhere.

Theorem 9.2.—Assume that the spacetime (10) satisfies
the dominant energy condition, (27) and (29). Then, no
closed f-trapped surface can penetrate into I�ð�Þ (i.e. the
region with  < �.)
Proof.—Consider the closed set

K � D�ð ¼ �Þ ¼ J�ð ¼ �Þ \ JþðEHÞ

This set is contained in the region R1 � R where ~� is
future pointing.K is bounded to the future by  ¼ � and
to the past by EHnAH (see Fig. 7). Therefore, any compact
surface S such that S \ intK � ; will reach a minimum
onK. This minimum cannot be on  ¼ �, because this is
the maximum value of  on K. Thus it will have to be
either a nonlocal minimum on EHnAH or a local one

FIG. 7 (color online). These are enlargements of relevant regions in Fig. 5; similar drawings could be performed for the cases of
Figs. 4 and 6. On the left, we picture the cases with mðv; rÞ<M everywhere, and on the right with mðv; rÞ ¼ M for all v > v1. The
two pictures on top describe the cases when� penetrates the flat region, for instance if 8 _m0 > ð1� 2m0

0Þ2, see Sec. IXA, while the two

bottom pictures depict the cases where � never penetrates the flat region. Pertinent  ¼ const hypersurfaces are shown for all cases.
Observe that these are spacelike everywhere (and approaching spacelike infinity i0) if they have  < � (example shown as  ¼ 1),
while they are partly spacelike and partly timelike, becoming null at AH, if  > � (example shown as  ¼ 2.) The hypersurface �
separating these two cases is nontimelike everywhere, and spacelike where it differs from EH: thus, it is spacelike everywhere for the
left drawings, while it becomes null and identical with EH for all v > v1 for the cases on the right. The closed setK used in the proof
of Theorem 9.2 limits to the future with � and to the past with EH, and is shown in green in all cases.
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attained on K \R1. However, these two possibilities
forbid that S be f-trapped, because the latter would contra-
dict Theorem 9.1, while the former would contradict the
standard result [8,15,27,55] that closed f-trapped surfaces
never touch EH.

Thus, the hypersurface � is a limit, to the past, for
f-trapped closed surfaces. In fact, they cannot even
touch �.

Theorem 9.3.—Under the assumptions of the previous
theorem all closed f-trapped surfaces must be contained in
the region Iþð�Þ (defined by  > �) and penetrate outside
R1 [ AH1.

Proof.—The last part of the theorem states that all
f-trapped closed surfaces have points outside R, that is
points with r < 2mðv; rÞ, but this is already known from
Corollary 9.2. To prove the first part, observe that Theorem
9.2 ensures that  � � on any such f-trapped closed
surface S. Thus, we only need to show that  cannot reach
the value � on the surface, so that S can never touch �.
But S cannot touch the portion of � which coincides with
EH (if any), so this could only happen on the part of �
within R1, that is, with r > 2mðv; rÞ. But if there were a
point x 2 S \R1 \�, then Theorem 4.1 would imply that
jS cannot have a local minimum on x, and that there
cannot be any one-dimensional line L � S with L 3 x
such that jL ¼ �; Theorem 4.1 would imply that no
two-dimensional piece of S can be entirely contained in
�. In summary, the existence of x would lead to the
existence of points on S with  < �, in contradiction.

A. The location of the past barrier �

As we have shown, the hypersurface � provides a strict
limitation to the extension, towards the past, of the con-
nected f-trapped region T 1, and thereby to the location of
its boundary B1. Therefore, it is important to know the
exact location of �. This is the goal of this subsection.

Recall that � is nontimelike everywhere, and actually
spacelike on the entire portion where � does not coincide
with the EH. The location of� depends, as is to be expected,
on the particular properties of the mass function mðv; rÞ.
However, one can deduce general properties of the hyper-
surfaces  ¼ const. (One may also consult the Appendix
where the specific case of the imploding Vaidya spacetime
is treated in full, as then the equations can be explicitly
integrated—for appropriate choices of the mass function.)
In particular, we are going to answer partially the question
of whether or not � can penetrate into the flat region of the
spacetime. To that end, recall the definition (30) of , so that
the  ¼ const hypersurfaces are given by the solutions to
the ordinary differential equation (ODE)

dv

dr
¼ e��

1� 2mðv; rÞ=r : (33)

Let v0 � 0 be the value of vj� at r ¼ 0. The ODE (33) will
not have any critical point at ðv ¼ vþ

0 ; r ¼ 0Þ whenever

lim
r!0

mðv0; rÞ
r

¼ 0: (34)

In particular, this will be the casewhen there is no curvature
singularity at ðv0; 0Þ, due to (28).
On the other hand, if (34) does not hold, the ODE (33) is

equivalent to the autonomous system

dv

du
¼ r;

dr

du
¼ e�ðr� 2mðv; rÞÞ

which has a critical point at v ¼ v0, r ¼ 0. Its linear
stability is ruled by the eigenvalues �� and eigenvectors
~z� of the corresponding matrix

0 1
�2 _m0e

�0 e�0ð1� 2m0
0Þ

� �
;

where �0, _m0 and m0
0 are the limits of �, @m=@v and

@m=@r when approaching ðvþ
0 ; 0Þ, respectively. These ei-

genvalues and eigenvectors are

�� ¼ e�0

2
ð1� 2m0

0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� 2m0

0Þ2 � 8 _m0

q
Þ;

~z� ¼ ð1; ��Þ:
The character of the critical point is different depending on
the sign of 8 _m0 � ð1� 2m0

0Þ2. The different possibilities

are:
(i) If 8 _m0 > ð1� 2m0

0Þ2, the critical point is a focus if

1� 2m0
0 � 0—unstable or stable depending on whether

1� 2m0
0 is positive or negative. In this case, no solution

reaches ðv0; 0Þ. The hypersurface � always penetrates the
flat region in this case. See the illustrative explicit solution
for the Vaidya case in the Appendix. If on the other hand
2m0

0 ¼ 1, then the critical point is a center at the linear

level, and can become a focus, a node, or remain as a center
depending on the properties of mðv; rÞ.
(ii) If 0< 8 _m0 < ð1� 2m0

0Þ2, the critical point is a node,
unstable or stable depending on whether 1� 2m0

0 is posi-

tive or negative. All possible solutions except one emerge
from or approach ðv0; 0Þ with the same tangent direction,
given by the eigenvector ð1; ��Þ in the unstable case or by
ð1; �þÞ in the stable one. The exception for each case is
given by one solution emerging from or approaching
ðv0; 0Þ with the tangent direction of the other eigenvector.
There exist three qualitatively different possibilities (with
the same values of _m0 and m0

0), depending on whether or

not the special solutions  ¼ � —corresponding to the
eigenvalues �� at ðv0; 0Þ—eventually meet AH1. This, in
turn, depends on the specific properties of the mass func-
tion and on the total mass M. If at least one of the special
solutions does not meet AH1, then the hypersurface �
cannot penetrate the flat region. On the other hand, if
both special solutions meetAH1, then�will have a portion
in the flat region. Explicit illustrative cases are given in the
Appendix for the Vaidya spacetime.
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(iii) If 8 _m0 ¼ ð1� 2m0
0Þ2 � 0, the critical point is a

degenerate node (unstable or stable depending on whether
1� 2m0

0 is positive or negative) in the linear stability

analysis, and it remains as such, or it may become an
unstable focus or node, depending on the specific proper-
ties of the mass function. Its properties are once more
analogous to those of the Vaidya example in the Appendix.

X. ON THE REGION T AND ITS BOUNDARY B

In this section, we want to discuss the possible extension
of the connected f-trapped region T 1 associated to AH1,
and the relation between its boundary B1 as defined in
definition 2 with marginally trapped tubes and closed
weakly f-trapped surfaces.

Having identified the past barrier � for the connected
f-trapped region T 1, we can ask whether closed f-trapped
surfaces can actually extend all the way down to�, in other
words, if � coincides with the connected component B1

of the boundary. This turns out not to be the case
(Corollary 10.2.)

We already know that the region outside R, such that
r < 2mðv; rÞ, belongs to T . Now we collect some impor-
tant properties of how closed f-trapped surfaces can cross
AH1 penetrating into R1.

Theorem 10.1.—Assume that the spacetime (10) satis-
fies the dominant energy condition, (27) and (29). Any
closed f-trapped surface S crossing AH1 attains the mini-
mum value m of  outside R1 [ AH1, and has

jS\R1
> ̂m > m > �; rjS\R1

< r̂

where ̂m is the minimum value of jS on AH1, and r̂ is the
value of r at the round sphere &̂ � f ¼ ̂mg \ AH1. (Let us
note that &̂ 2 AH1nEH.)

Proof.—As S is compact, it must attain a minimum of 
which is also a local minimum unless jS ¼ const. This
last possibility is not feasible for S entering intoR1 due to
Theorem 4.2 and the non-negativity of P��ðL ~�gjSÞ��jS (if
��A ¼ 0), as follows from (32). For the former possibility,
Theorem 4.1 ensures that the local minimum cannot lie on
R, so that m has to be attained outside R1 [ AH1.

Pick up any value 2 > m > �. As in the proof of
Theorem 9.2 consider the closed set

K 2 � JþðEHÞ \ f � 2g \ ðR1 [ AH1Þ:
K2 is bounded to the future partly by  ¼ 2 and partly by
AHj�2 , and to the past by EHnAH1, see Fig. 7. Therefore,

if S \ intK2 � ;, jS\K2
will reach a minimum ̂m on

K2. As usual, this minimum cannot be on EHnAH1 due to
the standard result [8,15,27,55] that S can never touch EH;
it cannot be on  ¼ 2 because this is the maximum value
of  on K2; and it cannot be on R1 \K2 either, due to
Theorem 4.1. Therefore, such a minimum has to be at-
tained on AH1. Besides, there cannot be any point
x 2 S \R1 such that jx ¼ ̂m, because this would

contradict either Theorem 4.1 or Theorem 4.2. Thus,
̂m < jS\R1

.

Consider now r̂, and observe that it is the maximum
value of r on S \ AH1, because jAH is a monotonically
decreasing function of r on AH as follows from the defi-
nition (30). To prove the result, recall that the hypersurfa-
ces  ¼ const and r ¼ const are orthogonal everywhere,
the former are spacelike and the latter are timelike on
R0, and they both become null—and tangent—at AH.
Therefore, the hypersurface  ¼ ̂m is to the future of all
hypersurfaces r ¼ rc � r̂ everywhere on R1. Thus, if S
reached a value of r � r̂ at a point x 2 S \R1, then x
would be to the past of  ¼ ̂m, that is, jx < ̂m, which is
impossible.
In the case that AH1 is spacelike—a dynamical hori-

zon—, Theorem 4.3 in [3] implies that no closed f-trapped
S can penetrate into the region J�ðAHjr>r̂Þ. Theorem 10.1
provides a stricter restriction, independently of the
causal character of AH1, since S cannot penetrate
J�ðf ¼ ̂mg \R1Þ ¼ f � ̂mg \R1. This is graphically
explained in Fig. 8.
Proposition 10.1.—Assume that the spacetime (10) sat-

isfies the dominant energy condition, (29) and (27), and it
has f-trapped round spheres to one side of AH1. Then, the
connected componentB1 cannot have a positive minimum
value of r, and furthermore

B � inf
x2B

jx ¼ inf
x2B1

jx ¼ �:

Proof.—That B ¼ infx2B1
jx is obvious, as the space-

time is flat for v < 0 so that there cannot be f-trapped
surfaces penetrating the past of B1. To see that B ¼ �,
we first note that B < � is impossible, as otherwise there
would be f-trapped closed surfaces penetrating the region
to the past of � contradicting Theorem 9.2.
If B > �, then B1 would be fully contained in the

region  � B. But this would mean, due to Properties 2
and 3, that the region defined by  < B would be either
part of T , or completely external to it. However, this
is again impossible because the part of this region with
 2 ð�; BÞ has f-trapped round spheres outside
R1 [ AH1, and no closed f-trapped surface can penetrate
its part with  � �.
The same reasoning serves to prove that

inf
x2B1

rjx ¼ 0:

For, if this infimum were positive, say ra < 2M, it would
follow that B1 would be fully contained in the region
r � ra > 0. But there are f-trapped round spheres for all
values of r 2 ð0; 2MÞ outside R1 [ AH1.
Proposition 10.2.—Under the same assumptions

B 1 � ðR1 [ AH1Þ \ Jþð�Þ;
andB1 merges with, or approaches asymptotically,�,AH1

and EH in such a way thatB1 \ AH1 ¼ ; at any portion of
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AH1 with G��k
�k�jAH1

> 0. Furthermore, B1 cannot be

nonspacelike everywhere.
Remark.—In the case that v1 is finite and the mass

function is constant for v > v1, the EH and AH1 coincide
for all v > v1, and so does B1. This portion of AH is an
isolated horizon withm ¼ M ¼ constant, and G��k

�k� ¼
0 on that portion. However, there can be other portions of
AH1 with G��k

�k� ¼ 0 such that they are isolated hori-

zons. This happens if m ¼ mðrÞ<M (possibly constant)
for some interval v 2 ðv2; v3Þ with v3 < v1. Physically,
this means that the inflow of matter and radiation stops
between v2 and v3, and then it starts again. In principle,B1

may coincide with AH1 on these particular portions of
AH1 of isolated-horizon type. This is represented in Fig. 9.
It will be useful to have a name for these portions, so that
we set:

AH ðisoÞ
1 � AH1 \ AHðisoÞ:

Note that EH will belong to AHðisoÞ
1 if v1 is finite and the

mass function reaches the valueM. Also, that  is constant

onAHðisoÞ
1 , asAHðisoÞ

1 is defined by portions of r ¼ constant

hypersurfaces within AH1 which are null. Observe that the
condition G��k

�k� � 0—required also in the perturba-

tions of Sec. VII—becomes G��k
�k� > 0, if the dominant

energy condition holds.
Proof.—There are f-trapped closed surfaces outside

R1 [ AH1, but due to Theorem 9.2 there are none pene-
trating J�ð�Þ. Thus, B1�ðR1[AH1Þ\Jþð�Þ. However,
B1 cannot meetAH1nAHðisoÞ

1 according to Theorem 7.2. As

� and AH1 merge together, or approach each other asymp-
totically, so does B1. Finally, consider the domain of
dependence Dð�Þ of �. From the previous observations,
B1 � Dþð�Þ. But Dð�Þ is globally hyperbolic with � as a
Cauchy hypersurface, therefore if B1 were nonspacelike
everywhere, it would have to cross � [8,27,32,33], in
contradiction with the fact that B1 � Jþð�Þ.
As in the case of Robertson-Walker spacetimes (Result

5.4, Sec. V) we derive the following important result.

FIG. 8 (color online). A Penrose diagram —corresponding to
the case on the right of Fig. 5, but any other choice would be
similar—showing a nonspherically symmetric closed f-trapped
surface S penetrating into the flat region of the spacetime. Such
f-trapped surfaces were explicitly constructed in [16]. S is shown
as a dotted line emerging into the Schwarzschild part as a finite
part of a line of constant r. The intersection of S with AH occurs
at r ¼ r̂ and  ¼ ̂m, using the notation of Theorem 10.1. The
hypersurfaces r ¼ r̂ and  ¼ ̂m are explicitly shown. They meet
at AH where both of them become null and then change their
causal character. Theorem 4.3 in [3] implies that S cannot
penetrate into the region J�ðAHjr>r̂Þ. However, Theorem 10.1
provides an improvement on that restriction, since S cannot
actually penetrate into the region with  � ̂m below AH.
Thus, the region shown in purple, allowed in principle by the
former restriction, becomes a forbidden region for S.

FIG. 9. Conformal diagram for a particular example where
the AH has a nonvanishing portion of isolated-horizon type
different from EH. The energy flows in along null incoming
radial hypersurfaces, starting at v ¼ 0 but suddenly stopping at
v ¼ v2. There is no inflow of energy between v2 and v3, and
then the energy enters again from past null infinity until the
radiation stops at v ¼ v1, and then forever. A particular case of
this situation is given by the Vaidya imploding spacetime (see
Appendix) withmðvÞ ¼ constant for v 2 ðv2; v3Þ. In the picture,
the AH is spacelike for v 2 ð0; v2Þ [ ðv3; v1Þ, but it has two
portions which are isolated horizons, one given by part of EH
(for v � v1) and the other one for v 2 ðv2; v3Þ, represented
by AHðisoÞ. The past barrier � merges with AH and EH as usual.
The boundary B will also merge with them at r ¼ 2M and
v ¼ v1, and it must be strictly below AH everywhere on
AHnAHðisoÞ, but it is not guaranteed that it cannot touch, or
even coincide with, AHðisoÞ.
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Theorem 10.2.—Under the same assumptions,

B1nAHðisoÞ
1 cannot be a marginally trapped tube, let alone

a dynamical or trapping horizon. Furthermore, B1nAHðisoÞ
1

does not contain any nonminimal closed weakly f-trapped
surface.

Proof.—From the previous corollary,B1nAHðisoÞ
1 is con-

tained in the region R1. But there are no closed weakly
f-trapped surfaces completely contained in R1 due to
Lemma 4.1.

Thus, the only closed marginally f-trapped surfaces that
can be contained in B1 are those which are actually on its

part B1 \ AHðisoÞ
1 , if any. In fact, this property could have

been deduced more easily from Result 6.1, as B1 is a
spherically symmetric hypersurface. We have decided to
include the alternative proof as it may probably be gener-
alized to non-spherically-symmetric cases.

Theorem 10.2 implies that the notion of ‘‘limit section’’
in [17] (a spacelike 2-surface in B arising as the uniform
limit of a sequence of trapped surfaces approaching B,
definition in p. 6473) is generically nonexistent or ill
defined. Thus the assumptions of theorem 7 in [17] are
very rarely met.

Proposition 10.3.—Assume that the space-time (10) sat-
isfies the dominant energy condition, (29) and (27), and has
f-trapped round spheres to one side of AH1. Then,  is a
nonincreasing function of r on any portion of the con-
nected component B1 which is locally to the past of T 1.
And it is actually strictly decreasing at least somewhere on

B1nAHðisoÞ
1 .

Remark.—B1 is a connected component of the boundary
B and, due to Property 3,B1 has two sides, one with and an-
other without closed f-trapped surfaces. Thus, by ‘‘locally to
the past’’ we mean that the Kodama vector field points

towards T 1 at B1nAHðisoÞ
1 —at B1 \ AHðisoÞ

1 it is tangent.

Proof.—If B1 coincides partly with AHðisoÞ
1 the result is

trivial there, as  and r are constant on AHðisoÞ
1 . Suppose

then that jB1
were a nondecreasing function of r around a

round sphere & � B1nAHðisoÞ
1 given by &�f¼b;r¼ rbg

for some constants rb > 0 and b � �, and assume that
the f-trapped region T 1 is to the future of & (see Fig. 10).

Then, any point x 2 R1 lying on the round spheres with
r ¼ rb and  > b but near enough b would belong to at
least one f-trapped closed surface. Pick up any such x and an
f-trapped S 3 x, and let ̂m and r̂ be the minimum and
the maximum values of jS and rjS on AH1, respectively.
From Theorem 10.1 we know that ̂m < jS\R1

and r̂ >

rjS\R1
. In particular, ̂m < jx, r̂ > rjx ¼ rb. From

Theorem 4.1 (see its third Remark) there should be a con-
nected pathL � S \R1 lying entirely onS starting at x and
finishing on &̂ � AH1, &̂ � f ¼ ̂mg \ fr ¼ r̂g, such that
jL is nonincreasing —and strictly decreasing somewhere.
Thus,Lwould eventually cross all hypersurfaces r ¼ const
with r 2 ½rb; r̂�, and each of the crossings would happen
with a smaller value of . Because of the results in Corollary
3.1 and Proposition 10.1, and since S, and hence L, cannot
intersectB1, this would mean that ̂m and r̂ should be such
that b < ̂m < jx and rb < r̂ < rjB1\f¼̂mg. But this leads
to a contradiction, because if such a result held for all x 2
fr ¼ rbg \ f > bg, by taking an appropriate sequence fxng
of such x approaching &, the sequencewould have a limit on
&, which would in turn produce a sequence of round spheres
f ¼ ̂mðxnÞ; r ¼ r̂ðxnÞg, all of them belonging toAH1, and

converging to & 2 B1nAHðisoÞ
1 . As AH1 is closed, & would

belong to AH1. But this is impossible as ðB1nAHðisoÞ
1 Þ \

AH1 ¼ ; due to Proposition 10.2.
Corollary 10.1.—Under the same assumptions,

B1nAHðisoÞ
1 cannot be tangent to a  ¼ const. hypersurface

everywhere.
In particular, B1 never touches � before they merge

together (and together with AH1 \ EH), that is to say,
ðB1 \�jR1

Þ ¼ ;.
Corollary 10.2.—The past barrier �nEH is not part of

the boundary B1.
Corollary 10.3.—Under the same assumptions, B1 is

spacelike close enough to its merging (or asymptotic ap-
proaching) to EH, � and AH1.
Proof.—We already know that B1 has to be spacelike

somewhere. In the region of this corollary the f-trapped
closed surfaces are to the future ofB1, so that  has to be a
nonincreasing function of r. The limitation to the past by�
and to the future by AH1 then implies the result.
The combinations of all results obtained hitherto can be

schematically represented as in Fig. 11. We can see that the
boundary B1 is highly nonlocal too, and it can have
portions in flat regions of spacetime whose whole past is
also flat. This is surely not a good candidate for the surface
of a dynamical black hole. Nevertheless, it remains as an
interesting puzzle to find the exact location and the defin-
ing properties of B. Some relevant results in this direction
are collected in the remainder of this section.

Proposition 10.3 informs us that B1nAHðisoÞ
1 has to bend

down in the Kodama time . This has direct consequences
on the extrinsic curvature of B1. Observe that, as follows
from (31) and (29), we know that the level hypersurfacesFIG. 10. This figure illustrates the proof of Proposition 10.3.
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 ¼ const. have a non-negative semidefinite second fun-
damental form. Actually, they have two vanishing eigen-
values and the other one is proportional to @m=@v. Hence,
one can prove that the boundary B1 must have a second
fundamental form with a negative double eigenvalue.

Proposition 10.4.—Assume that the spacetime (10) sat-
isfies the dominant energy condition, (29) and (27). Then,
any portion of the connected component B1 which is
locally to the past of T 1 � ; has a second fundamental
form with a non-positive (and strictly negative whenever
B1 is not tangent to a  ¼ const hypersurface) double
eigenvalue at any point where it is spacelike. In particular,
it cannot have a positive semidefinite second fundamental
form there.

Proof.—As B1 is part of the boundary, it has spherical

symmetry. Take a portion B̂1 of B1 where it is spacelike
and to the past of T 1, and include this portion in a local
foliation by spherically symmetric spacelike hypersurfaces
t ¼ const. Locally, the future-pointing vector field or-
thogonal to the foliation can be given by

~� ¼ e��@v þ A@r; ��dx
� ¼ �F0dt

¼ dr� e�ð1� 2m

r
� AÞdv

for some function Aðv; rÞ. The level hypersurfaces are
spacelike ( ~� is timelike) so that

1� 2m

r
� 2A > 0: (35)

Observe that ~� ¼ ~�� Ae� ~‘, and furthermore

��dx
� ¼ �F0dt ¼ A

1� 2m=r
dr� Fð1� A

1� 2m=r
Þd

by using the Kodama time  onR1 � B̂1. On B̂1, we have
that t is constant, so that

d

dr
jB̂1

¼ 1

F

A

1� 2m=r� A
jB̂1

:

FIG. 11 (color online). These are enlargements of some previous conformal diagrams showing the possible location of the boundary
B1. The red regions are part of the f-trapped region T 1, but this region actually extends further down and includes AH1, as follows
from Theorem 7.2. On the other hand, Corollary 10.2 informs us thatB1 can never touch � outside EH. Thus, the yellow zones are the
allowed regions forB1, keeping in mind that there is always a red zone below AH1, andB1 must be placed strictly above �. In the left
upper picture, � and also B1 extend to the flat region of the spacetime.
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However, Proposition 10.3 implies that this is strictly
negative, which requires necessarily (if A � 0)

1� 2m=r

A
jB̂1

< 1:

Given that 1� 2m=r > 0 at B̂1 � R1, this together with
(35) implies that (if A � 0)

A < 0:

We are now going to show that A is essentially the double

eigenvalue of the second fundamental form of B̂1. A
straightforward calculation provides the deformation of
the metric along ~�

ðL ~�gÞ�� ¼ �2
@�

@r
���� þ e�

�
@�

@r

�
1� 2m

r
� A

�
� @A

@r

�


 ð‘��� þ ‘���Þ þ
�
e�

2

r

@m

@v
þ 2e�

@A

@v

þ e2�
@A

@r
ð1� 2m=r� AÞ � A

@½e2�ð1� 2m=rÞ�
@r

�
‘�‘�

(36)þ 2rAd���

where d��� represents the angular part of the metric, that

is, the metric on the unit round sphere. Of course, the
projection to B1 of L ~�g is (proportional to) the second

fundamental form K�� of B1 whenever it is spacelike, so

that K��jB̂1
is proportional to the restriction to B̂1 of the

second and third lines in (36). In particular, the double
eigenvalue is proportional to A.

As a matter of fact, one can try to do better and try to set
restrictions also on the third eigenvalue of K��jB̂1

. This is

given by those terms in Eq. (36) that contain ‘�‘� (pro-

jected to B̂1). The idea is based on theorem 4.1 and
corollary 4.1. There are closed f-trapped surfaces passing
through every point x 2 T 1 which is locally to the future

of B̂1. Choose a sufficiently smooth sequence of closed

f-trapped surfaces approaching B̂1. The smoothness is
assumed such that one can take the limit and obtain a piece

of a surface � touching B̂1. The set obtained as limit of the
surfaces may fail to be compact, e.g. the Robertson-Walker
example mentioned after Result 5.4; or to be spacelike
everywhere, or even to be connected. However, all these
problems will be irrelevant in what follows as long as �
exists. (This is the main problem when trying to turn this
reasoning into a formal proof, as proving the existence of �
encounters some technical difficulties from a mathematical
viewpoint).

Given that all the surfaces in the sequence are f-trapped,
they all have t > tB̂1

, where tB̂1
is the constant value of

t at B̂1. Therefore, � is such that tj� � tB̂1
, which implies

that � has a local minimum of t at the intersection � \ B̂1,

or that � has a two-dimensional portion within B̂1. In
particular, � is spacelike around that minimum because ~�
is orthogonal to � there. The mean curvature vector of this

spacelike portion of � (including � \ B̂1) must be future-
pointing or zero, given that � is the limit of the sequence of

f-trapped surfaces. Therefore, we have �rA ��
Aj�\B̂1

� 0 and

also ��H
�j�\B̂1

� 0. Now, we can apply the same reason-

ing as in Theorem 4.1, for which the compactness is not
necessary. Formula (4) applied to the spacelike portion of �

containing � \ B̂1 gives

�r A ��
Aj�\B̂1

þ ��H
�j�\B̂1

¼ 1

2
P��ðL ~�gÞ��j�\B̂1

where P�� is the orthogonal projector to � . Thus, we
deduce that

P��ðL ~�gÞ��j�\B̂1
¼ P��K��j�\B̂1

� 0:

Observe that, provided this argument can be promoted into
a rigorous proof, it may restrict the third eigenvalue se-
verely, because it has to hold for all projectors which are
limits of the projectors to closed f-trapped surfaces close

enough to B̂1. If one could gain control on the variety of
such projectors, then much more precise restrictions could
be set on the boundary B.

XI. THE CORE OF THE TRAPPED
REGION AND AH

At this point we know that the EH is teleological, and
also that closed f-trapped surfaces are clairvoyant: they are
‘‘aware’’ of things that happen elsewhere, with spacelike
separation. For instance, they can have portions in a flat
region of spacetime whose whole past is also flat in clair-
voyance of energy that crosses them elsewhere to make
their compactness and trapping feasible [16,46], see Fig. 8.
This nonlocal property of trapped surfaces is inherited by
everything which is based on them, such as marginally
trapped tubes including dynamical horizons. In conjunc-
tion with the nonuniqueness of dynamical horizons, this
poses a fundamental puzzle for the physics of black holes,
a problem that has been recognized and discussed many
times lately, see e.g. [3,5,12–14,43,45,47,56] and referen-
ces therein.
Four possible solutions have been put forward [47].

First, one can rely on the old and well-defined event
horizon. This encounters very serious problems because
one needs to know the whole future evolution of the space-
time. The event horizon is unreasonably global [2,3].
Actually, the whole construction of trapping and dynamical
horizons was developed to solve this problem and to have
nice, local, definitions of the surface of a black hole [5,12].
Second, one can treat all possible horizons on equal foot-
ing. The problem is how to associate unique physical
properties to the corresponding black hole, because each
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dynamical horizon comes with its own set of magnitudes.
And they do not agree. The third strategy consisted in
finding the boundary B as defined in this paper.
However, as we have shown, not only B will not be a
marginally trapped tube in general, it also suffers from the
nonlocal properties associated to f-trapped surfaces. For
instance, we have seen that B can enter the flat regions of
spacetime. Finally, the fourth approach consists in trying to
define a preferred dynamical horizon. Hitherto, there has
been no good definition for that.

In the following, we are going to pursue a novel strategy.
The idea is based on the simple question: what part of the
spacetime is absolutely indispensable for the existence of
the black hole? We already know that, in the cases consid-
ered so far with flat regions and matter imploding so that a
black hole eventually forms, the flat region is certainly not
essential for the existence of the black hole. What is? By
answering this question we might actually get a bonus and
provide a positive, constructive solution to the fourth strat-
egy mentioned before: it may happen that a unique dy-
namical horizon is selected.

From Corollary 9.2 and Theorem 9.3 it is clear that if the
whole complement of R is removed from the spacetime,
then no closed f-trapped surfaces remain. The question
arises of whether or not proper subsets of that removed
region suffice to achieve the same, that is, to short-circuit
all closed f-trapped surfaces. To be precise, we give the
following definition.

Definition 3.—A region Z1 � V is called the core of a
connected component T 1 of the f-trapped region T if it is
a minimal closed connected set that needs to be removed
from the spacetime in order to get rid of all closed f-trapped
surfaces in T 1, and such that any point on the boundary
@Z1 is connected to B1 ¼ @T 1 in the closure of the
remainder.

Here, ‘‘minimal’’ means that there is no other set Z0
with the same properties and properly contained inZ1. The
final condition states that the excised spacetime
ðVnZ1; gÞ, which no longer has a connected f-trapped
region T 1, has the property that furthermore each point
in the closure ðVnZ1Þ [ @Z1 can be joined to the original
boundary B1 by a continuous curve fully contained in
ðVnZ1Þ [ @Z1. (This curve may have zero length at points
x 2 @Z1 \ @B1). This is needed because one could iden-
tify a particular removable region to eliminate the
f-trapped surfaces, excise it, but then put back a tiny but
central isolated portion to make it smaller. However, this is
not what one wants to cover with the definition.

Obviously, Z1 � T 1, however, Z1 will be generally
smaller than T 1. As an example, take the Robertson-
Walker spacetime of Fig. 2. There, the future-trapped
region T is the whole future of the recollapsing time,
shown in red. However, one only needs to remove the
triangle to the future of the AH in order to get rid of all
f-trapped surfaces. (Note that the boundary of this region is

an apparent 3-horizon AH). This example also proves that
Z is not unique: one can choose any other region Z
equivalent to the chosen one by moving all its points by
the group of symmetries on each homogeneous slice.
Actually this kind of nonuniqueness is rather trivial, and

is due to the existence of a high degree of symmetry.
Nevertheless, even in less symmetric cases the uniqueness
of the cores Z cannot be assumed beforehand. We are
actually going to show that it does not hold in general.
We can use the results found in Sec. VII, especially

Theorem 7.3, to identify one core of the f-trapped region
in spherically symmetric spacetimes.
Theorem 11.1.—Assume that AHiso ¼ ; for simplicity.

Then, the complement of R0 (i.e. the region Z �
fr � 2mðv; rÞg) is the disjoint union of core f-trapped
regions. Each of its connected components is the core of
the corresponding connected components of T .
Remark.—The cases with AHiso � ; are technically

more involved, but one expects that the result will hold
true too.
Proof.—First of all, it is clear that every closed f-trapped-

surface has points in Z � VnR0, as follows from
Corollary 9.2 or Theorem 9.3. Hence, if we remove Z
from the spacetime, all closed f-trapped surfaces disappear.
To see that there is no proper subset ofZwith this property,
observe that its boundary is @Z ¼ AH. Take then any
closed connected proper subset Z0 ofZ such that all points
of @Z0 are connected to its nearest part of the boundary B.
This implies that there is a curve from every x 2 @Z0 to
such a part of the boundary B, and all these curves must
therefore cross AH. In summary, ZnZ0 always contains an
open region around AH and outsideR0. But then, theorem
7.3 ensures that there are closed f-trapped surfaces fully
contained inVnZ0, so that Z0 cannot be a core.
As a bonus, we have obtained that the boundary of the

identified core Z ¼ fr � 2mg is formed by the marginally
trapped tubes AH, in particular, by their dynamical horizon
portions. One can wonder if this property selects these
marginally trapped tubes in spherically symmetric space-
times. Observe, however, that according to the results in
[3], given any regular dynamical horizon H, there cannot
be any closed weakly f-trapped surface fully contained in
its past domain of dependence D�ðHÞ. Therefore, if we
remove the appropriate future part ofH, we also remove all
possible closed f-trapped surfaces. The question now is
whether or not these alternative would-be cores are ac-
tually optimal, or if they remove more than is needed
from the spacetime to get rid of the f-trapped region.
Independently of whether or not they are optimal, the result
in [3] allows us to prove that there are nonspherically
symmetric cores in spherically symmetric spacetimes.
First we show that Z are the unique spherically sym-

metric cores.
Proposition 11.1.—In spherically symmetric space-

times, Z ¼ fr � 2mg are the only cores of T which are
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invariant under the action of the corresponding SO(3)
group of isometries. Therefore, @Z ¼ AH are the only
spherically symmetric boundaries of a core.

Proof.—Suppose there was another spherically symmet-
ric coreZ0. ObviouslyZ0 could not be a proper subset ofZ,
nor vice versa, because both are cores. Thus ZnZ0 � ;
and this set would be spherically symmetric. However,
every round sphere in Z is f-trapped, and therefore there
would be f-trapped round spheres having no intersection
with Z0, contradicting the hypothesis that Z0 was a core of
the trapped region.

Proposition 11.2.—There exist nonspherically symmet-
ric cores of the f-trapped region in spherically symmetric
spacetimes.

Proof.—Consider the case when the spacetime has only
one connected component of AH, which is spacelike, such
as, for example, the Vaidya spacetime in the Appendix.
From Corollary 7.1, or the general results in [3], we know
that there are nonspherically symmetric dynamical hori-
zons interweaving the AH—see also the explicit construc-
tions in [16,46,47]. Take any of these, say H, so thatH lies
partly to the future of AH (and partly to its past). From
Theorem 4.1 in [3], no weakly f-trapped surface can be
fully contained in the past domain of dependence of H.
Consider then the causal future JþðHÞ of H. Removing
JþðHÞ from the spacetime eliminates all closed f-trapped
surfaces. Nevertheless, it may happen that JþðHÞ is not a
core, because it is not minimal. In any case, there is a
subset of JþðHÞ which is a core of the f-trapped region T .
This new core will never include those parts of the space-
time which are to the future of AH, but to the past of H.
Thus, this core of T is not Z, and due to Proposition 11.1,
it cannot be spherically symmetric.

Still, the identified coreZ ¼ fr � 2mgmay be unique in
the sense that its boundary @Z ¼ AH is a marginally
trapped tube. This would happen if, for instance, in the
example of the previous proof, any dynamical horizon H
other than AH is such that JþðHÞ is not a core of the
f-trapped region, the core being a proper subset of
JþðHÞ. If this is the case, then AH would be selected as
the unique dynamical horizon which is the boundary of a
core of the f-trapped region T .

Whether or not this happens is a very interesting open
question.
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APPENDIX A: THE IMPLODING VAIDYA
SPACETIME

Consider the important case of the Vaidya spacetime
with incoming radiation. The line-element reads [4,34]

ds2 ¼ �
�
1� 2mðvÞ

r

�
dv2 þ 2dvdrþ r2d�2 (A1)

so that this is the particular case of (10) with � ¼ 0 and a
mass function independent of r, mðvÞ � 0.
The Einstein tensor of (A1) is of pure radiation type

G�� ¼ 2

r2
dm

dv
‘�‘�;

and thus, if the Einstein field equations are assumed, the
null convergence condition (which in this particular case
implies the dominant energy condition) [8] requires that

dm

dv
� 0 (A2)

so that the mass function cannot decrease as a function
of v. Thus, in this case, the condition (29) is guaranteed.
There is only one connected component of AH

defined by

AH : r� 2mðvÞ ¼ 0

and unique associated regionsR0: r > 2mðvÞ andR: r �
2mðvÞ. AH is a spacelike hypersurface for all v such that
dm=dv > 0, and it is null where dm=dv ¼ 0. Therefore,
AH is a dynamical horizon [5] on the region where it is
spacelike, and an isolated horizon [5] on any open region
where mðvÞ ¼ const.
We adopt all the assumptions as in the general case so

that the mass function satisfies

mðvÞ ¼ 0 8v < 0; mðvÞ � M<1 8v > 0

(A3)

together with (A2).
The spherically symmetric collapse of null radiation

may lead to the formation of a naked singularity [57,58].
To avoid this possibility one has to assume that [57]

lim
v!0þ

mðvÞ
v

>
1

16
:

A hidden, non-naked, curvature singularity is always
present at r ¼ 0, v > 0. This is a spacelike future
singularity.
Under all the above conditions, the Penrose diagrams for

the imploding Vaidya spacetime are depicted in Fig. 5, the
first of them for the case with mðvÞ<M everywhere, the
second with mðvÞ ¼ M from v ¼ v1 on.

The Kodama vector field ~� ¼ @v defined in subsection 9
is actually a proper Kerr-Schild vector field [35] (KSVF

from now on) of type (6) relative to the null direction ~‘ for
the Vaidya spacetime. It is immediate to get
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ðL ~�
gÞ�� ¼ 2

dm

dv
‘�‘�; ðL ~�

‘Þ� ¼ 0

so that the function h in (6) is h ¼ dm=dv � 0. This is one
of the requirements of Theorem 4.1. The other require-

ments are satisfied as in the general case, so that ~� is future
pointing on the region R ¼ R0 [ AH, and the level func-
tion  is defined by

��dx
� ¼ �Fd ¼ dr�

�
1� 2mðvÞ

r

�
dv: (A4)

Besides, ~� is timelike on R0 and null at the AH:
r ¼ 2mðvÞ.

Notice that the KSVF ~� ¼ @v coincides with the stan-
dard static Killing vector on the regions withmðvÞ ¼ const
and, in particular, with a static Killing vector in the flat
region v < 0 where mðvÞ ¼ 0. Thus, all portions of AH
that are isolated horizons are actually Killing horizons,
including the portion of the EH with v > v1 in the case
that mðvÞ ¼ M for all v > v1.

1. The level hypersurfaces � ¼ const and the past
barrier � in the Vaidya spacetime

Now, we analyze the shape and position of the level

hypersurfaces  ¼ const for the KSVF ~� ¼ @v in the
Vaidya spacetime (A1) subject to (A2) and (A3). Observe
that these hypersurfaces are characterized by being spheri-
cally symmetric and orthogonal to the hypersurfaces
r ¼ const.

The definition of  is (A4), so that the sought hyper-
surfaces are defined by the solution to the differential
equation

dv

dr
¼ 1

1� 2mðvÞ=r : (A5)

This is equivalent to the autonomous system

dv

du
¼ r;

dr

du
¼ r� 2mðvÞ

so that its orbits on the phase plane fv; rg provide the
required hypersurfaces. Given that mð0Þ ¼ 0, the ODE
(A5) has a critical point at v ¼ 0, r ¼ 0. Its linear stability
is ruled by the eigenvalues �� and eigenvectors ~z� of the
corresponding matrix

0 1
�2m0 1

� �
; m0 � lim

v!0þ

mðvÞ
v

which are given by

�� ¼ 1

2
ð1� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 8m0

p Þ; ~z� ¼ ð1; ��Þ:
The character of the critical point is different depending on
whether m0 < 1=8 or not. If m0 > 1=8, the critical point is
an unstable focus, so that no solution actually reaches
(0, 0). The schematic phase plane is represented in
Fig. 12. As we can check, the hypersurface � always
penetrates the flat region in this case.

If m0 < 1=8, the critical point is an unstable node, with
�� > 0 real and positive. In fact, one can see that

�þ 2
�
1

2
; 1

�
; �� 2

�
0;
1

2

�
; �þ þ �� ¼ 1:

In this case, all possible solutions except one emerge from
(0, 0) with the same tangent direction given by the eigen-
vector ð1; ��Þ. The exception is given by one solution
emerging from (0, 0) with the tangent direction of the other
eigenvector ð1; �þÞ. Recall that m0 � 1=16 is necessary to
avoid (locally) naked singularities [57], and thus the al-
lowed intervals for �� can be further restricted if such
singularities are to be avoided. There are three qualitatively
different possibilities in this case (with the same value of
m0), depending on whether or not the special solutions
 ¼ �—corresponding to the eigenvalues �� at (0, 0)—
eventually meet the AH. This, in turn, will depend on the
specific properties of the mass functionmðvÞ for v � 0 and
on the total mass M. Loosely speaking, if there is a period
when the mass function has a large derivative, then the
chances are that the special solutions will meet the AH. If
at least one of the special solutions does not meet the AH,
then the hypersurface � cannot penetrate the flat region.
On the other hand, if both special solutions meet AH then
� will have a portion in the flat region. These possibilities
are schematically represented in the Figs. 13 and 14.

FIG. 12. The phase plane fv; rg around the critical point (0, 0)
for the Eq. (A5) in the spacetime (A1) subject to (A2) and (A3).
Only the case with mðvÞ ¼ M for all v � v1 is represented. It
should be noticed that horizontal lines (v ¼ const) are null in the
spacetime, while vertical lines (r ¼ const) are timelike below
AH, null at AH, and spacelike above it. Several  ¼ const
hypersurfaces are represented. They are spacelike while they
remain below AH, null when they meet AH, if they do, and
timelike above AH. Here, we have represented the case with
m0 > 1=8 (see main text), so that the origin is a focus, which
implies that all  ¼ const hypersurfaces, and in particular �,
never reach the origin.
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FIG. 13. Same phase plane as in Fig. 12 but withm0 < 1=8. The origin is now a node, with two special solutions given by  ¼ � and
represented bydotted lines.All solutions but ¼ þ emerge from the originwith the same slopegiven by that of the solution ¼ �. This
is represented in the right picture, which is a magnification of a small neighborhood of (0, 0). If the mass functionmðvÞ is such that both
solutions  ¼ � cross the AH, as depicted, then � will never reach the origin. The other possibilities are given in Fig. 14.

FIG. 14. Same casem0 < 1=8 as in Fig. 13 so that the origin is a node, with their corresponding magnifications on the right. If the mass
functionmðvÞ is such that at least one of the solutions  ¼ � crosses theAH, then�will reach the origin tangent to  ¼ �. This implies
that�will never penetrate into the flat part of the spacetime, which is the half-planev < 0. The upper figure represents the casewhen only
one of the two solutions crosses AH, while the bottom does the same when both  ¼ � are spacelike everywhere, never crossing AH.
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The limit case with m0 ¼ 1=8 has the character of a
degenerate unstable node (only one universal direction
through which all solutions emerge from the critical point)
in the linear stability analysis, and it remains as such, or it
may become an unstable focus or node, depending on the
specific properties of the function mðvÞ around v ¼ 0. The
schematic structure of the phase portraits for this case are
thus analogous to those already shown, with the small
difference that the solutions  ¼ þ and  ¼ � coincide
when (0, 0) is a degenerate node for the full, nonlinear,
system.

The corresponding Penrose diagrams, including the
most relevant  ¼ const hypersurfaces, are presented in
the next Fig. 15.

To illustrate the above, we present a particular example
where the solutions of (A5) can be given explicitly in full.
This is given by the self-similar Vaidya spacetime, with a
linear mass function

mðvÞ ¼
8><
>:
M v> v1 ¼ M=�
�v 0 � v � v1

0 v < 0

which admits the following homothetic Killing vector field
for all v < v1

~� ¼ v@v þ r@r; ðL ~�gÞ�� ¼ 2g��:

Observe that m0 ¼ � in this case, so that �� ¼
ð1� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 8�
p Þ=2. The solutions to the ODE (A5) provide

the level hypersurfaces for ~�. They are given by  ¼ v� r
for all v < 0. For v > 0, we have:

(i) �> 1=8. The critical point is an unstable focus and
the solutions are

ðv; rÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � vrþ 2�v2

q


 exp

�
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8�� 1
p arctan

�
1� 4�v=rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8�� 1
p

��

(ii) � ¼ 1=8. The critical point is a degenerate unstable
node whose particular special solution is simply

 ¼ þ ¼ � , v ¼ 2r

and the rest of solutions, all of them emanating from
the origin tangent to the special solution v ¼ 2r, are

ðv; rÞ ¼ ðv� 2rÞ exp
�

2r

v� 2r

�

(iii) �< 1=8. The critical point is an unstable node
with the special solutions

 ¼ þ , 2�v ¼ �þr;

 ¼ � , 2�v ¼ ��r

the first of them being the exceptional one. The rest
of the solutions, all of them emanating from the
origin tangent to the second special solution
2�v ¼ ��r, are

ðv; rÞ ¼ ð2�v� ��rÞ�þ=
ffiffiffiffiffiffiffiffiffiffi
1�8�

p


 ð2�v� �þrÞ�ð��=
ffiffiffiffiffiffiffiffiffiffi
1�8�

p
Þ:

In all three cases, the hypersurface � is given by  ¼ �,
where � � ðM=�; 2MÞ. Observe that � does not enter

FIG. 15. These are conformal diagrams of spacetime (A1) with (A2) and (A3) when mðvÞ ¼ M for all v > v1. The notation is as in
Fig. 5. Here, on the left picture we have represented the case in which the hypersurface � has a portion in the flat region of the
spacetime (e.g. if m0 > 1=8, but not only). On the right picture, the other possibility is represented, when � never touches the flat
region. These two pictures are the global Penrose diagrams corresponding to the pictures on the right of Fig. 7.
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the flat region if � � 1=8, and therefore no closed
f-trapped surface can penetrate the flat region in these
cases [16].

We note as a final remark that the AH in this particular
Vaidya spacetime is an intrinsically flat hypersurface, and

that the trace of its second fundamental form (its expan-
sion) is proportional to 1� 8�. Therefore, the AH is
nonexpanding exactly for the limit case with � ¼ 1=8. In
the cases where the past barrier � enters the flat portion of
the spacetime, the AH is contracting.
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