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We discuss high-order absorbing constraint preserving boundary conditions for the Z4c formulation of

general relativity coupled to the moving puncture family of gauges. We are primarily concerned with the

constraint preservation and absorption properties of these conditions. In the frozen coefficient approxi-

mation, with an appropriate first-order pseudodifferential reduction, we show that the constraint sub-

system is boundary stable on a four-dimensional compact manifold. We analyze the remainder of the

initial boundary value problem for a spherical reduction of the Z4c formulation with a particular choice of

the puncture gauge. Numerical evidence for the efficacy of the conditions is presented in spherical

symmetry.
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I. INTRODUCTION

Numerical simulations of general relativity typically
introduce an artificial timelike outer boundary. This bound-
ary requires conditions which ought to render the initial
boundary value problem (IBVP) well-posed. Well-
posedness is the requirement that a unique solution of the
IBVP exists and depends continuously upon given initial
and boundary data.

The most important approaches to demonstrate well-
posedness of the IBVP are the energy and Laplace-
Fourier transform methods [1–4]. The energy method is
straightforward. In this approach one constructs a suitable
norm for the solutions of the dynamical system. Using the
equations of motion one can estimate the growth of this
norm in time. However, this technique in general cannot be
used if the system is not symmetric hyperbolic or if the
boundary conditions are not maximally dissipative.
Recently, Kreiss et al. introduced in [5] a nonstandard
energy norm to prove that the IBVP for the second-order
systems of wave equations with Sommerfeld-like bound-
ary conditions is well-posed. The key idea in [5] is to
choose a particular timelike direction in a way that the
boundary conditions are maximally dissipative ones. A
different method is based on the frozen coefficient approxi-
mation. In this approach one freezes the coefficients of the
equations of motion and the boundary operators. The IBVP
is thus simplified to a linear, constant coefficient problem
which can be solved using a Laplace-Fourier transforma-
tion. Sufficient conditions for the well-posedness of the
frozen coefficient problem were developed by Kreiss in [6]
if the system is strictly hyperbolic. Using that theory, a
smooth symmetrizer can be constructed with which well-
posedness can be shown using an energy estimate in the
frequency domain. Agranovich [7] extended that theory to

the case in which the system is strongly hyperbolic and the
eigenvalues have constant multiplicity. It is expected that,
by using the theory of pseudodifferential operators [8], one
can show well-posedness of the general problem. In what
follows we use the Laplace-Fourier approach to prove the
well-posedness of the IBVP for the constraint subsystem of
Z4 with high-order constraint preserving boundary condi-
tions. The order of a boundary condition refers to the
highest derivative of the metric or of the gauge variables
contained therein.
Once the continuum boundary conditions (BCs) are

understood, one needs a strategy for their implementation
in a numerical code. The numerical implementation is
required to be stable and to converge to the continuum
solution at a certain rate. If the system is symmetric hyper-
bolic one can use, for instance, difference operators which
satisfy summation-by-parts schemes and penalty tech-
niques to transfer information through the outer boundary
condition [9–12]. This allows the derivation of semidis-
crete energy estimates which can guarantee the stability of
the numerical implementation. Nevertheless, in the general
cases, even for a linear system, demonstrating that a nu-
merical approach to BCs will result in a stable scheme is
difficult. In the absence of a proof of numerical stability
one must rely on calculations for similar toy problems and
on thorough numerical tests with simple data, in which
problems can be identified locally at the boundary.
Unfortunately naive discrete approaches are often numeri-
cally unstable. One issue is that a code usually requires
more conditions than are given at the continuum level.
The two most popular choices of formulation of general

relativity (GR, hereafter) in use in numerical relativity
today are the generalized harmonic gauge (GHG) and the
BSSN formulations [13–16]. Significant progress has
been made in the construction of both continuum and
discrete BCs for the GHG formulation, see e.g., [17–24]
and references therein. For GHG the task is made rela-
tively easy because the system has a very simple wave-
equation structure in the principal part and furthermore

*milton.ruiz@uni-jena.de
†david.hilditch@uni-jena.de
‡sebastiano.bernuzzi@uni-jena.de

PHYSICAL REVIEW D 83, 024025 (2011)

1550-7998=2011=83(2)=024025(18) 024025-1 � 2011 American Physical Society

http://dx.doi.org/10.1103/PhysRevD.83.024025


because the constraints may be expressed as time deriva-
tives of metric fields. The BSSN formulation is used to
evolve both vacuum and matter space-times by a number
of numerical relativity groups, see e.g., [25–32] and refer-
ences therein. This system is taken in combination with
the so-called moving puncture-gauge [27]. BCs for the
BSSN formulation have received relatively little attention,
although recently, Núñez and Sarbach have proposed [33]
constraint preserving boundary conditions (CPBCs) for
this system. Recasting the dynamical system into a first-
order symmetric hyperbolic system, they are able to prove
that the corresponding IBVP is well-posed through a
standard energy method, at least in the linearized case.
These boundary conditions have not yet been imple-
mented numerically. Currently Sommerfeld BCs are the
most common in use in applications, despite the fact that
they are certainly not constraint preserving and it is not
known whether or not they result in a well-posed IBVP.
The problem is that the characteristic structure of
puncture-gauge BSSN is more complicated than that of
the GHG formulation, which makes the analysis difficult.
Despite the fact that with Sommerfeld conditions the
constraints do not properly converge, in applications
they are robust and are currently not the dominant source
of error in numerical simulations.

Another version of GR is the Z4 formulation [34,35].
When coupled to the generalized harmonic gauge Z4 is
formally equivalent to GHG [36]. Additionally it is pos-
sible to recover the BSSN formulation from Z4 by freezing
one of the constraint variables. In this sense Z4 may be
thought of as a generalization of both BSSN and GHG. Z4
has the advantage over GHG in that it maintains sufficient
gauge freedom that it may be coupled to the puncture-
gauge, potentially allowing the evolution of puncture ini-
tial data as is standard with BSSN. To that end a conformal
decomposition of the Z4 formulation (hereafter Z4c) was
recently presented [37]. Unlike BSSN, the Z4 formulation
has a constraint subsystem in which every constraint prop-
agates with the speed of light, which may be useful in
avoiding constraint violation in numerical applications. It
was shown that, at least in the context of spherical sym-
metry, numerical simulations performed with puncture-
gauge Z4c have smaller errors than those performed with
BSSN [37]. However it was also found that Z4c is rather
more sensitive than BSSN with regards to boundary con-
ditions. BCs compatible with the constraints for a symmet-
ric hyperbolic first-order reduction of Z4 were specified
and tested numerically in [38,39]. Those conditions are of
the maximally dissipative type and, therefore, the well-
posedness of the resulting IBVP was shown by using a
standard energy estimation. Nevertheless, Bona et al. used
in [38,39] harmonic slicing and normal coordinates to
rewrite Z4 as a symmetric hyperbolic formulation.
Therefore, it is not clear if their results can be easily
extended to the general case.

In this work we therefore specify BCs in combination
with puncture-gauge Z4c and we show that the resulting
IBVP is well-posed at least in spherical scenarios.
However, since we are interested in specifying CPBCs
which can be used in 3D evolutions, the well-posedness
of IBVP for the constraint subsystem is established in the
general case. In addition, we study the effectiveness of
these conditions by performing numerical evolutions in
spherical symmetry.
We begin in Sec. II with a summary of the Z4 formula-

tion, and identify the BCs we would like to consider in our
analysis. We present the analytic setup for our well-
posedness analysis in Sec. III. Section IV contains our
analytic results on BCs for Z4. We present our numerical
results in Sec. V. We conclude in Sec. VI. The principal
ideas of the Kreiss theory are summarized in Appendix A
and applied to the wave equation with high-order BCs in
Appendix B. We describe the numerical implementation of
the second-order CPBCs in Appendix C.

II. THE Z4C FORMULATION

In this section we present the Z4c formulation and the
general expressions for our BCs in detail. We also intro-
duce notation for a 2þ 1 decomposition in space, which
we will use in the calculations in the following sections.

A. Evolution equations and constraints

Following [37], in which the conformal Z4 formulation
was presented, we replace the Einstein equations with the
expanded set of equations

@t�ij ¼ �2�Kij þL��ij; (1)

@tKij ¼ �DiDj�þ �½Rij � 2KikK
k
j þ KijK þ 2@ðiZjÞ�

þ 4��½�ijðS� �Þ � 2Sij� þL�Kij; (2)

@t� ¼ �

�
1

2
H þ @kZ

k

�
þ �i�;i; (3)

@tZi ¼ �Mi þ ��;i þ �jZi;j; (4)

where � and Zi are constraints. The ADM equations are
recovered when the constraints � and Zi vanish. The
Hamiltonian and momentum constraints

H ¼ R� KijK
ij þ K2 � 16�� ¼ 0; (5)

Mi ¼ DjðKij � �ijKÞ � 8�Si ¼ 0; (6)

evolve according to

@0H ’ �2@iM
i; (7)

@0Mi ’ � 1

2
@iH þ @j@jZi � @i@

jZj; (8)
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in the principal part, where we have used

@0 ¼ 1

�
ð@t � �i@iÞ: (9)

Since we are concerned in this work only with the behavior
of the BCs on the constraints, we have discarded the
constraint damping scheme of [36].

B. Conformal decomposition

In our numerical applications we evolve the Z4c system

in the conformal variables �, ~�ij, K̂, ~Aij and
~�i, defined by

~� ij ¼ ��1=3�ij; K̂ ¼ �ijKij � 2�; (10)

� ¼ ��1=3; ~Aij ¼ ��1=3

�
Kij � 1

3
�ijK

�
; (11)

and finally

~� i ¼ 2~�ijZj þ ~�ij ~�kl ~�jk;l: (12)

The choice of conformal variables allows us to evolve
puncture initial data while altering the underlying PDE
properties of the formulation. In what follows we will
use the shorthand

~� i
d ¼ ~�ij ~�kl ~�jk;l ¼ �1=3�ij�kl

�
�jk;l � 1

3
�kl;j

�
: (13)

In terms of the conformal variables the evolution equations
for the Z4c formulation become

@t� ¼ 2

3
�½�ðK̂ þ 2�Þ �Di�

i�; (14)

@t ~�ij¼�2� ~Aijþ�k ~�ij;kþ2~�ðijk�k
;jjÞ�

2

3
~�ij�

k
;k; (15)

@tK̂ ¼ �DiDi�þ �

�
~Aij

~Aij þ 1

3
ðK̂ þ 2�Þ2

�
þ 4��½Sþ �ADM� þ �iK;i; (16)

the trace-free extrinsic curvature evolves with

@t ~Aij ¼ �½�DiDj�þ �ðRij � 8�SijÞ�tf
þ �½ðK̂ þ 2�Þ ~Aij � 2 ~Ak

i
~Akj�

þ �k ~Aij;k þ 2 ~Aðijk�k
;jjÞ �

2

3
~Aij�

k
;k; (17)

and finally we have

@t~�
i ¼ �2 ~Aij�;j þ 2�

�
~�i
jk
~Ajk � 3

2
~Aij lnð�Þ;j

� 1

3
~�ijð2K̂ þ�Þ;j � 8�~�ijSj

�
þ ~�jk�i

;jk

þ 1

3
~�ij�k

;kj þ �j~�i
;j � ~�j

d�
i
;j þ

2

3
~�i
d�

j
;j: (18)

The � variable evolves according to Eq. (3) with the

appropriate substitutions Eqs. (22)–(25). In the @t ~Aij equa-

tions we write

Rij ¼ R�
ij þ ~Rij; (19)

~R �
ij ¼

1

2�
~Di

~Dj�þ 1

2�
~�ij

~Dl ~Dl�� 1

4�2
~Di� ~Dj�

� 3

4�2
~�ij

~Dl� ~Dl�; (20)

~R ij ¼ � 1

2
~�lm ~�ij;lm þ ~�kðij~�k

j;jÞ þ ~�k
d
~�ðijÞk

þ ~�lmð2~�k
lði~�jÞkm þ ~�k

im
~�kljÞ: (21)

The complete set of constraints are given by

�; 2Zi ¼ ~�ij
~�j � ~�jk ~�ij;k; (22)

H ¼ R� ~Aij ~Aij þ 2

3
ðK̂ þ 2�Þ2 � 16��ADM; (23)

~M i ¼ @j ~A
ij þ ~�i

jk
~Ajk � 2

3
~�ij@jðK̂ þ 2�Þ

� 3

2
~Aijðlog�Þ;j; (24)

D � lnðdet~�Þ ¼ 0; T � ~�ij ~Aij ¼ 0: (25)

In our numerical evolutions the algebraic constraintsD and
T are imposed continuously during the numerical calcula-
tions. It seems to improve the stability of the simulations
significantly [40].

C. Puncture gauge conditions

The most popular gauge choice in the numerical evolu-
tion of dynamical spacetimes is the puncture gauge.
In introducing scalar functions ð�L;�S; ��; ��Þ the general
form of the gauge (without introducing the additional
field Bi) is

@t� ¼ �i�;i ��L�
2K̂; (26)

@t�
i ¼ �j�i

;j þ�S
~�i � 	�i � ����

;i þ �� ~�
ij@j�:

(27)

Note that in this condition we have included a new term
proportional to the spatial derivative of �. As we will show
in Sec. IV, the inclusion of that term allows us to prove the
well-posedness of the IBVP for Z4 in the frozen coeffi-
cient approximation. We refer to the choice of shift
ð�S; ��; ��Þ ¼ ð1; 1; 1=2Þ as the asymptotically harmonic

shift condition because in preferred coordinates in asymp-
totically flat spacetimes near infinity the condition asymp-
totes to the harmonic shift.
In evolutions of equal mass black holes the gauge damp-

ing parameter 	 is usually taken as 2=M, where M is the
ADM mass of the spacetime. Recently it has been shown
that a spatially varying 	 parameter may be helpful in the
evolution of unequal mass binaries [41,42].
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D. Fully second-order form

The principal part of the Z4c formulation in fully second
order form is given by

ð@20 ��L@i@
iÞ� ’ 0; (28)

�
@20 � �1=3 �S

�2
@j@

j

�
�i ’

�
�1=3�S

�2�L

� ��

�
@0@

i�

þ 1

3�

�
�1=3�S

2
� ��

�
�jk@0@

i�jk; (29)

ð@20 � @l@
lÞ�ij ’ 1

3
�kl

�
1� 2��

�1=3�S

�
@i@j�kl

þ 2

�

�
1� �2��

�1=3�S

�
@i@j�þ 2

�

�
1� �2

�1=3�S

�
�kði@jÞ@0�k:

(30)

One may view the constraints� and Zi as being defined by
the gauge choice (26) and (27),

2� ¼ 1

��L

@0�� 1

2
�ij@0�ij þ 1

�
@i�

i; (31)

2Zi ¼ 1

�S�
1=3

ð��ij@0�
j þ 	�i þ ����;i

� ���
1=3@i�Þ � ð~�dÞi: (32)

The principal parts of the constraint subsystem are just
wave equations

h� ’ 0; hZi ’ 0; (33)

hH ’ 0; hMi ’ 0: (34)

Following the approach of [43] we will analyze the system
starting in fully second-order form. The equations ofmotion
can be 2þ 1 decomposed against the spatial unit vector si.

We define the projection operator qij ¼ 
i
j � sisj.

The equations of motion split into scalar, vector and tensor
parts. The decomposed variables are written

�ss ¼ sisj�ij; �qq ¼ qij�ij; (35)

�sA ¼ siqjA�ij; (36)

�TF
AB ¼

�
qiAq

j
B � 1

2
qABq

ij

�
�ij; (37)

�s ¼ si�i; �A ¼ qiA�i: (38)

Themetric and shift are reconstructed from the decomposed
quantities by

�ij ¼
�
qAðiq

B
jÞ �

1

2
qABqij

�
�TF
AB þ qAðisjÞ�sAsisj�ss

þ qij�qq; (39)

�i ¼ si�s þ qAi �A: (40)

Here and in what follows we use upper case Latin indices to
denote projected quantities.

E. Characteristic variables

The standard parameters choice in the gauge conditions
is �L ¼ 2=�, �S ¼ 3=4 and �� ¼ �� ¼ 0. When Z4 is

coupled to the puncture gauge it is typically strongly
hyperbolic (necessary and sufficient for well-posedness
of the initial value problem, see e.g. [40,44]) except in a
handful of special cases which for brevity we do not
discuss here. The fully second-order characteristic varia-
bles with �� ¼ �� ¼ 0 were presented in [37]. Here we

present them with the additional parameters. In the scalar
sector the characteristic variables are

U� ffiffiffiffiffi
�L

p ¼ @0�� ffiffiffiffiffiffiffi
�L

p
@s�; (41)

U�� ¼ @0�� �2�

�1=3�S

@s�� 2
�2 � �1=3�S

ð�2�2 � �1=3�SÞ�
�
@s�s � �2�

�1=3�S

@0�s

�

� 2ð�2�2 þ �1=3�L�SÞ
ð�2 ��LÞð�2�2 � �1=3�L�SÞ��L

�
@0�� �2�L���

�1=3�S

@s�

�
þ 2ð�� � 1Þ��

ð�2 ��LÞð�2�2 � �1=3�SÞ
ð@s�� �@0�Þ

þ 2ð�2�1=3�S þ �2���LÞ
ð�2 ��LÞð�2�2 � �1=3�SÞ��L

�
@0�� �2�L�

�1=3�S

@s�

�
; (42)

U�1 ¼ @0�qq � @s�qq; (43)

U0�1 ¼ @0�s � �1=3

�
@s�s þ ��@s�� �1=3�S

�2�L

@s�

� �1=3�S

2�
@0�þ �� � 2�1=3�S

3�
@s�; (44)

with geometric speeds �ð ffiffiffiffiffiffiffi
�L

p
; �; 1; 1Þ respectively, and

where we have defined

� ¼ �ss þ �qq; (45)

� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð2�1=3�S � ��Þ

3�2

s
: (46)
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Note that if � vanishes the system is only weakly hyper-
bolic. In the vector sector the characteristic variables are

U
� ffiffiffiffiffi

�S
p

A ¼ @0�A �
ffiffiffiffiffiffiffi
�S

p
�1=3

�
@s�A; (47)

U�1
A ¼ @0�sA � @s�sA � �2

�1=3�S

ð@0�A � @s�AÞ; (48)

with speeds �ð ffiffiffiffiffiffiffi
�S

p
; 1Þ. Finally in the tensor sector we

have simply

U�1
AB ¼ @0�

TF
AB � @s�

TF
AB; (49)

with speeds �1.
Since the constraints ð�; Zi; H;MiÞ satisfy wave equa-

tions in the principal part their characteristic variables are
simply

U�
� ¼ @0�� @s�; U�

s ¼ @0Zs � @sZs; (50)

U�
A ¼ @0ZA � @sZA; U�

H ¼ @0H � @sH; (51)

U0�
s ¼ @0Ms � @sMs; U0�

A ¼ @0MA � @sMA; (52)

each with speeds �1.

F. High-order absorbing constraint
preserving boundary conditions

Following the notation of [23] we investigate the
Z4c evolution equations on a manifold M ¼ ½0; T� � �.
The three-dimensional compact manifold � has smooth
boundary @�. The boundary of the full manifold T ¼
½0; T� � @� is timelike and the three-dimensional slices
�t ¼ ftg �� are spacelike. The boundary of a spatial slice
is denoted St ¼ ftg � @�.

We define a background metric ð�� ; �� i; �
�
ijÞ,

d s
�2 ¼ g

�
abdx

adxb

¼ ��
� 2dt2 þ �ijðdxi þ �

� i
dtÞðdxj þ �

� j
dtÞ: (53)

We assume the background 3-metric to be conformally flat
for later convenience. It can be written as

�
�
ijdx

idxj ¼ c
� 4ðdr2 þ r2d�2Þ; (54)

which defines the background isotropic radial coordinate r
and the metric on the two-sphere is d�2. We furthermore

define �
� a
, the background future pointing unit normal to

the slices �t, and s
�a
, the unit background normal to the

two-surface ftg � @� as embedded in �t. We are primarily
concerned with absorbing conditions for the Z4c formula-
tion as a PDE system. Constructing BCs explicitly related
to the incoming gravitational radiation is left for future
work. For simplicity our timelike and outgoing normal

vectors ðn� a; s�aÞ are therefore defined against the back-
ground metric. Therefore,

g
�
abn

� an
� b¼�1; g

�
abs

�as
�b¼1; g

�
abn

� as
�b¼0: (55)

To finish formulating the BCs we define the background
outgoing characteristic vectors

l
�
a ¼ 1ffiffiffi

2
p ðn� a þ s

�aÞ; (56)

k
� a ¼ 1ffiffiffi

2
p ðn� a þ ffiffiffiffiffi

�s
p

s
�aÞ; (57)

j
� a ¼ 1ffiffiffi

2
p ðn� a þ ffiffiffiffiffiffi

�T

p
s
�aÞ; (58)

m
� a ¼ 1ffiffiffi

2
p ðn� a þ ffiffiffiffiffiffiffi

�L
p

s
�aÞ; (59)

where �s and �T are the characteristic speeds associated
with Eq. (29) in the scalar and vector sector, respectively.
Since the constraints �, Zi satisfy wave equations, con-
straint preserving, absorbing BCs in the linear regime
around the background are given by

ðr2l�a@aÞL�¼̂0; ðr2l�a@aÞLZi¼̂0; (60)

where L � 0 is an integer and ¼̂ denotes equality in the
boundary T . Note that the above conditions can be con-
sidered a generalization to those recently proposed by
Bona et al. in [38,39] which correspond to L ¼ 0 (see
also [45,46]).
We assume that both the physical and background met-

rics are sufficiently close to flat so that the full system has
ten incoming characteristic variables at the boundary,
which determines the number of BCs we may specify.
The boundary conditions (60) give four of the total. We
take for the remainder

ðr2m� a@aÞLþ1�¼̂h�; (61)

ðr2k�a@aÞLþ1�s¼̂hs; (62)

ðr2j�a@aÞLþ1�A¼̂hA; (63)

ðr2l�a@aÞLþ1�TF
AB¼̂hTFAB; (64)

where h�, hi, h
TF
AB are given boundary data. Since the above

conditions are not tailored to the characteristic structure of
the puncture gauge Z4c system there is no guarantee that
they will absorb all outgoing fields. We leave detailed
examination of the absorption properties, and possible
important modifications, of the conditions (61)–(64) to
future work and focus in the following discussion on
well-posedness of the constraint subsector. In the following
sections conditions (61)–(64) are considered only in a
spherical reduction of the system. The constraint absorp-
tion properties of conditions (60) are studied in our nu-
merical tests.
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III. ANALYTICAL SETUP

In this section we discuss the strategy adopted to prove
well-posedness, namely, the frozen coefficient approxima-
tion. This simplification is necessary since one can show
that our system is not symmetric hyperbolic and our BCs
are not maximally dissipative. We also outline the cascade
method which can be used for general proofs, provided that
the equations of motion of the system have a special
structure.

A. Frozen coefficient approximation

Once the BCs are specified, one should determine
whether or not the resulting IBVP from (28)–(30) with
(60)–(64) is well-posed. This can be done by using the
frozen coefficient technique, where one considers a high-
frequency perturbation of a smooth background solution.
This regime is the relevant limit for analyzing the continu-
ous dependence of the solution on the initial data. By
considering such a perturbation one can detect the appear-
ance of high-frequency modes with exponential growth.
Therefore, if the IBVP is well-posed in the frozen coeffi-
cient approximation, it is expected that the problem is well-
posed in the nonlinear case. In this limit, the coefficients of
the equations of motion and the boundary operators can be
frozen to their value at an arbitrary point. So, the problem
is simplified to a linear, constant coefficient problem on the
half-space which can be solved explicitly by using a
Fourier-Laplace transformation [2,47]. This method yields
a simple algebraic condition (see Appendix A) which is
necessary for the well-posedness of the IBVP.

Following [23], we perform a coordinate transformation
which leaves �t invariant, such that one can rewrite the
background metric (53) at the point p in the form

d s
�2jp ¼ �dt2 þ ð�� dtþ dxÞ2 þ dy2 þ dz2; (65)

where �
�
corresponds to the normal component of the shift

vector at p. According with this approximation, one can
assume that the BC is a plane. Therefore, the spatial mani-
fold becomes � ¼ fðx; y; zÞ 2 R3:x > 0g. We denote the
flat spatial metric at p by 	ij. Regarding the above metric,

the timelike and outgoing normal vectors ðn� a; s�aÞ are
n
� a@a ¼ @t � �

�
@x; s

�a@a ¼ ��
�
@x: (66)

Besides, by using (65) and choosing 1þ log slicing �L ¼
2=� and fixing�S ¼ 1 in the shift condition one can rewrite
the equations of motion (28)–(30) in the frozen coefficient
approximation at a point p in the form

ð@20 � 2@l@lÞ� ¼ 0; (67)

ð@20 � @l@lÞ�i

¼
�
1

2
� ��

�
@i@0�þ 1

3

�
1

2
� ��

�
	jk@0@

i�jk; (68)

ð@20 � @l@lÞ�ij ¼ 1

3
ð1� 2��Þ	kl@i@j�kl þ 2ð1� ��Þ@i@j�:

(69)

Note that with the additional choice of asymptotically
harmonic shift ð��; ��Þ ¼ ð1; 1=2Þ the resulting IBVP for

the above system with boundary conditions (60)–(64) has a
cascade property; the gauge sector ð�;�iÞ is coupled with
the metric only through the BCs. One can analyze the
resulting IBVP for the gauge sector and then use it as a
source in the remaining system. Nevertheless, with the
standard choices ð��; ��Þ ¼ ð0; 0Þ, all the variables are

coupled to each other in the bulk as well as at the boundary.
In this case, one should analyze the full system simulta-
neously. We will present the analytical results for arbitrary
value of these parameters in [48].

B. 2þ 1 decomposition

To rewrite the above system with BCs (60)–(64) as a set
of cascade of wave problems, we perform a 2þ 1 decom-
position against the spatial unit vector si ¼ �êx. Thus, the
lapse satisfies

½@2t � 2�
�
@t@x � ð2� �

� 2Þ@2x � 2@A@A�� ¼ 0; (70)

½@t � ð ffiffiffi
2

p þ �
� Þ@x�Lþ1�¼̂h�: (71)

The wave problem for �s and �A is obtained once we
project the system

½@2t �2�
�
@t@x�ð1��

� 2Þ@2x�@C@C��i¼�1

2
@0@i�; (72)

½@t � ð1þ �
� Þ@x�Lþ1�i¼̂hi; (73)

along si or along the transverse directions, respectively.
Note that the lapse is only coupled with the Eq. (72) in the
bulk. One could naively think to analyze the lapse sub-
system independently and use it as a source in (72).
Therefore, the resulting global estimate for the gauge
sector will contain more derivatives of the lapse than of
the shift. In general, it can spoil the estimate when one
considers lower-order terms which appear in the nonlinear
case. In order to prevent it one should consider the wave
problems for the lapse and the shift simultaneously.
The system for the �TF

AB is

½@2t � 2�
�
@t@x � ð1� �

�
i�
� 2Þ@2x � @C@C��TF

AB ¼ 0; (74)

½@t � ð1þ �
� Þ@x�Lþ1�TF

AB¼̂hTFAB: (75)

According to the results presented in Appendix B, it is
straightforward to prove this problem is well-posed. Since
the above subsystem is decoupled completely from the rest
of the system, it can be considered as a given function in
the remaining wave problems. On the other hand, by
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introducing the trace variable � and considering the
Eq. (31) as a definition of the constraint �, we obtain

½@2t � 2�
�
@t@x � ð1� �

� 2Þ@2x � @A@A�� ¼ 0; (76)

½@t � ð1þ �
� Þ@x�L½ð@t � �

�
@xÞð���Þ

� 2@x�s þ 2@A�A�¼̂0: (77)

Since this system is also decoupled from the rest of the
metric sector, one can analyze the resulting IBVP and after
that, use it as a given source for the other problems. Finally,
the remaining equation of motions are again obtained
through the projection of the wave equation

½@2t � 2�
�
@t@x � ð1� �

� 2Þ@2x � @C@C��is ¼ 0; (78)

along si or along the transverse directions, respectively. By
virtue of Eq. (32) the BC for �ss is

½@t � ð1þ �
� Þ@x�L½ð@t � �

�
@xÞ�s � @A�sA

� @xð�� �ss þ�=6Þ�¼̂0; (79)

and finally, the BC for �sA is

½@t � ð1þ �
� Þ@x�L½ð@t � �

�
@xÞ�A � @B�TF

AB

þ @x�sA þ @Að���=3þ �ss=2Þ�¼̂0: (80)

This subsector does not have the cascade property. The
equation of motion for �ss and �sA are decoupled, but their
BCs are coupled to each other. Therefore, one should
consider the mutually coupled wave problems (78)–(80)
simultaneously.

In the following section, we consider the case with
trivial initial data. Notice that this is not a real restriction.
One can always treat the case of general initial data by
considering, for instance, the transformation �uðt; xÞ ¼
uðt; xÞ � gðtÞfðxÞ, where gðtÞ is a smooth function with
compact support such that gð0Þ ¼ 1. Therefore, �uðt; xÞ
satisfies the same IBVP as uðt; xÞ with modified sources
and trivial initial data [2].

IV. WELL-POSEDNESS RESULTS

This section contains our analysis of well-posedness for
different BCs. As we have mentioned before, we consider
the IBVP for the constraint subsystem on the manifold
M ¼ ½0; T� �� and we just analyze the corresponding
IBVP for the dynamical Z4c variables on a spherical
scenario. To do this, we explicitly solve the boundary
problem using the Laplace-Fourier transformation. Kreiss
presented in [6] sufficient conditions for the well-
posedness in the frozen coefficient approximation. The
key result in [6] is the construction of a smooth symmetr-
izer for the problem for which well-posedness can be
shown using an energy estimate in the frequency domain.
We summarize the principal ideas of the Kreiss theory in
Appendix A.

A. Constraint subsystem

Consider the IBVP for � with first-order BCs (L ¼ 0)
and, for a moment, let us assume inhomogeneous BCs, i.e.
�¼̂q, where q is a given boundary data. One can show that
the equation of motion (33) and the boundary for this
variable can be rewritten in the form

½ðs2 þ!2Þ � 2�
�
s@x � ð1� �

� 2Þ@2x� ~� ¼ 0; ~� ¼̂ ~q;

where ~� and ~q denote the Laplace-Fourier transformation
of � and q with respect to the directions t and xA respec-

tively and ! ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!2

y þ!2
z

q
. Following [19,23] we rewrite

the above system in the form (B6) and (B7) by introducing
the variable

D ~� ¼ 1



ð@x ~�þ �2

��
�
s ~�Þ; (81)

with ~W ¼ ð ~�; D ~�ÞT , Lðs;!Þ ¼ ð1; 0Þ and

Mðs;!Þ ¼ 

��2�

�
s0 1

�4�2 ��2�
�
s0

0
@

1
A; (82)

where we have defined � ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �

� 2
q

, 
 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijsj2 þ!2
p

,
s0 ¼ s=
, !0 ¼ !=
 and �2 ¼ s02 þ ��2!02. The corre-
sponding eigenvalues and eigenvectors of M ¼ Mðs; !Þ
are

�� ¼ �
�2ðs0�� � �Þ; ê� ¼ ð1;��2�ÞT: (83)

Using this, it can be shown that the L2 solution of the
system (B7) is given by

~Wðs; x; !Þ ¼ �ê� expð��xÞ (84)

where � is a complex integration constant which is deter-
mined by introducing (84) into the boundary, i.e., this
constant satisfies� ¼ ~q. Therefore, it follows immediately
that

j ~Wðs; 0; !Þj 	 Cj~qj; (85)

where C is a strictly positive constant. Provided that the
eigenvectors in the solution (84) are normalized in such a
way that they remain finite as ! ! 0, as ! ! �1 and as
jsj ! 1, then we conclude that the resulting IBVP for (33)
with the first-order boundary condition (60) is well-posed
for trivial initial data. By inverting the Laplace transfor-
mation and using the Parseval’s identity, we obtain an L2

estimate of the formZ T

0
k Wð
; tÞ k2� dt 	 CT

Z T

0
k q k2@� dt; (86)

in the interval 0 	 t 	 T for some strictly positive constant
CT > 0. Note that if the constraint � is satisfied initially
and we consider trivial boundary data q ¼ 0, the above
inequality implies that the constraint is satisfied
everywhere and at each time. An equivalent estimate for
Zi holds.
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We generalize our previous analysis to consider BCs
which depend on second- or higher-order derivatives of
the constraints. Recently, it has been shown that those
conditions reduce the amount of spurious reflections at
the boundary [24,49]. In fact, the BCs (60) are Dirichlet
conditions for the constraint subsystem (33), which means
that the constraint violations that leave the bulk are re-
flected at the boundary. Therefore, let us consider the wave
problem for the � with high-order BCs (L � 1). Note that
according to Appendix B, it is possible to rewrite the
boundary matrix L ¼ Lðs; !Þ in the form

Lðs; !Þ ¼ 1

2

�
aLþ þ aL�;�aLþ � aL�

��2

�
; (87)

where a� ¼ s0 � �. The L2 solution of this system is given
by (84) but now the integration constant � satisfies

aLþ� ¼ ~q: (88)

According to Appendix B, one can show that there
is a strictly positive constant 
 > 0 such that

jaþjL ¼ js0 þ �j> 
. Therefore, it follows that the system
satisfies the estimate (85). We conclude that the solution of
the system (33) with high-order constraint preserving BCs
(60) is well-posed and it satisfies (86). The IBVP for Zi

with these BCs can be treated in a similar manner.

B. Gauge subsystem

Consider now the spherical reduction of the wave prob-
lems (70)–(73) for the lapse and the shift with first-order
BCs, i.e., conditions (71) and (73) with L ¼ 0. By intro-
ducing the first-order reduction variables

D~� ¼ 1



ð@x þ �2

��
�
sÞ~�; (89)

D ~�s ¼ 1



ð@x þ �2�

�
sÞ ~�s; (90)

it can be possible to rewrite those wave problems in the
form (B7) with

~W ¼

~�

D~�

~�s

D ~�s

0
BBBBB@

1
CCCCCA; MðsÞ ¼ 


��2
��

�
s0 1 0 0

�4
�s

02
� ��2

��
�
s0 0 0

0 0 ��2�
�
s0 1

�2s02�
�
�2�4

� s0ð2þ �
� 2Þ�2�2

�=2 �4s02 ��2�
�
s0

0
BBBBBBBB@

1
CCCCCCCCA
;

LðsÞ ¼
ffiffiffi
2

p
s0 ���2

� 0 0

0 0 s0 ���2

 !
; ~g ¼ ~g�

~gs

 !
¼ 1




ð ffiffiffi
2

p � �
� Þ~h�

ð1� �
� Þ~hs

0
@

1
A:

Here we have defined s0 ¼ s=
, 
 ¼ jsj and
��2
� ¼ 2� �

� 2
; ��2 ¼ 1� �

� 2
: (91)

The L2 solution of the above system is given by

~Wðs; x; !Þ ¼ X2
i¼1

�iê
�
i expð��i xÞ; (92)

where �i are the complex integration constants and ��i and
e�i the negative eigenvalues ofM and e�i the corresponding
eigenvectors. By replacing the solution into the boundary
condition, it is possible to show that �i satisfy

�� ¼ ~g�

2
ffiffiffi
2

p
s0

(93)

�s ¼ ~gs
2s0

� ~g�½ð1�
� Þð2þ ffiffiffi

2
p þ �

� ð1þ ffiffiffi
2

p Þ��2
�

8s0
: (94)

By the same argument as above, it is straightforward by
using the triangle inequality that the system is boundary
stable and therefore an equivalent estimate as (86) holds
for the gauge subsystem with first-order BCs.

Next, let us consider high-order BCs for this subsystem.
To give an estimate for the solution of the gauge subsystem
with high-order conditions we rewrite them in an algebraic
form. Therefore, by using the procedure presented in
Appendix B and by virtue of the equations of motion
(67) and (68), one can rewrite the boundaries (72) and
(73) with L ¼ 0 in the form L ~W ¼ A ~W where

A ¼

ffiffiffi
2

p
s0 ���2

� 0 0

�2s02�2
�

ffiffiffi
2

p
s0 0 0

0 0 s0 ��2

2s02�
�
�4
� s0ð2þ �

� 2Þ�2
�=2 ��2s2 s0

0
BBBBBB@

1
CCCCCCA:

We have defined the boundary operator by L ¼
ðL ffiffi

2
p ;L1ÞT with

L � ¼ ð�� �Þs0 � 1


�2
�

@x: (95)

By iteration, explicitly one obtains LLþ1 ~W ¼ ALþ1 ~W.
Here we have defined
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ALþ1 ¼ 1

2

aLþ1þ �aLþ1þ =ð ffiffiffi
2

p
s0�2

�Þ 0 0

� ffiffiffi
2

p
s0�2

�a
Lþ1þ aLþ1þ 0 0

�Fð�� Þ�4
�a

Lþ1þ =�2 Gð�� Þ�2
�a

Lþ1=ðs0�2Þ bLþ1þ �bLþ1þ =ðs0�2Þ
Hð�� Þs0�4

�a
Lþ1þ �Jð�� Þ�2

�a
Lþ1þ �s0�2bLþ1þ bLþ1þ

0
BBBBBBB@

1
CCCCCCCA;

where aþ ¼ 2
ffiffiffi
2

p
s0 and bþ ¼ 2s0 are the eigenvalues of the matrix A ¼ Aðs0Þ and Fð�� Þ; 
 
 
 ; Jð�� Þ are certain shorthands

for combinations of �
�
only. Thus, the high-order BCs for the gauge subsystem can be rewritten in the form (B7) with the

boundary matrix given by

Lðs;!Þ ¼ 1

2

aLþ1þ �aLþ1þ =ð ffiffiffi
2

p
s0�2

�Þ 0 0

�Fð�� Þ�4
�a

Lþ1þ =�2 Gð�� Þ�2
�a

Lþ1=ðs0�2Þ bLþ1þ �bLþ1þ =ðs0�2Þ

0
@

1
A; (96)

and the given data

~g�
~gs

� �
¼ 1


Lþ1

ð ffiffiffi
2

p � �
� ÞLþ1 ~h�

ð1� �
� ÞLþ1 ~hs

0
@

1
A: (97)

The L2 solution of the system is given by (92).
Nevertheless, the complex integration constants now
satisfy

�� ¼ ~g�
2aLþ1

; (98)

�s ¼ ~g�

�
Fð�� Þ þ ffiffiffi

2
p

Gð�� Þ�4
a

4bLþ1�2
� 2ð1þ ffiffiffi

2
p Þð1� �

� Þ
8ð2� ffiffiffi

2
p

�
� ÞaLþ1

�

þ ~gs
2bLþ1

: (99)

Since Reðs0Þ> 0, aLþ1 and bLþ1 are proportional to s0 and
the remain coefficient are constants, it follows that the
system is boundary stable and therefore well-posed.
Similar arguments apply to the wave problem of the metric
components.

V. NUMERICAL APPLICATIONS

The necessity of CPBCs for the Z4c system is not only
motivated by the fundamental requirement of having a
mathematically well-posed system, but also by the numeri-
cal evidence of artifacts related to the implementation of
inadequate BCs. The property of full propagation of the
constraints is both a strength and a weakness of the Z4
evolution system. On one hand, by a comparison with
BSSN it was shown in [37] that this property reduces
constraint violations on the grid. On the other it makes
the BCs a more important issue, because if the numerical
boundary condition introduces large constraint violations,
perhaps as spurious reflections, then the violation may
propagate inside the domain and swamp the numerical
solution.

As an example of numerical artifact, pointed out but
only briefly discussed in [37], we show in Fig. 1 the time
evolution of the central rest-mass density of a equilibrium
model of spherical compact star obtained with the Z4c
formulation (coupled to general relativistic hydrodynamics
equations) and two different BCs: Sommerfeld and CPBCs
[50]. The central density is expected to remain constant in
time but the truncation error of the numerical scheme
causes small oscillations around the initial value that con-
verge away with resolution. This is clearly visible when
CPBCs are used. The frequency of these oscillations cor-
responds to the proper radial mode of the star. When
Sommerfeld conditions are used however the constraint
violation at the boundary propagates into the domain and
perturbs the star as soon as it becomes causally connected
with the outer boundary. The perturbation from the bound-
ary alters the mean value of the central density. The
‘‘boundary’’ perturbation does not converge (or converges
much slower than the interior, see Sec. VB) so becomes

0.99
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2nd CP

FIG. 1 (color online). Radial oscillations of the central rest-
mass density of a compact star in time. When Sommerfeld
conditions are used a perturbation from the boundary (at rout ¼
20) hits the center of the star (at t ¼ 20) and further perturbs it.
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the dominant error when the grid is refined. At later times
the oscillations are damped by the hydrodynamical inter-
action between the fluid and artificial vacuum, but the
mean value of the central density is forever modified
from the initial one. Such boundary artifacts can thus
dramatically move the solution far away from the initial
configuration in phase space, despite the fact that at late
times the constraint violation is very small. Preliminary 3D
simulations with the Jena BAM code [27] of single neutron
stars, single puncture and binary black holes showed fea-
tures very similar to the spherical results and in some cases
instabilities triggered by the boundary.

In the following sections we discuss numerical results in
spherical symmetry focusing only on the boundary con-
ditions (60). Since the practical implementation of BCs in a
code is also an issue, in Sec. VAwe summarize the method
we used as well as other standard approaches. We use the
code of [37]. For more information on our numerical
method, spherical reduction of the equations please refer
to Appendix A of that reference. We perform several tests,
in each case with Sommerfeld and constraint preserving
conditions. To examine stability and the effect of the BCs
we consider simulations with a very close outer boundary
(rout ’ 20M) and compare the results with a reference
simulation [23,51], in which the outer boundary is placed
far away (r0out ’ 1000M) from the origin. Since the bound-
ary of the reference solution is causally disconnected on
the time scale of the simulations with closer boundary, the
BCs in the reference run have no importance. Results are
presented for moderate resolution, about �r� 0:12; but
higher resolution runs as well as very long-term (hundreds
of thousands of crossing times) simulations were per-
formed showing the same behavior and no numerical in-
stabilities. To monitor the global constraint violation we
define the quantity:

C �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 þMiMi þ�2 þ ZiZi

q
; (100)

and we will refer to it as the constraint monitor. We will
often make use of 2-norms of quantities:

k Cð
; tÞ k2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ

drr2Cðr; tÞ2
s

; (101)

where in practical computations the integral is performed
on the grid by the trapezium rule. For a fair comparison
with the ‘‘near-boundary’’ solution, the norm of the refer-
ence solution is taken only on the domain, r 2 ð0; routÞ.

Since most of the analytical results were obtained with
the new asymptotically harmonic shift condition, we ex-
amine this gauge as well as the standard puncture gauge. In
all cases we have found comparable results (see e.g. Fig. 4)
and therefore we will focus primarily on the standard
puncture gauge. We therefore aim to give at least some
numerical evidence of well-posedness in those cases where
we are unable to demonstrate strong mathematical results.

A brief description of the tests performed and their aim
follows below.
Perturbed flat spacetime. Evolution of constraint-

violating initial data on flat space. Here we focus on
convergence and constraint absorption. We find near-
perfect constraint transmission of the constraints when
using the second-order CPBCs. We devote the most atten-
tion to this test because the effect of the BCs are clearest in
the absence of other sources of error.
Star spacetime. Evolution of a stable compact star. In the

Sommerfeld case, nonconvergent reflections from the
boundary affect the dynamics of the star. The absorbing
CPBCs completely solve this problem.
Black hole spacetime. Evolution of black hole initial

data. The robustness and performance of CPBCs are tested
against black hole spacetimes with different initial data and
gauges. In particular we evolve a single puncture and
Schwarzschild with a Kerr-Schild slicing.
We use geometrical units c ¼ G ¼ 1 everywhere, in

case of matter spacetime dimensionless units are adopted
setting M� ¼ 1, in case of black hole spacetime Mbh ¼ 1,
while in case of flat spacetime a mass scale remains
arbitrary.

A. Numerical implementation of boundary conditions

The literature contains many suggestions for the imple-
mentation of BCs, of which we highlight a small subset
here.
Populate ghostzones. One example is the recipe of [52],

under which numerical stability of the shifted wave equa-
tion was proven. The idea is to write the BCs on the first
order in time and second order in space characteristic
variables (which only implicitly contain time derivatives)
and populate ghostzones so that the desired continuum
boundary condition is satisfied. Ghostzones not determined
by the BCs are simply populated by extrapolation. Since
this method relies in an essential way on altering spatial
derivatives locally, it is not clear how to apply the approach
if one is computing spatial derivatives pseudospectrally.
Furthermore the recipe may not give a unique prescription
when one is given a system of equations.
Summation by parts.As we have mentioned before, with

the summation-by-parts schemes and penalty techniques a
quantity that mirrors the continuum energy for a symmetric
hyperbolic system is constructed on the discrete system.
Since we do not rely on an energy (symmetric hyperbol-
icity) method in our well-posedness analysis we are not
able to construct a summation-by-parts finite difference
scheme that guarantees stability. Analysis and applications
in numerical relativity can be found in [9,53–57].
BCs as time derivatives of evolved fields. The remaining

approach we consider assumes that one may take spatial
derivatives everywhere in a spatial slice. Inside a pseudo-
spectral method spatial derivatives are naturally defined
everywhere. On the other hand when approximating
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derivatives by finite differences, one may either use ex-
trapolation to populate ghostzones, or take lop/one-sided
differences near the boundary. The two methods are
equivalent. To express the BCs on time derivatives of the
metric one starts by substituting the definitions of the time-
reduction variables (for example �, Zi and Kij) into the

BCs. Then, if higher than first order time derivatives are
still required, one may define a set of auxiliary reduction
variables. One may use the equations of motion of the
auxiliary variables in combination with the boundary con-
ditions to eliminate spatial derivatives of auxiliary varia-
bles so that they may be confined to the boundary [45,58].
This approach was tested in the Caltech-Cornell SpEC
code [24], but it is currently not used for binary black
hole simulations. Here we perform evolutions only up to
second order, and so do not need to use auxiliary variables
in the boundary.

Our numerical tests are performed with a spherical
reduction of the Z4c system. The numerical implementa-
tion of the boundary conditions in spherical symmetry is
described in Appendix C.

B. Perturbed flat spacetime

In this test an initial constraint-violating Gaussian per-
turbation is prescribed in variable �. During the evolution
it propagates, reaches the boundary, and if completely
absorbed, the system relaxes to the Minkowski solution.
This does not happen in practice because reflections are
always present. Here we investigate the magnitude of these
reflections and compare CPBCs of first and second order
with standard Sommerfeld conditions.

Figure 2 shows the 2-norm of the constraint monitor in
time, results from the reference simulation are also re-
ported. All the data agree up to around t ¼ 20, i.e., when
the solution is traveling through the grid. After that time
the following happens: (i) the constraint violation remains

almost constant for first-order CPBCs (green dotted line)
and eventually causes the simulation to crash; (ii) the con-
straint violation decreases for Sommerfeld (blue dashed
line) initially not monotonically (notice the four plateaus)
then, after t ¼ 180, reaching a monotonic behavior;
(iii) the constraint violation for second-order CPBCs (con-
tinuous red line) is smaller than Sommerfeld, plateaus are
less clear but a monotonic behavior is also reached after
t ¼ 180; (iv) the reference solutions (black dotted line)
agree among themselves (remember that on the plotted
time scale the boundary of the reference solution is dis-
connected from the spatial domain under consideration)
and decrease monotonically but in absolute value less than
second-order CPBCs.
The interpretation of these observation is quite obvious,

at least for points (i)-(iii): first-order CPBCs simply do not
absorb the perturbation, which is entirely reflected back;
Sommerfeld BCs are affected by partial reflections and at
each crossing time a smaller portion of the wave comes
back into the domain until an almost complete absorption;
second-order CPBCs immediately absorb the largest por-
tion of the outgoing wave. These statements are quantified
below.
Let us briefly discuss point (iv). A close look at the

evolution of the constraint monitor in space shows a sys-
tematic drift from zero due to a back-scattering effect of
the perturbation leaving the grid. This is responsible for the
larger values of the constraint violation. Such an effect
cannot be simulated in the closer domain case because the
CPBCs cut completely the incoming modes of the solution,
and, effectively, two different numerical spacetimes are
simulated in the two cases.
An important point is to quantify the absorption proper-

ties of the BCs under consideration. To this end we con-
sider the characteristic fields associated to the � given by

U�
� ¼ @0���;s: (102)

They can be regarded as incoming and outcoming modes
of the solution. Thus we define an experimental reflection
coefficient (inspired by [46,49]) defined as the ratio of the
Fourier modes of the characteristic fields at the boundary:

R � j ~U�
�ðkÞj

j ~Uþ
�ðkÞj

: (103)

Figure 3 shows that R� 1 for first-order CPBCs, while
the behavior of second-order CPBCs is qualitatively simi-
lar to Sommerfeld. Since they do not absorb the constraint
violation, in what follows, we discard the first-order
CPBCs.
The results presented so far refer to the puncture gauge.

As stated at the beginning of the section, basically no
significant differences are found when the asymptotically
harmonic shift is employed. Figure 4 shows clearly this
fact; we do not further comment on the asymptotically
harmonic gauge until Sec. VD.
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FIG. 2 (color online). Constraint violation in flat spacetime
test. The 2-norm of the constraint monitor is shown in time for
different BCs implemented. The same quantity for the reference
simulation is shown.
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Finally, we present convergence results. In Fig. 5 the
experimental self-convergence factor is plotted in time.
While the physical solution is traveling on grid, t < 20,
the scheme is fourth-order convergent as expected.
Afterwards the numerical solution consists of the boundary
reflections only and, while in the case of Sommerfeld
reflections are first-order accurate, in case of CPBCs they
maintain fourth-order convergence up to t� 100. For later
times (not shown in the plot) the absolute value of the
solution (and of the reflections) is so small that only noise
is seen. We remark that the order of extrapolation used to
fill the ghosts points and the finite difference operators in
the two approaches are the same, so the differences are
really due only to BCs. In order to obtain these conver-
gence results, a nonstaggered grid must be used because
the staggered grid converges to the continuum domain at
only first order in the grid spacing. In the following appli-
cations we use staggered grids, since this is commonly
done in 3D codes.

C. Star spacetime

In this test we evolve stable spherical star initial data
(see [37] for details). At the beginning of the section we
already discussed one of the main drawbacks of the use of
Sommerfeld BCs with Z4c. As it is evident from Fig. 1, the
use of CPBCs is not optional but absolutely necessary to
obtain reliable results. In a more complicated/dynamical
scenario in fact such artifacts could be hidden or errone-
ously interpreted as real physics.
In this paper we are presenting results obtained without

the Z4 constraint damping scheme [36]. One may however
consider using the constraint damping scheme with a suf-
ficiently large computational domain to suppress perturba-
tions from the boundary. In our experience this is not only
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an inefficient cure (especially in 3D simulations) but an
ineffective one. Our simulations indicate that the required
damping coefficients are quite large, possibly because the
perturbation from the boundary is typically not a high-
frequency perturbation, and the damping scheme is most
effective on high-frequency perturbations. Constraint
damping is analytically understood in the linear regime
and high-frequency approximation, in a more general situ-
ation the indiscriminate use of constraint damping may
lead to undesirable effects (e.g., qualitatively similar to
large artificial dissipation).

In the upper panel of Fig. 6 we show the 2-norm of the
constraint monitor for Sommerfeld, second-order CPBCs
and the reference solution. It is evident that CPBCs are
closer to the reference solution. In the bottom panel the
distance from the reference solution is plotted showing that
CPBCs lead to an improvement of approximately 2 to 4
orders of magnitude.

D. Black hole spacetime

In this test we consider different black hole spacetimes.
A spherical black hole was evolved with puncture and
Kerr-Schild initial data; evolutions were performed with
both the gamma driver and asymptotically harmonic shift.

We focus first on the evolution of a single puncture.
Figure 7 shows that the behavior of the constraint monitor,
computed outside the apparent horizon, is analogous to
what we found in the flat and star spacetime tests. As the
solution asymptotes to the stationary trumpet slice [59]
we find more constraint violation than in the evolution of
the star. The resolution employed in the simulations for the
figure is quite moderate and the outer boundary very close,
even compared with a 3D code. Nonetheless the CPBCs

perform quite well and significantly improve the numerical
solution with respect to Sommerfeld. No big differences
were found when adopting either the gamma driver shift or
the asymptotically harmonic one. As shown in Fig. 8 the
puncture shift (red solid line) does even better than the
asymptotically harmonic (red dashed line) after t� 60. To
the best knowledge of the authors this is the first time that
the asymptotically harmonic shift has been used in the
evolution of puncture data.
To further assess the robustness of our BCs we evolve

the spherical black hole with Kerr-Schild initial data:

ds2 ¼ �
�
1� 2M

r

�
dt2 þ 4M

r
dtdrþ

�
1þ 2M

r

�
dr2

þ r2d�2: (104)

The excision surface is at r ¼ 1:9M and simple extrapola-
tion is used at the inner boundary. We stress that this test is
initially more demanding for the gamma driver shift. Since
the line-element is not written in a manifestly conformally
flat form, the shift immediately evolves everywhere in
space, which is not the case with the gamma driver shift
and puncture data. Figure 8 shows that the results for the
constraint monitor obtained with our CPBCs are compa-
rable to the puncture case with both the puncture shift
(orange thick solid line) and the asymptotically harmonic
(orange thick dashed line). In this case the latter perform
better. Moreover, at this resolution, the bigger spurious
reflections produced by Sommerfeld conditions combined
with the close boundary used (rout ¼ 20) cause the simu-
lations to crash. To achieve stable evolutions with the
Sommerfeld conditions we find it necessary to use a higher
resolution and a more distant outer boundary.
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VI. CONCLUSION

For numerical applications of free-evolution schemes in
general relativity there is a strong motivation to construct
constraint preserving boundary conditions. Without such
conditions, constraint violations may appear at the bound-
ary of the numerical domain and swamp the numerical
solution. In the worst case such errors could be interpreted
as real physics. In this study we have constructed constraint
preserving conditions for the Z4c formulation of the
Einstein equations with variations of the popular puncture
gauge.

We demonstrated well-posedness of the resulting initial
boundary value problem for the constraint subsystem on a
four-dimensional compact manifold in the high-frequency
approximation. Since we are only interested in the con-
straint absorption properties of our boundary conditions we
just analyzed the initial boundary value problem of the a
spherical reduction of the Z4c system for a special choice
of free parameters of the gauge condition. One may be able
to expand our calculations for the asymptotically harmonic
shift condition by verifying the existence of a suitable
symmetrizer in a neighborhood of the point p about
which we perturb to reach the high-frequency limit.
Unfortunately there is not a clear method for extending
our calculations beyond the high-frequency limit with the
standard gauge choice. Even in the high-frequency ap-
proximation we find that the Laplace-Fourier method be-
comes cumbersome. The key problem is that the cascade
approach of Kreiss and Winicour fails with the puncture
gauge.

In order to build a body of evidence for the well-
posedness of the initial-boundary value problem with the
standard puncture gaugewe therefore performed numerical
evolutions of various spherical initial data sets. Roughly
speaking our approach for the implementation of the
boundary conditions is to rewrite them as closely as pos-
sible to Sommerfeld conditions most commonly used in
BSSN evolutions. We will report our method in detail
elsewhere. Since the underlying formulation is not sym-
metric hyperbolic we are not able to make a summation-
by-parts approach to the implementation. Therefore
numerical stability is most straightforwardly established
by studying toy problems mathematically and performing
existence numerical tests on the numerical system. We
compared the behavior of the system with the standard
puncture gauge and the asymptotically harmonic gauge.
We find very similar features in all tests. We demonstrated
that with our approach to the numerical implementation we
can achieve clean pointwise convergence even in reflected
constraint violation. We also found, in agreement with
previous studies, that high-order boundary conditions are
able to absorb outgoing constraint violation much more
effectively than first-order conditions.

There are two obvious places in which we would like to
strengthen our results. First, it is desirable to extend our

well-posedness results, especially in the case of the stan-
dard puncture gauge. However in order to do this a differ-
ent mathematical approach will probably be necessary.
Second, that the numerical tests were performed in spheri-
cal symmetry is an obvious drawback which we aim to
address shortly. Preliminary tests in 3D with the BAM code
indicate that additional tangential terms in the boundary
conditions, which we have discarded in this paper, are
required in order to get a stable evolution.
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APPENDIX A: WELL-POSED PROBLEMS

The well-posedness of the IBVP is the requirement that
for given initial and boundary data an unique solution
should exist and it should depend continuously on the
data (see e.g. [60]). In this section we present a short
review of the theory for first-order systems to prove well-
posedness This theory developed by Kreiss [6] gives us
necessary and sufficient conditions for well-posedness of
the IBVP for strictly hyperbolic systems. The theory was
extended to hyperbolic systems of constant multiplicity by
Agranovich [7]. The discussion presented here follows
closely that of in [6,19,22].
Consider a strongly hyperbolic system of equations of

motion

@tu ¼ B@x1uþ Xn
A¼2

CA@Au; (A1)

with constant coefficients on the half-space t � 0, x1 � 0
and �1< x2; . . . ; xn <1. Here u is an n-dimensional
vector and B and Ci are n� n constant matrices. By
assuming that B is nonsingular, it can be rewritten as

B ¼ ��I 0
0 �II

� �
; (A2)

with �I and �II real and positive definite diagonal matri-
ces of orderm and n�m respectively. We imposedm BCs
at x1 ¼ 0 in the form

LuIðt; xÞjx1¼0¼̂gðt; xÞ; (A3)

where L is a m�m constant matrix and g ¼
gðt; x2; . . . ; xnÞ is a given boundary data vector. For sim-
plicity, we consider trivial initial data uð0; xÞ ¼ 0. In the
following we solve the IBVP (A1)–(A3) by performing a
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Laplace-Fourier transformation with respect to the direc-
tions t and xA tangential to the boundary x1 ¼ 0.

Let ~u ¼ ~uðs; x1; !AÞ denote the Laplace-Fourier trans-
formation of uðt; xÞ. Then, ~u satisfies the ordinary differ-
ential system

@x~u ¼ Mðs;!Þ~u; on x 2 ð0;1Þ; (A4)

L~uI¼̂ ~g; at x¼̂0; (A5)

where ~g denotes the Laplace-Fourier transformation of g
and

Mðs;!Þ ¼ B�1ðsIn�n þ i!AC
AÞ: (A6)

If �i and eiðs; !Þ are the corresponding eigenvalues and
eigenvectors of M then the general L2 solution (functions
which are quadratically integrable) of (A4) is given by

~u ¼ Xm
i¼1

�ieiðs; !Þ expð�ix
1Þ; (A7)

where �i are complex integration constants [61]. These
constants are determined by the boundary conditions. By
substituting (A7) into the expression (A5) we obtain a
system of m linear equations for the unknown �i. This
system can be written in the form

D ðs;!Þ�¼̂ ~g; (A8)

where Dðs;!Þ is a m�m matrix. Let us consider for a
moment homogeneous BCs ~g ¼ 0 and suppose that there is
s with ReðsÞ ¼ 	> 0 such that DetD ¼ 0. It means that
(A8) has a nontrivial solution and therefore, the solution of
the IBVP (A1)–(A3) is

uðt; xiÞ ¼ ~uðx1Þ expðstþ i!Ax
AÞ: (A9)

This implies, by homogeneity of the system (A4) and (A5),
that

uðt; xiÞ ¼ ~uð�x1Þ expð�stþ i�!Ax
AÞ (A10)

is also a solution for any constant � > 0. By increasing that
constant arbitrarily one can find a solution which grows
exponentially. Therefore, the IBVP is not well-posed. We
conclude that the so-called determinant condition

DetD � 0; for 	> 0;

is a necessary condition for well-posedness.
Next, let us consider the inhomogeneous BCs. Since the

determinant condition is satisfied we can solve (A8) for the
integration constants. What remains to be shown is that
solution (A7) can be bounded in terms of the data given at
the boundary,

j~uðs; 0; !Þj 	 Cj~gðs; !Þj; (A11)

where C> 0 is an independent constant of s and !. Using
(A11) and by inverting the Laplace-Fourier transformation
it is possible to show that the estimate

Z T

0
k uðt; 
Þ k2 dt 	 


Z T

0
k gðt; 
Þ k2 jx1¼0dt; (A12)

holds, i.e., we can estimate the L2 norm of the solution in
terms of the L2 norm of the given boundary data. Here the
constant 
 is independent of the boundary data. Systems
whose solution (A12) satisfies this estimate are called
boundary stable [2,6,47].
Kreiss has shown in [6,19] that if the system (A1) is

strictly hyperbolic, the condition (A11) implies that there is
a symmetrizer H ¼ Hðs0; !0Þ such that
(I) Hðs0; !0Þ is a smooth bounded function that depends

of ðs0; !0Þ,
(II) there exists a constant 
 > 0 such that

HMþM
H � 
	I;

for all 	> 0 and all ! 2 R,
(III) there are constants 
2 > 0 and C> 0 such that

h~u;H~ui � 
2j~uj2 � Cj~gj2;
for all ~u satisfying the boundary condition (A8),

where s0 ¼ s=
, !0 ¼ !=
 and 
 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijsj2 þ!2
p

and !2 ¼ !2
y þ!2

z . We have denoted the standard

scalar product by h; 
; i and j 
 j its corresponding
norm. This symmetrizer allows us obtain an esti-
mate of the solution of the system for which we add
a source term Fðt; xÞ in the right of (A1). In par-
ticular, according to [19], we obtain an estimate of
the formZ T

0
k uðt; 
Þ k2 dtþ

Z T

0
k uðt; 
Þ k2 jx1¼0dt

	 


�Z T

0
k Fðt; 
Þ k2 dt

þ
Z T

0
k gðt; 
Þ k2 jx1¼0dt

�
; (A13)

where the constant 
 > 0 is independent of the
boundary data g or the source term F.

APPENDIX B: TOY MODEL

Consider the wave equation

½@20 ��2@l@l�Uðt; xiÞ ¼ Fðt; xiÞ; (B1)

on the half-space t � 0, x � 0 and y and z 2 ð�1;1Þ
with trivial initial data. We impose BCs at x¼̂0 of the form

½@0 ��@x�Uðt; xiÞ¼̂h; (B2)

where h are given boundary data and @0 is the time deriva-
tive along the coordinate time in the linear regime.
According to [23], let us denote to ~U as the Laplace-

Fourier transformation of Uðt; xiÞ with respect to the direc-
tions t, y and z tangential to the boundary then in the
background (65), ~U satisfies
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½ð�2 � �
� 2Þ@2x þ 2�

�
s@x � ðs2 þ�2!2Þ� ~U ¼ ~F; (B3)

½s� ð�þ �
� Þ@x� ~U ¼̂ ~h; (B4)

where ~F and ~h denote the Laplace-Fourier transformations
of F and h respectively. In order to apply the theory
presented in Appendix A, one can rewrite the above system
as a first-order one by introducing the variable [19,23]

D ~U ¼ 1



ð@x ~Uþ �2

��
�
s ~UÞ; (B5)

where �� ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 � �

� 2
q

. Therefore, the system (B3) can

be rewritten in the form

@x ~W ¼ Mðs; !Þ ~W þ ~f; (B6)

Lðs;!Þ ~W ¼ ~g; (B7)

where we have defined

~W ¼ ~U
D ~U

� �
; ~f ¼ �2

�




0
~F

� �
;

and

Mðs;!Þ ¼ 

��2

��
�
s0 1

�2�4
��

2 ��2
��

�
s0

0
B@

1
CA; (B8)

Lðs;!Þ ¼ ð�s0;���2
� Þ; (B9)

with �2 ¼ s02 þ ��2
� !02. The L2 solution of the homoge-

neous system (B6) is given by

~Wðs; x; !Þ ¼ �eð��xÞe� (B10)

where �� is the eigenvalue of M with Reð��Þ< 0 and e�
its corresponding eigenvector. Introducing (B10) into the
boundary we have

�ðs0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s02 þ ��2

� !02
q

Þ� ¼ ~g: (B11)

According to [19,23], one can show that there is a constant

 > 0 such that

js0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s02 þ ��2

� !02
q

j � 
: (B12)

Provided that the eigenvector e� in the solution (B10) is
normalized in a way that it remains finite as! or jsj goes to
zero or infinity, there is a constant C> 0 such that

j ~Wðs; 0; !; Þj 	 Cj~gj; (B13)

for all s 2 C with 	> 0, and ! 2 R. Therefore, the
system is boundary stable. So, we should consider the
existence of a symmetrizer H ¼ Hðs0; !0Þ and use it to
get an energy estimate for the full problem. According to
[23], it can be shown that the following estimate,

	
Z 1

0
ðj
 ~Uj2 þ j@x ~Uj2Þdxþ ðj
 ~Uj2 þ j@x ~Uj2Þjx¼0

	 C0
�
1

	

Z 1

0
j ~Fj2dxþ j~hj2

�
; (B14)

holds for some constant C0 > 0. Therefore, by inverting the
Laplace-Fourier transformation and using the Parseval’s
relation, one obtain the estimate (A13) for the solution in
terms of the L2 norm of the boundary data.
One can generalize the boundary condition (B2) to

higher-order BCs. It has been shown that such conditions
reduce the amount of reflections at the boundary [24,49].
Thus, we impose high-order BCs of the form

½@0 ��@x�mþ1Uðt; xiÞ¼̂h; (B15)

with m � 1. Following [23] it is possible rewrite the pre-
vious conditions as

L mþ1 ~U ¼̂
�
�� �

�




�
Lþ1

h; (B16)

where the linear operatorL is defined byL ¼ ð�� �
� Þs0 �

@x=
�
2
�. Using the equation of motion (B6), we can

rewrite the above condition in algebraic form. Note that

L
~U

D ~U

� �
¼ A

~U
D ~U

� �
� 1


2

0
~F

� �
; (B17)

where the matrix A is given by

A ¼ �s0 ���2
�

��2�2
��

2 �s0

 !
: (B18)

It has been shown in [23] that by iteration the boundary
condition (B16) can be rewritten in the form

Lðs; !Þ ¼ 1

2

�
amþ1þ þ amþ1� ;�amþ1þ � amþ1�

���2
�

�
; (B19)

where a� ¼ �ðs0 � �Þ are the eigenvalues of A. The L2

solution of the homogeneous wave equation (B6) is given
by (B10). Nevertheless, the integration constant � satisfies
amþ1þ � ¼ ~g. It can be shown that the system (B6) with BCs
(B19) is boundary stable and, according to [23], the solution
satisfies the following estimate,

	
Z 1

0

Xmþ1

j¼0

j
ðmþ1Þ�j@jx ~Uj2dxþ Xmþ1

j¼0

j
ðmþ1Þ�j@jx ~Uj2jx¼0

	 C

�
1

	

Z 1

0

Xm�1

j¼0

j
m�j@jx ~Fj2dx

þ Xm�1

j¼0

j
ðm�1Þ�j@jx ~Fj2jx¼0 þ j~hj2
�
; (B20)

for some strictly positive constantC> 0. Thus, by inverting
the Laplace-Fourier transformation we can estimate the L2
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norm of higher derivatives of the solution in terms of given
data.

APPENDIX C: IMPLEMENTATION OF
BOUNDARY CONDITIONS IN
SPHERICAL SYMMETRY

In this appendix we describe the numerical implemen-
tation of the second-order constraint preserving boundary
conditions (60)–(62) in spherical symmetry.

We write the spherical line-element as

d s2 ¼ ��1 ~�rrdr
2 þ ��1 ~�Tr

2d�2; (C1)

where d�2 ¼ d�2 þ sin2�d�2. Similarly we evolve

ðK̂; ~Arr; ~ATÞ for the extrinsic curvature. In spherical sym-
metry the algebraic constraints (25) are

D ¼ logð~�rr ~�
2
TÞ ¼ 0; T ¼

~Arr

~�rr

þ 2
~AT

~�T

¼ 0: (C2)

Using the linearized equations of motion for the system,
we rewrite the boundary conditions as

@t�¼̂ � @r�� 1

r
�; (C3)

@t~�
r¼̂ � 2ffiffiffi

3
p @r~�

r � 2ffiffiffi
3

p
r
~�r � 4

3r2
�r � 1

3
@r�� 2

3
@rK̂;

(C4)

@tK̂ ¼̂� ffiffiffi
2

p
@rK̂ �

ffiffiffi
2

p
r
K̂ þ 1

r
@r�; (C5)

~Arr¼̂ � 2@r ~Arr � 6

r
~Arr � @r@r ~�T � 1

2
@r~�

r

� 2

3
ð�2þ ffiffiffi

2
p Þ@rK̂ þ 1

3
@r�� 2

r2
ð~�rr � ~�TÞ

þ 1

r

�
5

2
@r ~�rr þ 2@r�� 1

3
�� 2

ffiffiffi
2

p
3

K̂

� 2~�r � @r ~�T � @r�

�
; (C6)

where here, for brevity, we have linearized around flat

space. The boundary condition for ~AT can be obtained by
using the algebraic constraints. Note the similarity with the
Sommerfeld boundary condition. For the numerical imple-
mentation we populate ghostzones for each gridfunction fi
by sixth-order extrapolation

fNþi ¼ 6fNþi�1 � 15fNþi�2 þ 20fNþi�3 � 15fNþi�4

þ 6fNþi�5 � fNþi�6; (C7)

in order to approximate derivatives and compute Kreiss-
Oliger artificial dissipation at the boundary. Here N
denotes the boundary point. For the variables

ð�; ~�r; K̂; ~Arr; ~ATÞ we simply replace the standard evolu-
tion equations with (C3)–(C6) at the boundary. The re-
maining variables are evolved according to their standard
equation of motion at the boundary.
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