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We report the first determination of the relative strong-phase difference between D0 ! K0
S;LK

þK� and
�D0 ! K0

S;LK
þK�. In addition, we present updated measurements of the relative strong-phase difference

between D0 ! K0
S;L�

þ�� and �D0 ! K0
S;L�

þ��. Both measurements exploit the quantum coherence

between a pair of D0 and �D0 mesons produced from c ð3770Þ decays. The strong-phase differences

measured are important for determining the Cabibbo-Kobayashi-Maskawa angle �=�3 in B� ! K� ~D0

decays, where ~D0 is a D0 or �D0 meson decaying to K0
Sh

þh� (h ¼ �, K), in a manner independent of the

model assumed to describe the D0 ! K0
Sh

þh� decay. Using our results, the uncertainty in �=�3 due to

the error on the strong-phase difference is expected to be between 1.7� and 3.9� for an analysis using

B� ! K� ~D0, ~D0 ! K0
S�

þ�� decays, and between 3.2� and 3.9� for an analysis based on B� ! K� ~D0,
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~D0 ! K0
SK

þK� decays. A measurement is also presented of the CP-odd fraction,F�, of the decayD0 !
K0

SK
þK� in the region of the� ! KþK� resonance. We find that in a region within 0:01 GeV2=c4 of the

nominal � mass squared F� > 0:91 at the 90% confidence level.

DOI: 10.1103/PhysRevD.82.112006 PACS numbers: 13.25.Ft, 12.15.Hh, 14.40.Lb

I. INTRODUCTION

A central goal of flavor physics is the determination of
all elements of the Cabibbo-Kobayashi-Maskawa (CKM)
matrix [1], both magnitudes and phases. Of the three angles
of the b� d CKM triangle, denoted �, �, and � by some,
�2, �1, and �3 by others, the least well determined is
�=�3, the phase of Vcb relative to Vub. It is of great interest
to determine �=�3 using the decay B� ! K� ~D0, since in
this mode, the �=�3 value is expected to be insensitive to
new physics effects in B decay; here, ~D0 is either a D0 or
�D0 meson decaying to the same final state. This is in
contrast with most measurements of CP violation, which
are dominated by processes that have significant contribu-
tions from loop diagrams that can be influenced by new
physics [2,3]. Therefore, precise measurements of �=�3

from the decay B� ! K� ~D0 compared to the predictions
for �=�3 from loop-dominated processes provide a strin-
gent test of the origin of CP violation in the standard
model. Sensitivity to the angle �=�3 comes from the
interference between two Cabibbo-suppressed diagrams:
b ! c �us, giving rise to B� ! K�D0,1 and the color and
CKM suppressed process b ! u �cs, giving rise to B� !
K� �D0 [4]. Promising ~D0 decays for measuring �=�3

using this method are ~D0 ! K0
S�

þ�� [5,6] and ~D0 !
K0

SK
þK�, here designated collectively as ~D0 !

K0
Sh

þh�. To make use of these decays, however, it is

necessary to understand the interference effects between
D0 ! K0

Sh
þh� and �D0 ! K0

Sh
þh�. These effects can be

measured using CLEO-c data. A study of the decay ~D0 !
K0

S�
þ�� has already been published [7]. Here we present

an update of that analysis, and first results from the decay
~D0 ! K0

SK
þK�.

Let us write the amplitude for the B� ! K� ~D0, ~D0 !
K0

Sh
þh� decay as follows:

fB�ðm2þ; m2�Þ / fDðm2þ; m2�Þ þ rBe
ið�B��Þf �Dðm2þ; m2�Þ:

(1)

Here, m2þ and m2� are the invariant-mass squared of the
K0

Sh
þ and K0

Sh
� pairs from the ~D0 ! K0

Sh
þh� decay,

which define the Dalitz plot, fDðm2þ; m2�Þðf �Dðm2þ; m2�ÞÞ
is the amplitude for the D0ð �D0Þ decay to K0

Sh
þh� at

ðm2þ; m2�Þ in the Dalitz plot, rB is the ratio of the suppressed
to favored amplitudes, and �B is the strong-phase differ-
ence between the color-favored and color-suppressed am-
plitudes. Ignoring the second-order effects of charm

mixing and CP violation in charm [5,8,9], we have
f �Dðm2þ; m2�Þ ¼ fDðm2�; m2þÞ, and Eq. (1) can then be writ-
ten as

fB�ðm2þ; m2�Þ / fDðm2þ; m2�Þ þ rBe
ið�B��ÞfDðm2�; m2þÞ:

(2)

The square of the amplitude clearly depends on the phase
difference ��D � �Dðm2þ; m2�Þ � �Dðm2�; m2þÞ, where
�Dðm2þ; m2�Þ is the phase of fDðm2þ; m2�Þ. Thus, for the
determination of �=�3, one must know ��D.
Analyses of B� ! K� ~D0 decays to date extracted

��Dðm2þ; m2�Þ for each final state by fitting flavor-tagged
D0 ! K0

S�
þ�� [10–14] and D0 ! K0

SK
þK� [12,14]

Dalitz plots to D0-decay models involving various two-
body intermediate states. The systematic uncertainty asso-
ciated with this modeling is hard to estimate; the assigned
values vary between 3� and 9� for the more recent analy-
ses. In order to exploit fully the high statistics expected at
LHCb [15,16] and future eþe� B-factory experiments
[17,18] it is highly desirable to avoid this modeling uncer-
tainty, and to do it in a manner which keeps all other error
sources small compared with the foreseen statistical
precision.
In the analysis presented here, we employ a model-

independent approach to obtain��Dðm2þ; m2�Þ as suggested
in Refs. [5,19], by exploiting the quantum coherence of
D0 � �D0 pairs at the c ð3770Þ. Because of this quantum
correlation, K0

Sh
þh� and K0

Lh
þh� decays recoiling against

flavor tags, CP tags, and D0 ! K0
Sh

þh� tags, taken to-

gether, provide direct sensitivity to the quantities cos��D

and sin��D for each final state. The analysis is performed in
discrete bins of D0 ! K0

Sh
þh� Dalitz space. We have

updated the D0 ! K0
S�

þ�� analysis reported in Ref. [7]

by providing results in alternative sets of Dalitz-plot bins,
and by reducing some of the systematic uncertainties.
In addition measurements of the time-dependent evolu-

tion of the D0 ! K0
Sh

þh� Dalitz plot provide some of the

most precise constraints on charm-mixing parameters [20].
These measurements also rely on D0-decay models that
introduce significant systematic uncertainties. A model-
independent determination of the charm-mixing parame-
ters from D0 ! K0

Sh
þh� that uses the same strong-phase

difference parameters as the �=�3 analysis of B� decay
has been proposed [9]. The advantage of the model-
independent approach is again the elimination of model-
dependent assumptions about the strong-phase differences.
We also present the first model-independent measure-

ment of the CP content of the decay D0 ! K0
SK

þK� in

the region of the � ! KþK� resonance. The decay

1Here and throughout this paper the charge-conjugate state is
implied unless otherwise stated.
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D0 ! K0
S� is a CP-odd eigenstate and has been used as

such in several analyses; see, for example, Refs. [21,22].
The � ! KþK� resonance is usually defined by a mass
window about the nominal � mass. Despite its narrow
natural width of 4:26 MeV=c2 [23], the potential contribu-
tions from CP-even final states beneath the � resonance,
such as D0 ! K0

Sa0ð980Þ and nonresonant D0 !
K0

SK
þK� decays, must be accounted for. Using D0 !

K0
S;LK

þK� decays recoiling against CP eigenstates we

determine the CP-odd fraction of decays, F�, in the
region close to the � resonance. A measurement of F�
allows a systematic uncertainty related to the CP-even
contamination to D0 ! K0

S� decays to be assigned with-

out assuming an amplitude model for the decay D0 !
K0

SK
þK�.

This paper is organized as follows. The formalism for
the measurement of the strong-phase difference and F� is
outlined in Sec. II. The choice of Dalitz-plot bins is given
in Sec. III. The event selection is described in Sec. IV.
Sections V and VI present the extraction of the variables
associated with the strong-phase differences and the as-
signment of systematic uncertainties, respectively. The
impact of these results on the measurement of �=�3 is
discussed in Sec. VII, along with the measurement of F�.
A summary is given in Sec. VIII. Throughout this article
the D0 ! K0

S�
þ�� and D0 ! K0

SK
þK� analyses are de-

scribed in parallel, but more weight is given to the latter as
it has not been presented previously.

II. FORMALISM

Giri et al. proposed [5] a model-independent procedure
for obtaining ��Dðm2þ; m2�Þ as follows. The Dalitz plot
is divided into 2N bins, symmetrically about the line
m2þ ¼ m2�. The bins are indexed with i, running from
�N to N excluding zero. Thus, the coordinate exchange
m2þ $ m2� corresponds to the exchange of the bins i $ �i.
The number of events ðKiÞ in the ith bin of a flavor-tagged
K0

Sh
þh� Dalitz plot from a D0 decay is then expressed as

Ki ¼ AD

Z
i
jfDðm2þ; m2�Þj2dm2þdm2� ¼ ADFi; (3)

where the integral is performed over the ith bin. Here AD is a
normalization factor andFi is the fraction ofD

0 ! K0
Sh

þh�
events in the ith bin. The interference between theD0 and �D0

amplitudes is parameterized by two quantities:

ci � 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
FiF�i

p
Z
i
jfDðm2þ; m2�ÞjjfDðm2�; m2þÞj

� cos½��Dðm2þ; m2�Þ�dm2þdm2�; (4)

and

si � 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
FiF�i

p
Z
i
jfDðm2þ; m2�ÞjjfDðm2�; m2þÞj

� sin½��Dðm2þ; m2�Þ�dm2þdm2�: (5)

The parameters ci and si are the amplitude-weighted aver-
ages of cos��D and sin��D over each Dalitz-plot bin.
Though the original idea of Giri et al. was to divide the

Dalitz plot into square bins, Bondar and Poluektov noted
[19] that alternative bin definitions will lead to significantly
increased sensitivity. In particular, one can choose to mini-
mize the variation in ��D over each bin according to the
predictions of one of the models developed on flavor-
tagged data [10–14]. Note that this approach does not
introduce a model dependence in the final result for
�=�3. This result will remain unbiased by the choice of
an incorrect model, but will have less statistical sensitivity
than expected. If we divide the Dalitz plot into N bins of
equal size with respect to ��D as predicted by one of these
models, then in the half of the Dalitz plotm2þ <m2�, the ith
bin is defined by the condition

2�ði� 3=2Þ=N <��Dðm2þ; m2�Þ< 2�ði� 1=2Þ=N ;

(6)

and the �ith bin is defined symmetrically in the lower
portion of the Dalitz plot. The choice of D0 ! K0

S�
þ��

binning withN ¼ 8 as obtained from the model presented
in Ref. [12] is shown in Fig. 1. A discussion on alternative
choices of binning forD0 ! K0

S�
þ�� and those forD0 !

K0
SK

þK� can be found in Sec. III.

We now describe how CLEO-c data can be used to
determine ci and si. The event yields in the ith bin of
both flavor-tagged and CP-tagged ~D0 ! K0

Sh
þh� Dalitz

plot are required. Because the c ð3770Þ has C ¼ �1, the
CP eigenvalue of one D meson can be determined by
reconstructing the companionDmeson in a CP eigenstate.
With a CP-tagged ~D0 ! K0

Sh
þh� decay, the amplitude is

given by

FIG. 1 (color online). Equal ��D binning of the D0 !
K0

S�
þ�� Dalitz plot with N ¼ 8 based on the model from

Ref. [12]. The color scale represents the absolute value of the bin
number, jij.
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fCP�ðm2þ; m2�Þ ¼ 1ffiffiffi
2

p ½fDðm2þ; m2�Þ � fDðm2�; m2þÞ� (7)

for CP-even ðþÞ and CP-odd ð�Þ states of a ~D0 !
K0

Sh
þh� decay. Since the event rate is proportional to the

square of this amplitude, the number of events in the ith bin
of a CP-even or CP-odd tagged Dalitz plot is then

M�
i ¼ hCP�ðKi � 2ci

ffiffiffiffiffiffiffiffiffiffiffiffiffi
KiK�i

p þ K�iÞ; (8)

where hCP� ¼ S�=2Sf is a normalization factor that de-

pends on the number, Sf, of flavor-tagged signal decays,

and the number, S�, of D0 mesons decaying to a CP
eigenstate in the sample irrespective of the decay of the
other D meson; this is referred to as a single-tagged (ST)
sample. Alternatively the normalization factor can be de-
fined in terms of branching fractions, B, as hCP� ¼
BCP�=2Bf, where BCP� ðBfÞ is the branching fraction

of D0 to CP eigenstates (flavor tags). Thus, access to ci is
enabled by measuring the number of events, M�

i , in a
CP-tagged K0

Sh
þh� Dalitz plot, and the number of events,

Ki, in a flavor-tagged K0
Sh

þh� Dalitz plot.

Important additional information can be gained through
analysis of D0 ! K0

Sh
þh� vs. �D0 ! K0

Sh
þh� data. The

amplitude for c ð3770Þ decaying to a double K0
Sh

þh� final

state is as follows:

fðm2þ; m2�; m02þ; m02�Þ

¼ fDðm2þ; m2�ÞfDðm02�; m02þÞ � fDðm02þ; m02�ÞfDðm2�; m2þÞffiffiffi
2

p :

(9)

The primed and unprimed Dalitz-plot coordinates corre-
spond to the Dalitz-plot variables of the two ~D0 !
K0

Sh
þh� decays. Defining Mij as the event rate in the ith

bin of the first and the jth bin of the second ~D ! K0
Sh

þh�
Dalitz plots, respectively, we have

Mij ¼ hcorr

�
KiK�j þ K�iKj

� 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KiK�jK�iKj

q
ðcicj þ sisjÞ

�
: (10)

Here, hcorr ¼ ND �D=2S
2
f ¼ ND �D=8B

2
f, where ND �D is the

number of D �D pairs, and as before Sf is the number of

flavor-tagged signal decays. Thus analysis of both D0 !
K0

Sh
þh� vs. �D0 ! K0

Sh
þh� data and CP-tagged D0 !

K0
Sh

þh� decays allows ci and si to be determined. The

ambiguity in the sign of si can be resolved using weak
model assumptions.

The decay D0 ! K0
Lh

þh�, due to its close relations
with D0 ! K0

Sh
þh�, can be used to improve further the

ci and si determination. We assume the convention that
AðD0 ! K0

Sh
þh�Þ ¼ Að �D0 ! K0

Sh
�hþÞ. Then, since the

K0
S and K0

L mesons are of opposite CP, it follows that

AðD0 ! K0
Lh

þh�Þ ¼ �Að �D0 ! K0
Lh

�hþÞ. Hence for
K0

Lh
þh� the Dalitz-plot rates of Eqs. (8) and (10) become

M0�
i ¼ hCP�ðK0

i � 2c0i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K0

iK
0�i

q
þ K0�iÞ; (11)

and

M0
ij ¼ hcorr

�
KiK

0�j þ K�iK
0
j

þ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KiK

0�jK�iK
0
j

q
ðcic0j þ sis

0
jÞ
�

(12)

for CP vs. D0 ! K0
Lh

þh� and D0 ! K0
Sh

þh� vs. �D0 !
K0

Lh
þh�, respectively, where K0

i c
0
i, and s0i are associated

with the decay D0 ! K0
Lh

þh�. In the analysis all four
parameters ci, si, c

0
i, and s0i are determined for each chan-

nel, but in order to improve the precision on ci and si
constraints are imposed on the differences �ci � c0i � ci
and �si � s0i � si. These constraints are discussed in
Sec. V.
Because the branching fraction of D0 ! K0�þ�� is

around 5 times larger than D0 ! K0KþK� it is advanta-
geous to first determine the coefficients ci, si, c

0
i, and s

0
i for

the former decay, and then use these to help improve our
knowledge of the coefficients for D0 ! K0KþK�. This is
achieved through measuring the bin-by-bin rates for
K0

SK
þK� vs. K0

S�
þ��, K0

LK
þK� vs. K0

S�
þ��, and

K0
SK

þK� vs. K0
L�

þ�� Dalitz plots, and using suitably

modified forms of Eqs. (10) and (12).
The expression for the CP-odd fraction in the region of

the � ! KþK� resonance in D0 ! K0
SK

þK� decays fol-

lows from Eq. (8). We note thatMþ
i þM�

i ¼ Mþ�i þM��i;
in addition, this sum is proportional to Ki þ K�i, the total
rate of D0 ! K0

SK
þK� decays in the combined i and �i

bins. Therefore, if bin i defines an interval of KþK�
invariant-mass squared, m2

KþK� , about the nominal �

mass squared, then the CP-odd fraction of D0 !
K0

SK
þK� decays, F�, in that region is

F � ¼ M�
i þM��i

M�
i þM��i þMþ

i þMþ�i

: (13)

We determine F� for four different invariant-mass
squared intervals: 0.006, 0.010, 0.014, and 0:018 GeV2=c4.

III. DALITZ PLOT BIN DEFINITIONS

Measurements of cð0Þi and sð0Þi are presented for three and
four alternative binnings for D0 ! K0

SK
þK� and D0 !

K0
S�

þ��, respectively. The motivation for these choices

and the resulting binning definitions are presented in this
section.

A. Binnings of the D0 ! K0
SK

þK� Dalitz plot

We use an amplitude model determined by BABAR [14]
for which a lookup table of the results in Dalitz space has

J. LIBBY et al. PHYSICAL REVIEW D 82, 112006 (2010)
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been provided by the authors [24]. The amplitude model
uses the isobar formalism and consists of eight intermedi-
ate resonances, of which five are parameterized with
Breit-Wigner line shapes and three, a0ð980Þ0K0

S and

a0ð980Þ�K�, are parameterized by a coupled-channel
Breit-Wigner function [25].

We consider binnings in which the Dalitz plane is divided
intoN ¼ 2,N ¼ 3, andN ¼ 4 equal��D bins, accord-
ing to Eq. (6). A smaller number of bins provides superior
statistical precision on the parameters associated with ��D

but a reduced sensitivity to �. Using a larger number of bins
is not feasible due to the limited statistics available in the
CLEO-c data; the fit to the parameters (Sec. V) fails to
converge if N > 4. However, these alternatives will allow
flexibility in matching an appropriate number of bins for the
size of the available B-decay sample when the values ci and
si are used to extract �.

The three cases considered are shown in Fig. 2. In each
case, there is a narrow bin located at low values of m2

KþK� ,

which is close to the diagonal boundary of the Dalitz plot.
This bin encompasses the � intermediate resonance and
typically contains the largest number of events. For three
and four bins there are ‘‘lobes’’ at high values of m2

KþK�

that contain relatively few events.

B. Binnings of the D0 ! K0
S�

þ�� Dalitz plot

The four binnings used in the updated analysis of D0 !
K0

S�
þ�� are described in this section. The BABAR model

[12] that is used to define the bin choices is described in
Sec. III B 1. Then the binning in equal intervals of the
strong-phase difference is presented in Sec. III B 2. In
Sec. III B 3 the procedure to optimize the binning for
maximal sensitivity to � is described and the resulting

FIG. 2 (color online). Equal ��D division of the D0 ! K0
SK

þK� Dalitz plot into (a) N ¼ 2, (b) N ¼ 3, and (c) N ¼ 4 bins.
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binning is presented. In Sec. III B 4 we describe a modified
procedure of optimization which takes into account ex-
pected background levels at LHCb. In Sec. III B 5 the
binning in equal intervals of the strong-phase difference
as defined by the latest Belle model [13] is given. Finally,
in Sec. III B 6 we summarize the differences between the
various bin definitions and also assess what consequences a
very recent BABAR D0 ! K0

S�
þ�� model [14], not avail-

able originally for our analysis, would have for the bin
definitions.

1. BABAR K-matrix model

The amplitude models used by Belle [10,13] and the first
BABAR analysis [11] are parameterized in terms of a Breit-
Wigner isobar model. However, the broad �� and K�
S-wave components are not well described by such Breit-
Wigner line shapes. In particular an additional intermedi-
ate state, �0, is required to fit the �� Swave even though it
is known not to be a physical resonance. Furthermore,
parameterizing these broad overlapping states in terms of
Breit-Wigner functions is unphysical in that unitarity can
be violated. Therefore, a more recent BABAR model [12]
uses the K-matrix [26] ansatz to parameterize the ��
S-wave contributions, which does not violate unitarity. In
addition, the empirical LASS line shape [27] of the
K�

0ð1430Þ is used to improve the fit to the K� S-wave
component. We refer to this approach as the BABAR
2008 model. The reduced �2 for the BABAR 2008 model
fit to the D�þ ! D0�þ data is significantly improved over
the first BABARmodel [11] and is much better than that for
the Belle model. Therefore, this model was considered the
best available and is used to define the nominal binnings
implemented in this analysis. The results of the model have
been made available by the BABAR Collaboration in the
form of a lookup table of the amplitude and strong-phase
difference, �D, in a fine grid of 0:0054 GeV2=c4 �
0:0054 GeV2=c4 sub-bins of the Dalitz plot variables m2�
[24]. The m2� resolution, estimated from simulation, is of
the same order as the sub-bin dimensions; the resolution is
0:006 GeV2=c4 (0:015 GeV2=c4) for D0 ! K0

S�
þ��

(D0 ! K0
L�

þ��). [The lookup table for D0 ! K0
SK

þK�
has a grid of 0:0018 GeV2=c4 � 0:0018 GeV2=c4 sub-
bins. The resolution is 0:005 GeV2=c4 (0:010 GeV2=c4)
for D0 ! K0

SK
þK� (D0 ! K0

LK
þK�).]

Since performing the analysis of the CLEO-c data using
the bin choices described here, which are based on the
BABAR 2008 model, a new BABAR measurement [14] has
been published which presents an updated version of the
D0 ! K0

S�
þ�� decay model that we term the BABAR

2010 model. This model is derived from a larger data
sample that has been reprocessed and the analysis has
been improved with respect to experimental systematic
uncertainties. In Sec. III B 6 we assess the consequences
on the bin choices of the differences between the two
models and conclude that they are minor.

2. Equal ��D binning of the BABAR 2008 model

The first binning of the Dalitz space for the BABAR 2008
model we consider follows the proposal in Ref. [19], which
was used in the previous CLEO-c analysis [7] and in the
analysis of D0 ! K0

SK
þK�. The binning is such that there

are N ¼ 8 bins of ��D in each half the Dalitz plot as
defined in Eq. (6). This equal ��D binning for the BABAR
2008 model is shown in Fig. 1.

3. Optimal binning of the BABAR 2008 model

Following Ref. [19] the ratio of sensitivity to �=�3 of a
binned compared to an unbinned method is given by

Q2 ¼
P

i

��
1ffiffiffiffi
�i

p d�i

dx

�
2 þ

�
1ffiffiffiffi
�i

p d�i

dy

�
2
�

R��
1ffiffiffiffiffiffiffiffiffiffi

jfB�j2
p djfB� j2

dx

�
2 þ

�
1ffiffiffiffiffiffiffiffiffiffi

jfB�j2
p djfB�j2

dy

�
2
�
dm2þdm2�

;

(14)

where

�i ¼
Z
i
jfB�j2dm2þdm2�: (15)

Here, fB� is expressed as

fB� ¼ fDðm2þ; m2�Þ þ ðxþ iyÞfDðm2�; m2þÞ; (16)

where x ¼ rB cosð�B � �Þ and y ¼ rB sinð�B � �Þ. The
parameter, Q, is the ratio of the number of standard devia-
tions difference in the yields of B� ! K� ~D0 events as x
and y change in a finite number of bins with respect to an
infinite number of bins. The sensitivity to x and y is largely
independent of their values. Therefore, again following
Ref. [19], Eq. (14) can be simplified assuming x ¼ y ¼ 0
to become

Q2jx¼y¼0 ¼
P

i Niðc2i þ s2i ÞP
i
Ni

; (17)

where Ni is the number of B� ! K� ~D0ðK0
S�

þ��Þ events
in the ith bin when rB is zero. Recalling that ci and si are the
amplitude-weighted averages of cos��D and sin��D over
each bin, respectively, it is clear that regions of similar ��D

will yield reasonable, though not necessarily optimal, values
of Q. The Q value of the equal ��D binning presented in
Sec. IIIB 2 is 0.786 indicating that this binning choice is
over 20% less sensitive statistically than an unbinned ap-
proach. (The values ofQ are also computed for the different
D0 ! K0

SK
þK� binnings reported in Sec. IIIA; the

values are 0.771, 0.803, and 0.822 for N ¼ 2, N ¼ 3,
and N ¼ 4 equal ��D binnings, respectively.)
In Ref. [19] it was shown that the binning can be

optimized to increase the value of Q. The optimization
algorithm was provided by the authors of Ref. [19] and was
adapted to use the lookup table of the BABAR 2008 model.
The optimization is iterative and starts from the equal ��D

J. LIBBY et al. PHYSICAL REVIEW D 82, 112006 (2010)

112006-6



binning presented in Sec. III B 2. Each iteration starts with
the random selection of a sub-bin from the lookup table. In
90% of iterations the sub-bin is first tested to see if it lies on
the boundary of a bin. If the sub-bin is not at a boundary the
next iteration begins. Otherwise the sub-bin is moved from
its current assignment to that of the neighboring bin and the
value of Q is computed with the new assignment. If the
value of Q is increased by this migration, the new assign-
ment for this bin is kept and the next iteration begins. If the
value of Q does not increase the assignment reverts to that
originally given and the next iteration begins. In 10% of
iterations, the selected sub-bin is given an assignment at
random, irrespective of whether it is on a bin boundary.
Again the reassignment of the sub-bin is kept if there is an
improvement in Q; this allows part of one bin to ‘‘grow’’
inside another bin if there is an improvement in the sensi-
tivity. The procedure terminates when no further signifi-
cant increase in the value of Q can be found.

The binning that results from this optimization proce-
dure is shown in Fig. 3(a) and is significantly different from
that of the equal ��D binning (Fig. 1). The optimized Q
value is 0.892, which is a 13% relative increase in sensi-
tivity. However, there are many structures that are only a
few sub-bins in size. Such regions are smaller than the
experimental resolution and may result in systematic ef-
fects related to asymmetric migration of events from one
bin to another. Furthermore, the position and shape of this
fine structure depends critically on the components in the
model, which may be realized differently in nature.
Therefore, a smoothing procedure is implemented to re-
move these structures. The smoothing procedure starts by
defining an 11� 11 square of sub-bins centered about the
sub-bin that is being tested. The number of sub-bins with
the same bin assignment as the central sub-bin within the

square is found. If the fraction of sub-bins of the same
assignment is less than 30% the sub-bin assignment is
changed to the modal bin assignment within the square.
This procedure is performed for each sub-bin with the bin
assignments from the original optimization to prevent bias.
Figure 3(b) shows the binning after this smoothing proce-
dure; the value of Q only decreases by 0.005. The

smoothed optimal binning is used to calculate cð0Þi and sð0Þi .
The same optimization procedure is applied to the three

D0 ! K0
SK

þK� binnings in terms of equal intervals of

��D. However, the improvements in Q are found to be
negligible compared to the equal binnings. Therefore, the

cð0Þi and sð0Þi parameters for D0 ! K0
SK

þK� decay are not

reported here for optimized binnings.

4. Modified-optimal binning of the BABAR 2008 model
for the presence of background

The Q values for the binnings provided are computed
assuming that there is no background present. There is a
clear advantage to using the optimal binning in such a case,
and simulation studies of a measurement of � using the
observed values of ci, si, and the number of flavor-tagged
D0 ! K0

S�
þ�� events in each bin, Ki, have confirmed the

improved sensitivity in comparison to the equal ��D bin-
ning. However, when background is added to the simula-
tion studies the sensitivity to � using the optimal binning
can be worse than that for the equal ��D binning (see
Sec. VII). The addition of background events naturally
reduces the sensitivity to �. The measurement of �
is most sensitive when there are significant differences
between yields in the bins for positive and negative B
decays. In simulations there are two observed effects that
can dilute the sensitivity. For the optimal binning there are

FIG. 3 (color online). (a) Optimal binning of the D0 ! K0
S�

þ�� Dalitz plot that was found to exploit best the B statistics according
to the BABAR 2008 model. (b) The same binning after the smoothing procedure described in the text has been applied. The color scale
represents the value jij.
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bins where the asymmetry is large while the expected
yields are low. If there is a large background yield in
such a bin then the size of the asymmetry can be diluted
to the point where the sensitivity gained by the optimal
binning choice is significantly reduced by the presence of
background. Also, very large bins contain a large fraction
of the combinatoric background, which follows a reason-
ably uniform distribution over the Dalitz plot, which di-
lutes the asymmetry in that bin. With an assumed
background model, it is possible to find a binning choice
that maximizes the sensitivity to � in the presence of
background.

The background model assumed is determined from
simulation studies of LHCb described in Ref. [16]. In
this work three distinct types of background are consid-
ered. The first type of background is pure combinatoric,
where the D0 is reconstructed from a random combination
of pions; the background-to-signal ratio, B/S, is expected
to be less than 1.1 at the 90% confidence level. The second
type of background is where a D meson is reconstructed
correctly, and is then subsequently combined with a ran-
dom kaon candidate to form a B candidate. The recon-
struction of the D0 and �D0 is approximately equally likely
and hence the distribution of this type of background in the
ith bin will be proportional to ðKi þ K�iÞ. For this type of
background, B/S is expected to be 0:35� 0:03. The third
type of background, which has the smallest contribution to
the total background, involves real B decays, predomi-
nantly B� ! �� ~D0 where the pion is misidentified as a
kaon. In total the real B background has B/S less than 0.24
at the 90% confidence level. Sensitivity studies have shown
that this type of background causes only a minor degrada-
tion in the sensitivity to �. Therefore, this background type
is ignored. In summary, the data sample is assumed to be
composed of 41% signal events, 45% combinatoric back-
ground and 14% fully reconstructed D background.

In the presence of background the calculation of Q
changes and will be written as Q0 to distinguish it from
the no background case. The value of Q0 is still related to
the number of standard deviations by which the number of
events in each bin is changed by varying parameters x and
y, to the number of standard deviations if the Dalitz plot is
divided into infinitely small regions as defined in Eq. (14),
however the definition of jfB�j2 is now
jfB�j2 ¼ fsjfDðm2þ; m2�Þ þ ðxþ iyÞfDðm2�; m2þÞj2

þ f1B1ðm2þ; m2�Þ þ f2B2ðm2þ; m2�Þ; (18)

where B1ðm2þ; m2�Þ and B2ðm2þ; m2�Þ are the probability
density functions for the combinatoric and fully recon-
structed D backgrounds, respectively, and fs, f1, and f2
are the fractions of signal, combinatoric background, and
fully reconstructed D backgrounds, respectively. The as-
sumed values of fs, f1 and f2 are 0.41, 0.45, and 0.14.

As before the precision of x and y weakly depends on
their values, therefore, the simplification that x ¼ y ¼ 0 is

once more made. In this case the expression analogous to
Eq. (17) is given by

Q02jx¼y¼0 ¼
P

i
f2sFiF�i

fsFiþf1B1iþf2B2i
ðc2i þ s2i ÞR f2s jfDðm2

þ;m
2�Þj2jfDðm2�;m2

þÞj2
fsjfDðm2

þ;m
2�Þj2þf1B1þf2B2

dm2þdm2�
; (19)

where B1i ðB2iÞ is the integrated probability density func-
tions for the combinatoric (fully reconstructed D) back-
ground over the ith bin.
The optimization algorithm to find the modified-optimal

binning with the highest Q0 is the same as described
in Sec. III B 3. The modified-optimal binning Q0 value
is 0.910. In comparison, the equal ��D binning has
Q0 ¼ 0:882 and the optimal binning has Q0 ¼ 0:867. The
fine structure of the binning is smoothed out using the same
technique as described for the optimal binning; the Q0
value drops by 0.006. The binning after the smoothing
procedure is given in Fig. 4. In addition, we performed
studies that show this binning choice retains the highest
values ofQ0 even when the assumptions of the background
model are modified. The alternative background models
tested contain combinatoric background with a B/S be-
tween 0.8 and 1.3, and fully reconstructed D0 background
with a B/S between 0.26 and 0.44.

5. Belle model binning

The shape of the bins are dependent on the details of the
amplitude model for the decay. There is another model
available from the Belle experiment with which to define
the bins [13]. This model does not use the same descrip-
tions of the �� and K� S wave as the BABAR 2008 and
2010 models [12,14]. A lookup table of this model has
been provided by the Belle Collaboration [28]. Therefore,
for a completeness, and to cross check our baseline results
derived from the BABAR 2008 model, an equal ��D

FIG. 4 (color online). Modified-optimal binning of the D0 !
K0

S�
þ�� Dalitz plot based on the BABAR 2008 model. The

color scale represents the absolute value of the bin number, jij.
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interval binning is derived from the latest Belle model. The
binning over the Dalitz space is given in Fig. 5.

6. Bin choice comparisons and the BABAR 2010 model

The 2010 BABAR model only became available [24]
after the completion of the D0 ! K0

S�
þ�� analysis.

Therefore, to determine the possible impact on �=�3

precision related to differences between the 2008 and
2010 models we compute the values of the respective
figure of merit, Q or Q0, for each BABAR model. This is
done with the binnings fixed to those described above,
which are derived from the BABAR 2008 model or the
Belle model. The resulting figures of merit are given in
Table I for the 2008 and 2010 BABARmodels; the values of

Qð0Þ are also given when computed with the Belle model.

The values of Qð0Þ computed using the BABAR 2010 model
are slightly smaller than those for the 2008 model, but the
difference is never greater than 0.007. In comparison, when

calculating Qð0Þ with the Belle model, for binnings derived
from the BABAR 2008 model, the decrease is between
0.018 and 0.030. Therefore, we conclude that using the
BABAR 2008 model, rather than the BABAR 2010 model, to
derive the binnings in this analysis will not result in a
significant degradation in sensitivity to �=�3.

IV. EVENT SELECTION

This section summarizes the event selection for the two
analyses. Section IVA describes the selection of D0 !
K0

S;LK
þK� events. Section IVB briefly summarizes the

changes to the selection of D0 ! K0
S;L�

þ�� events with

respect to the previous analysis [7].

A. Selection of D0 ! K0
S;LK

þK�

We perform the analysis on eþe� collision data pro-
duced by the Cornell Electron Storage Ring at a center-
of-mass energy, Ecm, of 3.77 GeV. The data were collected
by the CLEO-c detector and correspond to an integrated
luminosity of 818 pb�1. The CLEO-c detector is a sole-
noidal detector which includes a gaseous tracking system
for the measurement of charged particle momenta and
ionization energy loss, a ring-imaging Cherenkov detector
to aid in particle identification, and a CsI crystal calorime-
ter to measure the energy of electromagnetic showers. The
CLEO-c detector is described in detail elsewhere [29].
Samples of Monte Carlo (MC) simulated data are used

to develop selection criteria, determine selection efficien-
cies, and to estimate certain types of background. EVTGEN
[30] is used to generate the decays and GEANT [31] is used
to simulate the CLEO-c detector response. Efficiency es-
timations are made on samples of signal events generated
according to the D0 ! K0

SK
þK� resonance model re-

ported in Ref. [12]. Separate signal samples are generated
for each exclusive final state considered in the analysis and
comprise 40 000 events per final state. Quantum correla-
tions in the D0 �D0 system are also simulated for each tag
mode; this is particularly important for the CP-tagged D0

decays. In addition a sample of generic D �D decays corre-
sponding to an integrated luminosity approximately 25
times greater than the data is used to estimate backgrounds.
Quantum correlations are accounted for in the generic
simulation.
We adopt standard CLEO-c selection criteria for �þ,

�0, and K0
S mesons, which are described in Ref. [32].

The standard CLEO-c Kþ selection [32] is used for all
final states apart from D0 ! K0

S;LK
þK�. For this final

state, which has much smaller yields than K0
S;L�

þ��,
the significance of the signal is found to increase if the
impact parameter criteria are loosened by a factor of 4 and

FIG. 5 (color online). Equal ��D binning of the D0 !
K0

S�
þ�� Dalitz plot with N ¼ 8 based on the Belle model

[13]. The color scale represents the absolute value of the bin
number, jij.

TABLE I. Comparison of the figure of merit values ðQ;Q0Þ calculated using the different
models.

Binning Figure of merit BABAR 2008 [12] BABAR 2010 [14] Belle [13]

Equal ��D Q 0.786 0.780 0.762

Optimal Q 0.887 0.880 0.857

Modified optimal Q0 0.904 0.903 0.886

Belle Q 0.754 0.755 0.773
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the requirement on the fraction of associated tracking

chamber hits compared to the expectation is removed.

We require candidate K0
S ! �þ�� decays to have a

mass within 7:5 MeV=c2 of the nominal mass and the K0
S

decay vertex is required to be separated from the interac-

tion region by at least half a standard deviation. We re-

construct 	 ! �� candidates in a similar fashion to

�0 ! �� candidates, with the requirement that the invari-

ant mass is within 42 MeV=c2 of the nominal mass; the

same requirement is applied to 	 ! �þ���0 candidates.

Candidates for ! ! �þ���0 decays are required to be

within 20 MeV=c2 of the nominal ! mass. We require

	0 ! 	�þ�� candidates to have an invariant mass in

the range 950 to 964 MeV=c2. All nominal masses are

taken from Ref. [23].
We consider K0

S;LK
þK� candidates reconstructed

against the different final states listed in Table II.
These are referred to as double-tagged (DT) events.
More CP-tagged final states are used in the analysis of

K0
S;LK

þK� than the K0
S;L�

þ�� analysis [7] to increase the

statistics available to determine ci for this decay. (These
modes are not included in the analysis ofK0

S�
þ�� because

in this measurement the principal statistical limitation is
the number of K0

S�
þ�� vs. K0

L;S�
þ�� events used to

determine si.) We do not reconstruct final states containing
two missing particles, such as K0

LK
þK� vs. K0

L�
0.

Final states that do not contain a K0
L meson or

neutrino are fully reconstructed via two kinematic

variables: the beam-constrained candidate mass, mbc �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
cm=ð4c4Þ � p2

D=c
2

q
, where pD is the D candidate mo-

mentum, and �E � ED � Ecm=2, where ED is the sum
of the D daughter candidate energies. Signal decays will
peak at the nominal D0 mass and zero in mbc and �E,
respectively. Mode-dependent requirements are placed on
K0

SK
þK� and tag candidates such that �E is less than 3

standard deviations from zero. The DT yield is determined
from counting events in signal and sideband regions of the

TABLE II. Single-tag and D0 ! K0
S;Lh

þh� double-tag yields. The single tag yields and
uncertainties are computed following the method reported in Ref. [7] and are not corrected
for efficiency. The DT yields are the observed number of events in the signal region prior to
background subtraction and before efficiency correction.

Mode ST yield DT yields

K0
S�

þ�� K0
L�

þ�� K0
SK

þK� K0
LK

þK�

Flavor tags

K��þ 144 563� 403 1444 2857 168 302

K��þ�0 258 938� 581 2759 5133 330 585

K��þ�þ�� 220 831� 541 2240 4100 248 287

K�eþ
 1191 100

CP-even tags

KþK� 13 349� 128 124 357 12 32

�þ�� 6177� 114 61 184 4 13

K0
S�

0�0 6838� 134 56 7 14

K0
L�

0 237 17

K0
L	ð��Þ 4

K0
L	ð�þ���0Þ 1

K0
L! 4

K0
L	

0 1

CP-odd tags

K0
S�

0 19 753� 153 189 288 18 43

K0
S	ð��Þ 2886� 71 39 43 4 6

K0
S	ð�þ���0Þ 2 1

K0
S! 8830� 110 83 14 10

K0
S	

0 3 4

K0
L�

0�0 5

K0
S�

þ�� 473 1201 56 126

K0
L�

þ�� 140

K0
SK

þK� 4 9

J. LIBBY et al. PHYSICAL REVIEW D 82, 112006 (2010)

112006-10



ðmbcðD0Þ; mbcð �D0ÞÞ plane in a manner similar to that pre-
sented in Refs. [21,33]. The signal region is defined as
1:86 GeV=c2 <mbcðD0Þ< 1:87 GeV=c2 and 1:86 GeV=
c2 <mbcð �D0Þ< 1:87 GeV=c2. An example of the two-
dimensional distribution of ðmbcðD0Þ; mbcð �D0ÞÞ is shown
in Fig. 6(a) for K0

SK
þK� candidates reconstructed against

Kþ��, Kþ���0, and Kþ�����þ decays. The four
different sidebands contain contributions from distinct
types of combinatorial background. The yields in these
sidebands are scaled and subtracted from the yield in the
signal region. The mbc distributions for ~D0 ! K0

SK
þK�

candidates tagged by flavor, CP-even, and CP-odd final
states are shown in Figs. 6(b)–6(d), respectively. These
figures show clearly that the combinatorial backgrounds
are small. The background-to-signal ratio for combinatoric
background is less than 7.3% for all modes.

To identify final states containing a singleK0
L meson, we

compute the missing-mass squared recoiling against the
fully reconstructed D candidate and the particles from the
other D decay containing the K0

L meson. We select events

consistent with the mass of the K0
L meson squared. This

technique was introduced in Ref. [34]. We reject events
with additional charged tracks, �0, and 	 candidates that
are unassigned to the final state of interest. In addition,

requirements are placed on any calorimeter energy depos-
its not associated with the charged or neutral particles that
make up the final state of interest. The angle, �, between
each unassigned shower and the missing-momentum di-
rection is computed. Criteria are chosen to maximize sig-
nal sensitivity based on simulated samples of signal and
background events. We retain events where cos� 	 0:98,
which indicates that the deposit is likely to be due to the
interaction of the K0

L meson with the calorimeter. When

cos�< 0:98 mode-by-mode requirements are placed on
the unassociated shower energy. The unassociated shower
energy is required to be below a certain value which varies
from 200 MeV for D0 ! K0

L�
0�0 candidates to 370 MeV

for D0 ! K0
L! and D0 ! K0

L	
0 candidates. Finally, crite-

ria are placed on the momenta of �0 and 	 candidates in
tags containing a K0

L meson to reduce background further.

The combinatoric background yield in the signal region is
estimated from the population in the lower and upper
missing-mass squared sidebands. Information from the
generic background simulation is used to determine the
relative composition of the sidebands and the signal region
to estimate better the combinatorial background. Figure 7
is the distribution of missing-mass squared for CP-tagged
D0 ! K0

SK
þK� candidates for data and simulated

FIG. 6 (color online). (a) Distribution of mbc for D
0 ! K0

SK
þK� candidates ðD1Þ against the mbc for flavor-tag candidates (D2):

�D0 ! Kþ��, Kþ���0 and Kþ�����þ. The square signal region (red online) and four sideband regions are shown. Distributions of
mbc for D0 ! K0

SK
þK� candidates tagged by (b) flavor, (c) CP-even, and (d) CP-odd decays.
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background, where the CP eigenstate used to tag the event
contains a K0

L meson.
We reconstruct the final state �D0 ! Kþe�
 by fully

reconstructing a ~D0 ! K0
SK

þK� candidate and requiring

that the rest of the event contains both a kaon and an
electron candidate of opposite charge. The quantity
Umiss � Emiss � cjpmissj is used as a discriminating vari-
able, where Emiss and pmiss are the missing energy and
momentum in the event, determined using the momenta of
the fully reconstructed particles. The neutrino is the only
particle not detected, so for a correctly reconstructed event
Umiss will equal zero. Figure 8 is the distribution ofUmiss in
the data and simulated background. The DT event yields
for all final states are given in Table II.

There are backgrounds to the signal that peak inmBC and
missing-mass squared at the same values as the signal,
which can not be evaluated by examining the sidebands.
These peaking backgrounds are estimated from the generic
D �D MC data samples. The largest peaking background to
D0 ! K0

SK
þK� decays is from D0 ! KþK��þ�� de-

cays where the �þ�� pair form a K0
S candidate. The

peaking background from this source is estimated to be
approximately 3.2% of the signal. For D0 ! K0

LK
þK�

decays there are two significant peaking background con-
tributions. The first source is D0 ! K0

SK
þK� decays

where theK0
S is not reconstructed, usually in the case where

it decays to �0�0. The second significant source is from
D0 ! KþK��0�0 decays where both the �0 daughters
are not reconstructed and the missing mass corresponds
to that of the K0

L meson. This background is not strictly

peaking in that the �0�0 invariant mass does not
always correspond to that of the K0

L meson. However, the

missing-mass squared distribution for D0 ! KþK��0�0

background events determined from simulated data is not
distributed linearly in the signal region and low missing-
mass squared sideband, which would lead to a biased
estimate of the background level if the sideband is used
to determine the background level in the signal region.
Therefore, the absolute level of this background is deter-
mined from the simulation and subtracted from both the
signal and low missing-mass squared sideband. The D0 !
K0

SK
þK� and D0 ! KþK��0�0 peaking backgrounds

are estimated to be 6.7% and 4.4% of the D0 !
K0

LK
þK� signal, respectively. Tag modes that contain a

K0
L,

�D0 ! K0
LX, also have a significant peaking back-

ground from �D0 ! K0
SX decays where the K0

S is not re-

constructed. The peaking background to �D0 ! K0
LX events

is between 4.0% and 6.9%. The estimated peaking back-
grounds are subtracted from the measured yields. The
differing CP eigenvalues of the �D0 ! K0

SX and �D0 !
K0

LX tags means that the distributions over Dalitz space

of the signal and background can be significantly different.
The effect of differing distributions of background is
treated as a systematic uncertainty; the procedure to evalu-
ate the uncertainty is described in Sec. VI B. The back-
ground to Kþe�
 events is estimated as 1.8% in the signal
region, defined as Umiss < 50 MeV.
We apply a kinematic fit to determine more reliably the

position of a candidate in the Dalitz space. For final states
containing a D0 ! K0

SK
þK� decay, the fit constrains the

invariant mass of both the signal and tag D0 meson candi-
dates to be the nominal D0 mass and the K0

S daughters to

the nominal K0
S mass. For D0 ! K0

LK
þK� decays there

are several stages to the fit. The first stage constrains both

FIG. 7 (color online). Missing-mass squared distribution for
CP-tagged D0 ! K0

SK
þK� candidates where the CP eigenstate

contains a K0
L meson. The points are data and the solid histogram

is the background estimated from simulation.

FIG. 8 (color online). Umiss distribution for Kþe�
-tagged
K0

SK
þK� candidates. The points are data and the solid histo-

gram is the background estimated from simulation. The back-
ground histogram (red online) is barely visible indicating that the
background is negligible.
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the D0 daughter kaons in the D0 ! K0
LK

þK� decay to
originate from a common vertex and the tag decay candi-
date to the D0 mass. The second stage uses the resulting
four-momenta to estimate the mass of the missing K0

L

meson. The energy of the K0
L candidate is rescaled such

that the invariant mass is the nominal K0
L meson mass. In

the final stage the K0
L candidate and the daughter kaon pair

are constrained to the nominal D0 meson mass. The in-
troduction of the kinematic fit improves the resolution on
m2þ and m2� by up to a factor of 3 for fully reconstructed
K0

SK
þK� DT candidates. Although the fit only gives small

improvements in core resolution for K0
L final states there is

a significant reduction in the number of events that lie in
the non-Gaussian tails of the resolution distribution.

The kinematic fit fails to converge in 1% to 3% of events,
depending on the decay mode. In these cases the measured
values of m2þ and m2� are rescaled such that they give the
nominal D0 mass. Even after the fit a small fraction of
events are reconstructed outside the kinematic boundaries
of the Dalitz space. The amplitude model used to assign
events to a bin is undefined outside the Dalitz space.
Therefore, the invariant masses of the candidate are changed
to correspond to the point in the Dalitz space that is closest

to the measured value in terms of the sum of ð�m2þÞ2 and
ð�m2�Þ2, where �m2� is the residual between the measured
value and a point within the Dalitz plot.
The distributions of events across the Dalitz plane and as

a function of m2
KþK� for K0

SK
þK� reconstructed against

CP-even tags are shown in Fig. 9. In addition, Fig. 9 shows

the distributions across the Dalitz plane and as a function of

m2
KþK� for K0

SK
þK� candidates reconstructed against

CP-odd tags. The equivalent distributions for K0
LK

þK�
candidates reconstructed against a CP eigenstate are shown
in Fig. 10. Them2

KþK� distribution ofK0
SK

þK� (K0
LK

þK�)
candidates tagged with CP-even (CP-odd) eigenstates ex-
hibits a peak due to the � resonance; as expected from CP
conservation, this peak is not present for K0

SK
þK�

ðK0
LK

þK�Þ candidates tagged with CP-odd (CP-even) ei-
genstates. Figure 11 shows the distribution of events across
the Dalitz plane and as a function of m2

KþK� for K0
SK

þK�

candidates reconstructed against K0
S�

þ�� decays.

Furthermore, Fig. 11 shows the distribution of the same
events across the K0

S�
þ�� Dalitz plane and as a function

of the�þ�� invariant-mass squared,m2
�þ�� . The increased

statistics available from using events in which both D

FIG. 9 (color online). (a) Dalitz plot and (b) m2
KþK� distributions of D0 ! K0

SK
þK� candidates tagged by a CP-even eigenstate.

(c) Dalitz plot and (d) m2
KþK� distributions of D0 ! K0

SK
þK� candidates tagged by a CP-odd eigenstate.
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mesons decay to K0
S;Lh

þh� is clear. The distributions of

flavor-tagged D0 ! K0
SK

þK� and D0 ! K0
LK

þK� candi-

dates across the Dalitz plane and as a function of themKþK�

are shown in Fig. 12. The flavor-tagged samples are used to

determine Kð0Þ
i for each Dalitz-plot bin.

The efficiency in each bin is evaluated from the signal
MC for each individual tag mode. Table III gives the total
efficiency for each tag mode; these vary between ð0:51�
0:04Þ% for K0

SK
þK� vs. K0

L�
0�0 to ð29:4� 0:3Þ% for

K0
LK

þK� vs. �þ��. The uncertainty on the efficiency is

that due to MC statistics.
The finite detector resolution causes events to migrate

between Dalitz-plane bins after reconstruction.
Occasionally there is a significant asymmetric migration
from one bin to another. The effect is more pronounced in
K0

S;LK
þK� decays than in K0

S;L�
þ�� decays because of

the presence of a relatively narrow and densely populated
bin that encloses the � ! KþK� resonance. We correct
for this migration using MC data to determine the size
and nature of the effect. For each binning we define a
2N � 2N matrix U for each DT mode as follows:

Ui;j �
mj;iPN

k¼�N ;k�0 mj;k

; (20)

where mj;i is the number of signal MC events that are

generated in bin j and reconstructed in bin i. The vector
of migration-corrected yields in each bin, Dcorr, is deter-
mined from the vector of reconstructed yields in each bin,
Drec, using the relation:

D corr ¼ U�1Drec: (21)

As an example the migration matrix for K0
LK

þK� vs.
K0

S�
0 events when the D0 ! K0

SK
þK� Dalitz space is

divided into N ¼ 3 bins is given in Table IV. Typically
the migration out of the bin containing the � resonance is
5% for D0 ! K0

SK
þK� modes and between 10% to 25%

for D0 ! K0
LK

þK� modes. The errors on the elements of
U due to the limited MC statistics are treated as a system-
atic uncertainty.

FIG. 10 (color online). (a) Dalitz plot and (b) m2
KþK� distributions of D0 ! K0

LK
þK� candidates tagged by a CP-even eigenstate.

(c) Dalitz plot and (d) m2
KþK� distributions of D0 ! K0

LK
þK� candidates tagged by a CP-odd eigenstate.
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B. Updates to the K0
S;L�

þ�� selection

Single tags are used in the analysis ofD0 ! K0
S�

þ�� to

determine the normalization factors in Eqs. (8) and (12)
with limited systematic uncertainties. (In the D0 !
K0

SK
þK� analysis these systematic uncertainties are not

as important given the available statistics and therefore the
normalizations are determined from the number of D �D
pairs and the measured branching fractions.) The ST se-
lection is identical to that described in Ref. [7]. However,
an error in the previous analysis led to a small fraction
(3.6%) of the data being excluded from the ST analysis of
CP eigenstates. The updated yields are given in Table II.

The selection requirements of DTs are identical to that
in the previous analysis [7]. However, there are several
changes to the yields reported. The same data excluded
from the original ST analysis were missing from the evalu-
ation of yields of final states containing a K0

L candidate.2

Also, the kinematic fit procedure described in Sec. IVA has
also been applied to the K0�þ�� events. However, events

that lie outside the Dalitz plot after the fit procedure are
rejected rather than migrated into the physical region,
which changes some of the yields compared to those
reported in Ref. [7]; in the previous analysis all events
were retained. The updated DT yields are shown in
Table II.

V. EXTRACTION OF ci AND si

The efficiency-corrected, background-subtracted, and
migration-corrected bin yields for each DT mode need to

be normalized to determine the measured values of Mð0Þ�
i

andMð0Þ
ij so that they can be used to evaluate cð0Þi and sð0Þi via

Eqs. (8) and (10)–(12). In addition, the values of flavor-
tagged yields in each bin must also be normalized appro-

priately to obtain Kð0Þ
i . For the K0

SK
þK� analysis the

single-tag yields in the normalization factors hCP and
hcorr in Eqs. (8) and (10)–(12) are determined from the
number of D0 �D0 pairs in the sample, ND0 �D0 , multiplied by
the branching fractions of the modes taken from Ref. [23].
The value of ND0 �D0 is calculated from the integrated lumi-
nosity and the value of the cross section for eþe� !
c ð3770Þ ! D0 �D0 reported in Ref. [32]. For the
K0

S;L�
þ�� analysis the measured single-tag yields are

FIG. 11 (color online). (a) Dalitz plot and (b) m2
KþK� distributions of D0 ! K0

SK
þK� candidates tagged by �D0 ! K0

S�
þ�� decays.

(c) Dalitz plot and (d) m2
�þ�� distributions of the D0 ! K0

S�
þ�� candidates in the same events.

2In addition, the yields of K0
S�

þ�� vs. K�eþ
 and K0
S�

þ��
vs. K0

S�
þ�� were incorrectly documented in Table II of

Ref. [7].
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used for all modes apart from those tagged byD0 ! K0
L�

0

and D0 ! K�eþ
, which cannot be reconstructed exclu-
sively; in these cases the normalization is performed as in
the D0 ! K0

S;LK
þK� analysis.

Yields of K0
S;Lh

þh� events selected against Cabibbo-

favored hadronic flavor tags are contaminated with
doubly Cabibbo suppressed (DCS) decays. We refer to
these hadronic flavor modes as pseudoflavor tags. This

introduces a bias in the extracted values of Kð0Þ
i [7].

To account for this effect, the flavor-tagged yields in
each bin are scaled by a correction factor, which is esti-
mated using the D0 ! K0

S;LK
þK� and D0 ! K0

S;L�
þ��

decay models reported in Refs. [11,14], respectively.
The correction factor for pseudoflavor tag, F 2
ðK��þ; K��þ�0; K��þ�þ��Þ, is

R
i jfðm2þ; m2�Þj2dm2þdm2�R

iðjfðm2þ; m2�Þj2 þ ðrFDÞ2jfðm2�; m2þÞj2 þ 2rFDRF<½e�i�F
Dfðm2þ; m2�Þf�ðm2�; m2þÞ�Þdm2þdm2�

; (22)

where rFD is the ratio of the DCS to Cabibbo-favored decay
amplitudes and �F

D is the associated average strong-phase
difference. RF is the coherence factor for decays to three or
more particles [35] and equals unity for two-body decays.
The values of these parameters and the references from
which they are taken are given in Table V.

Equation (3) defines Fð�Þi, the normalized values of

the flavor-tagged yields in each bin, such that

Fð�Þi ¼ Kð�Þi=AD, where AD ¼ PN
i¼1ðKi þ K�iÞ. The

fully corrected values of Fð�Þi measured for the N ¼ 2,
N ¼ 3, and N ¼ 4 equal ��D binnings are given in
Table VI. The results are the average of the pseudoflavor
tag modes with the D0 ! K�eþ
 tagged data. Also given
are the predicted values for Fð�Þi from the BABAR 2010

amplitude model of D0 ! K0
SK

þK� decays. The error

on the predicted value of Fð�Þi is determined from the

FIG. 12 (color online). (a) Dalitz plot and (b) m2
KþK� distributions of flavor-tagged D0 ! K0

SK
þK� candidates. (c) Dalitz plot and

(d) m2
KþK� distributions of flavor-tagged D0 ! K0

LK
þK� candidates.
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uncertainties on the amplitude-model parameters. The
agreement between the measured and predicted values is
reasonable in all bins except F�1, which is different by
more than 3 standard deviations for all binnings. This
discrepancy may be a statistical fluctuation or indicate a
deficiency in the model in this region. In order to ascertain
whether this effect can lead to a significant bias in our

analysis, we perform the fit to determine cð0Þi and sð0Þi with
the predicted rather than measured values of Kð�Þi; the
difference in fit results is negligible. Therefore, we con-
clude it is reasonable to use our measured values ofKð�Þi to
determine the parameters. Tables VII, VIII, IX, and X show
the measured values of Fð�Þi for the D0 ! K0

S�
þ�� data

divided according to the optimal, BABAR 2008 model with
equal ��D, modified-optimal, and Belle equal ��D bin-
nings, respectively. Again these results are the average
of pseudoflavor and semileptonic tagged data. Predicted

TABLE III. Selection efficiency for the different DT
K0

S;LK
þK� modes. The uncertainty is that due to MC simulation

statistics.

Tag Efficiency (%)

K0
SK

þK� K0
LK

þK�

Flavor tags

K��þ 14:6� 0:2 25:2� 0:3
K��þ�0 8:5� 0:2 14:3� 0:2
K��þ�þ�� 10:8� 0:2 15:9� 0:2
K�eþ
 11:9� 0:2
CP-even tags

KþK� 12:2� 0:2 23:7� 0:3
�þ�� 15:1� 0:2 29:4� 0:3
K0

S�
0�0 2:8� 0:1 5:9� 0:1

K0
L�

0 8:0� 0:1

K0
L	ð��Þ 7:9� 0:1

K0
L	ð�þ���0Þ 1:6� 0:1

K0
L! 3:1� 0:1

K0
L	

0 1:7� 0:1

CP-odd tags

K0
S�

0 7:1� 0:1 10:6� 0:2

K0
S	ð��Þ 6:5� 0:1 9:7� 0:2

K0
S	ð�þ���0Þ 4:4� 0:1 6:8� 0:1

K0
S! 3:4� 0:1 5:0� 0:1

K0
S	

0 1:4� 0:1 2:0� 0:1

K0
L�

0�0 0:51� 0:04

K0
S�

þ�� 7:9� 0:1 13:0� 0:2

K0
L�

þ�� 14:0� 0:2

K0
SK

þK� 4:9� 0:1 7:0� 0:1

TABLE IV. Migration matrix U elements (%) for K0
LK

þK� vs.
K0

S�
0 events when the D0 ! K0

LK
þK� Dalitz space is divided

into N ¼ 3 bins.

i Ui;1 Ui;2 Ui;3 Ui;�1 Ui;�2 Ui;�3

1 86.2 11.8 0.5 0.4 0.0 0.0

2 11.3 88.1 0.5 0.0 0.0 0.0

3 1.5 0.1 98.9 0.0 0.0 0.0

�1 1.0 0.1 0.0 85.2 10.6 0.0

�2 0.0 0.0 0.0 13.9 89.3 1.0

�3 0.0 0.0 0.0 0.4 0.1 99.0

TABLE V. Values of the parameters used to make the correc-
tions to the pseudoflavor tag yields and the references from
which they are taken.

F rFD (%) �F
D (�) RF

K� 5:80� 0:08 [36] 202� 10 [36] 1

K��0 4:8� 0:2 [37] 227� 17 [21] 0:84� 0:07 [21]

K��� 5:7� 0:2 [37] 114� 26 [21] 0:33� 0:26 [21]

TABLE VI. Values of Fð�Þi (%) measured from the flavor-
taggedD0 ! K0

SK
þK� data for theN ¼ 2,N ¼ 3, andN ¼

4 equal ��D binnings. Predicted values from the BABAR 2010
model of D0 ! K0

SK
þK� are also given.

i Fi (%) F�i (%)

Measured Predicted Measured Predicted

N ¼ 2 equal ��D binning

1 23:9� 1:6 22:5� 4:2 35:5� 1:9 28:6� 1:1
2 17:3� 1:5 21:1� 1:2 23:3� 1:7 27:8� 4:1

N ¼ 3 equal ��D binning

1 22:0� 1:5 19:8� 3:8 33:0� 1:7 25:6� 1:0
2 18:1� 1:4 22:7� 1:4 22:8� 1:6 26:1� 5:3
3 1:2� 0:4 1:4� 0:7 3:0� 0:6 3:8� 1:6

N ¼ 4 equal ��D binning

1 20:0� 1:5 18:3� 3:3 30:5� 1:7 23:0� 1:1
2 7:2� 1:1 8:5� 1:0 7:6� 1:3 8:6� 1:3
3 13:3� 1:4 16:3� 1:3 17:7� 1:4 21:3� 4:0
4 0:8� 0:4 0:5� 0:4 2:8� 0:6 3:5� 1:3

TABLE VII. Values of Fð�Þi (%) measured from the flavor-
tagged D0 ! K0

S�
þ�� data for the optimal binning. Predicted

values from the BABAR 2008 model of D0 ! K0
S�

þ�� are also

given.

i Fi (%) F�i (%)

Measured Predicted Measured Predicted

1 17:0� 0:5 17.2 8:3� 0:4 8.3

2 8:4� 0:4 8.4 2:4� 0:2 1.9

3 7:2� 0:3 6.9 2:3� 0:2 2.0

4 2:4� 0:2 2.5 1:6� 0:2 1.7

5 7:6� 0:4 8.6 4:8� 0:3 5.3

6 5:9� 0:3 5.9 1:3� 0:2 1.5

7 12:8� 0:5 12.4 1:6� 0:2 1.4

8 13:0� 0:5 13.0 3:1� 0:2 2.8
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values are also given. In this case the uncertainty due to the
amplitude-model parameters is negligible compared to the
uncertainties on the measurements. The agreement be-
tween measured and predicted values is reasonable in all
cases.

We use the corrected and normalized values of the bin

yields to determine cð0Þi and sð0Þi . The fits to the K0
S;L�

þ��

and K0
S;LK

þK� data are made separately. We perform the

fit to K0
S;L�

þ�� data first because the K0
S;LK

þK� fit

depends upon the values of the cð0Þi and sð0Þi for D0 !
K0

S;L�
þ�� decays when including K0

SK
þK� vs.

K0
S;L�

þ�� and K0
LK

þK� vs. K0
S�

þ�� candidates. The

fit results from the equal ��D binning derived from the
BABAR 2008 model are used in the fit to K0

S;LK
þK� data;

the K0
S;L�

þ�� strong-phase difference parameters are

fixed to the measured values in the nominal fit, these are
then varied within their errors to determine the related
systematic uncertainty (Sec. VI B). In the K0

S�
þ�� analy-

sis we obtain values of cð0Þi and sð0Þi by minimizing the log-
likelihood expression

� 2 logL ¼ �2
X
i

logPðM�
i ; hM�

i iÞK0
S
�þ��;CP

� 2
X
i

logPðM0�
i ; hM0�

i iÞK0
L�

þ��;CP

� 2
X
i;j

logPðMij; hMijiÞK0
S
�þ��;K0

S
�þ��

� 2
X
i;j

logPðM0
ij; hM0

ijiÞK0
S
�þ��;K0

L�
þ�� þ �2:

(23)

In the K0
SK

þK� analysis we minimize the expression

� 2 logL ¼ �2
X
i

logPðM�
i ; hM�

i iÞK0
S
KþK�;CP

� 2
X
i

logPðM0�
i ; hM0�

i iÞK0
LK

þK�;CP

� 2
X
i;j

logPðMij; hMijiÞK0
S
KþK�;K0

S
KþK�

� 2
X
i;j

logPðM0
ij; hM0

ijiÞK0
S
KþK�;K0

LK
þK�

� 2
X
i;j

logPðMij; hMijiÞK0
S
KþK�;K0

S
�þ��

� 2
X
i;j

logPðM0
ij; hM0

ijiÞK0
S
KþK�;K0

L�
þ��

� 2
X
i;j

logPðM0
ij; hM0

ijiÞK0
LK

þK�;K0
S
�þ�� þ �2:

(24)

Here the expected number of CP-tagged K0
Sh

þh�
[K0

Lh
þh�] events in the ith bin, hM�

i i [hM0�
i i], is deter-

mined from Eq. (8) [Eq. (11)]. Similarly the expected
number of events where both D mesons decay to
K0

S;Lh
þh�, hMiji [hM0

iji] is determined using Eq. (10)

[Eq. (12)]. The function PðM; hMiÞ is the Poisson

TABLE VIII. Values of Fð�Þi (%) measured from the flavor-
tagged D0 ! K0

S�
þ�� data for the equal ��D binning derived

from the BABAR 2008 model. Predicted values from the BABAR
2008 model of D0 ! K0

S�
þ�� are also given.

i Fi (%) F�i (%)

Measured Predicted Measured Predicted

1 9:0� 0:4 9.1 2:6� 0:2 2.2

2 14:4� 0:5 14.2 0:5� 0:1 0.5

3 14:7� 0:5 14.1 0:3� 0:1 0.4

4 9:9� 0:4 10.0 5:9� 0:3 6.6

5 5:7� 0:3 5.4 3:3� 0:2 3.2

6 7:5� 0:4 7.4 0:5� 0:1 0.4

7 10:9� 0:4 11.5 5:5� 0:3 5.4

8 2:2� 0:2 2.2 6:9� 0:3 6.3

TABLE IX. Values of Fð�Þi (%) measured from the flavor-
tagged D0 ! K0

S�
þ�� data for the modified-optimal binning.

Predicted values from the BABAR 2008 model of D0 !
K0

S�
þ�� are also given.

i Fi (%) F�i (%)

Measured Predicted Measured Predicted

1 5:4� 0:3 5.1 1:5� 0:2 1.6

2 16:0� 0:5 16.2 2:1� 0:3 2.0

3 22:0� 0:6 21.6 2:3� 0:3 2.1

4 7:8� 0:4 8.8 4:9� 0:5 5.3

5 3:8� 0:3 3.9 3:1� 0:4 2.8

6 8:3� 0:4 8.1 1:1� 0:2 1.2

7 8:7� 0:4 9.0 4:4� 0:5 4.6

8 2:2� 0:2 2.3 6:0� 0:6 5.5

TABLE X. Values of Fð�Þi (%) measured from the flavor-
tagged D0 ! K0

S�
þ�� data for the equal ��D binning derived

from the Belle model. Predicted values from the BABAR 2008
model of D0 ! K0

S�
þ�� are also given.

i Fi (%) F�i (%)

Measured Predicted Measured Predicted

1 16:5� 0:5 16.5 8:8� 0:4 8.0

2 7:7� 0:4 7.6 2:0� 0:2 1.6

3 9:8� 0:4 10.2 3:2� 0:2 2.8

4 3:0� 0:2 3.0 1:3� 0:1 1.2

5 8:0� 0:4 9.2 4:0� 0:3 4.6

6 7:1� 0:3 7.3 1:8� 0:2 1.7

7 9:9� 0:4 10.0 1:6� 0:2 1.3

8 12:4� 0:4 12.2 2:9� 0:2 2.6
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probability of obtaining M events given a mean of hMi.
There is an additional �2 term

�2 ¼ X
i

�
c0i � ci ��ci

��ci

�
2 þX

i

�
s0i � si � �si

��si

�
2
; (25)

which constrains the extracted c0i ðs0iÞ to differ within errors
from ci ðsiÞ by the predicted quantities �ci ð�siÞ.

We briefly discuss the estimation of �ci ð�siÞ and their
uncertainties. An isobar resonance model must be used to
determine these constraints; we use the D0 ! K0

SK
þK�

and D0 ! K0
S�

þ�� models reported in Refs. [11,14], re-

spectively. The intermediate resonances contributing to
D0 ! K0

Lh
þh� model differ in two ways from those con-

tributing to D0 ! K0
Sh

þh�. First, DCS decays contribute

with opposite sign. This can be seen by considering the
D0 ! K0

S;Lh
þh� amplitudes, A, in terms of those to the

flavor eigenstates D0 ! K0hþh� and D0 ! �K0hþh�

AðD0 ! K0
Sh

þh�Þ ¼ 1ffiffiffi
2

p ½AðD0 ! K0hþh�Þ

þAðD0 ! �K0hþh�Þ�; (26)

AðD0 ! K0
Lh

þh�Þ ¼ 1ffiffiffi
2

p ½AðD0 ! K0hþh�Þ

�AðD0 ! �K0hþh�Þ�: (27)

The relative minus sign between the terms in AðD0 !
K0

Lh
þh�Þ can be accommodated by introducing a 180�

phase difference for all DCS contributions to the D0 !
K0

Lh
þh� model compared to the same contribution to the

D0 ! K0
Sh

þh� model. Secondly, for CP-eigenstate ampli-

tudes, such as D0 ! K0
S;L�, the D0 ! K0

Lh
þh� amplitude

can be related to the D0 ! K0
Sh

þh� amplitude by multi-

plying the latter by a factor ð1–2rei�Þ, where r is of the
order tan2�C and � can take any value. Here, �C is the
Cabibbo angle. The origin of this factor is again related to
the sign difference between DCS contributions to the
D0 ! K0

Sh
þh� and D0 ! K0

Lh
þh� amplitudes, and is

analogous to the mechanism which induces the difference
in rates for D ! K0

S� and D ! K0
L� decay [34,38].

We determine central values of �ci and �si by assuming
r ¼ tan2�C [23] and � ¼ 0�. Part of the uncertainty on�ci
and �si is evaluated by randomly choosing the assumed
values of r and � 100 times, and recomputing the con-
straints for each set of parameters. The value of � is
assumed to have a equal probability to lie between 0�
and 360� and that of r to have a Gaussian distribution of
mean tan2�C and width 0:5� tan2�C. The rms of
the resulting distributions of �ci and �si are taken as
the uncertainties from this source. A second source of

uncertainty is related to the model choice. For the D0 !
K0

SK
þK� model this is estimated by varying the isobar

model parameters by their uncertainties [14], accounting
for any correlations among the parameters [24], then re-
computing�ci and�si. The differences with respect to the
values of the constraints computed with the nominal values
of the parameters are taken as the uncertainty on �ci and
�si from this source. For D0 ! K0

S�
þ�� we follow

Ref. [7] and consider two alternative models [10,39] to
determine �ci and �si; the largest deviation of the central
value from that computed with the default model [11] is
taken as a systematic uncertainty. As examples of the
constraints found by this procedure, the values of �ci
and �si for the N ¼ 3 division of the D0 ! K0

SK
þK�

Dalitz plot and the optimal binning of the D0 ! K0
S�

þ��
Dalitz plot are given in Tables XI and XII, respectively.
The size of �ci and �si can be significant for bins domi-
nated by either a DCS decay, such as the K�þð892Þ in bin
three of the optimalD0 ! K0

S�
þ�� binning (Fig. 3(b)), or

a neutral resonance, such as the a0ð1450Þ in bin three of the
N ¼ 3 division of the D0 ! K0

SK
þK� Dalitz plot

(Fig. 2).
The contribution of the �2 to the likelihood is investi-

gated to ensure that these constraints are not leading to any
significant bias. For the fits toD0 ! K0

S;LK
þK� andD0 !

K0
S;L�

þ�� the ranges of �2 are 0.30 to 0.75 and 1.0 to 2.3,

respectively. In addition, no individual bin contributes
more than 0.9 to the total �2. Therefore, we conclude
that the constraint is not biasing our result significantly
from the values favored by the data, and is principally
improving the precision of the parameters.

TABLE XI. Values of �ci and �si constraints for the N ¼ 3
equal ��D binning of the D0 ! K0

SK
þK� Dalitz plot.

i �ci �si

1 0:026� 0:014 �0:007� 0:023
2 0:041� 0:019 0:012� 0:010
3 �0:563� 0:311 0:713� 0:161

TABLE XII. Values of �ci and �si constraints for the optimal
D0 ! K0

S�
þ�� binning.

i �ci �si

1 0:39� 0:17 0:07� 0:06
2 0:18� 0:05 0:01� 0:10
3 0:61� 0:15 0:30� 0:12
4 0:09� 0:08 0:00� 0:08
5 0:16� 0:17 0:06� 0:06
6 0:57� 0:21 �0:15� 0:24
7 0:03� 0:01 �0:04� 0:06
8 �0:10� 0:15 �0:15� 0:21
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The D0 ! K0
S;LK

þK� fitting procedure has been tested

using samples of signal MC events. In the validation pro-
cedure, the number of events for each tag is assumed to
follow a Poisson distribution about the mean expectation,
while the ratio between double-tagged events and single-
tagged events is computed as BK0

S
KþK�=2, ignoring quan-

tum correlations. The means of the fitted ci and si distri-
butions exhibit small, but statistically significant, biases
due to the assumptions made in the fit. The systematic
uncertainty we associate to the bias is described in
Sec. VI B.
The parameters that result from fits to the D0 !

K0
S;LK

þK� data divided into N ¼ 2, N ¼ 3, and

N ¼ 4 equal ��D bins are given in Tables XIII and
XIV. The statistical uncertainty on the parameters includes
that related to the �ci and �si constraints. The statistical
correlations among the parameters for the N ¼ 3 equal
��D binning are shown in Table XV. The other statistical
correlations are given in Ref. [40].
Tables XVI and XVII give the fit results for the D0 !

K0
S;L�

þ�� data divided according to the four different

binnings. The statistical correlation matrices for each bin-
ning are given in Ref. [40].

VI. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties on the measured values of

cð0Þi and sð0Þi come from a variety of sources. Tables XVIII

and XIX give examples of the individual sources of uncer-
tainty for the N ¼ 3 equal ��D binning of the D0 !
K0

SK
þK� Dalitz plot and the equal ��D binning of the

D0 ! K0
S�

þ�� Dalitz plot, respectively. The breakdown

of the systematic uncertainty is similar for the other bin-
nings considered for D0 ! K0

SK
þK� and D0 ! K0

S�
þ��

data. Many of the systematic uncertainties are from
common sources for the two final states; these are de-
scribed in Sec. VIA. The sources of uncertainty considered
exclusively for the D0 ! K0

SK
þK� analysis, or those that

TABLE XIII. Measured values of ci and si for the different
D0 ! K0

SK
þK� binnings. The first uncertainty is statistical,

including that related to the �ci and �si constraints, and the
second uncertainty is systematic.

i ci si

N ¼ 2 equal ��D bins

1 0:818� 0:107� 0:037 0:445� 0:215� 0:143

2 �0:746� 0:083� 0:035 0:229� 0:220� 0:079

N ¼ 3 equal ��D bins

1 0:793� 0:063� 0:038 0:431� 0:222� 0:142

2 �0:566� 0:092� 0:034 0:413� 0:234� 0:094

3 �0:096� 0:329� 0:131 � 0:461� 0:432� 0:175

N ¼ 4 equal ��D bins

1 0:858� 0:059� 0:034 0:309� 0:248� 0:180

2 0:176� 0:223� 0:091 0:992� 0:473� 0:403

3 �0:819� 0:095� 0:045 0:307� 0:267� 0:201

4 0:376� 0:329� 0:157 � 0:133� 0:659� 0:323

TABLE XIV. Measured values of c0i and s0i for the different
D0 ! K0

SK
þK� binnings. The first uncertainty is statistical,

including that related to the �ci and �si constraints, and the
second uncertainty is systematic.

i c0i s0i
N ¼ 2 equal ��D bins

1 0:839� 0:108� 0:073 0:445� 0:216� 0:150

2 �0:775� 0:085� 0:068 0:298� 0:220� 0:093

N ¼ 3 equal ��D bins

1 0:814� 0:063� 0:064 0:422� 0:222� 0:143

2 �0:529� 0:092� 0:071 0:426� 0:234� 0:098

3 �0:583� 0:349� 0:197 0:241� 0:456� 0:181

N ¼ 4 equal ��D bins

1 0:874� 0:059� 0:055 0:303� 0:248� 0:180

2 0:270� 0:225� 0:160 0:965� 0:473� 0:406

3 �0:810� 0:096� 0:060 0:346� 0:268� 0:204

4 �0:317� 0:408� 0:201 0:770� 0:696� 0:350

TABLE XV. Statistical correlations (%) among the parameters forN ¼ 3 equal ��D binning
of the D0 ! K0

SK
þK� Dalitz plot.

c2 c3 s1 s2 s3 c01 c02 c03 s01 s02 s03
c1 0.6 �2:9 �1:3 �0:6 �0:2 97.6 0.6 �2:1 �1:3 �0:6 �0:1
c2 0.8 1.1 3.2 �0:0 0.6 98.0 0.4 1.1 3.2 �0:0
c3 �0:3 0.2 2.5 �2:8 0.8 66.4 �0:3 0.2 2.4

s1 �2:0 6.1 �1:3 1.1 �0:1 99.4 �2:0 5.8

s2 �3:3 �0:5 3.2 0.1 �1:9 99.9 �3:0
s3 �0:2 �0:0 2.2 6.1 �3:3 93.7

c01 0.6 �2:0 �1:3 �0:5 �0:1
c02 0.4 1.1 3.2 �0:0
c03 �0:1 0.1 2.2

s01 �1:9 5.8

s02 �3:0
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are evaluated in a significantly different fashion thanD0 !
K0

S�
þ��, are described in Sec. VIB. A discussion of the

uncertainties related to the acceptance and background to

theD0 ! K0
S�

þ�� analysis are given in Sec. VI C. A brief

discussion of the uncertainty related to the constraints �ci
and �si is given in Sec. VID.

A. Common systematic uncertainties

The statistical uncertainties on the measurements of Kð0Þ
i

using flavor and pseudoflavor tagged events are not in-
cluded in the fit to determine ci, si, c

0
i, and s

0
i. Even though

there are significantly more flavor and pseudoflavor tagged
events than the CP-tagged or K0

S;Lh
þh� vs. K0

Sh
þh�

TABLE XVII. Measured values of c0i and s0i for the different D0 ! K0
S�

þ�� binnings. The first uncertainty is statistical, including
that related to the �ci and �si constraints, and the second uncertainty is systematic.

Optimal Equal ��D BABAR 2008

i c0i s0i c0i s0i
1 0:470� 0:096� 0:102 �0:363� 0:185� 0:191 0:768� 0:038� 0:051 �0:079� 0:095� 0:108
2 1:073� 0:102� 0:126 �0:501� 0:297� 0:397 0:679� 0:067� 0:090 0:080� 0:183� 0:196
3 0:869� 0:142� 0:165 �0:890� 0:329� 0:352 0:278� 0:106� 0:112 1:090� 0:106� 0:119
4 �0:786� 0:047� 0:052 �0:137� 0:154� 0:159 �0:446� 0:116� 0:128 0:455� 0:219� 0:235
5 �0:139� 0:089� 0:093 0:921� 0:126� 0:132 �0:824� 0:051� 0:056 �0:194� 0:136� 0:140
6 0:654� 0:135� 0:152 0:832� 0:326� 0:362 �0:240� 0:116� 0:123 �0:557� 0:201� 0:211
7 0:901� 0:034� 0:047 �0:076� 0:132� 0:137 0:480� 0:106� 0:113 �0:975� 0:104� 0:141
8 0:817� 0:090� 0:095 �0:157� 0:281� 0:306 0:708� 0:066� 0:083 �0:285� 0:150� 0:158

Modified optimal Equal ��D Belle

i c0i s0i c0i s0i
1 �0:049� 0:108� 0:125 �0:386� 0:218� 0:226 0:817� 0:035� 0:048 �0:070� 0:095� 0:103
2 0:935� 0:056� 0:072 �0:028� 0:168� 0:191 0:668� 0:079� 0:104 �0:219� 0:176� 0:209
3 0:614� 0:082� 0:089 �0:398� 0:160� 0:175 0:197� 0:082� 0:090 0:935� 0:117� 0:130
4 �0:876� 0:047� 0:051 �0:249� 0:139� 0:149 �0:592� 0:117� 0:125 0:520� 0:254� 0:268
5 �0:357� 0:094� 0:100 0:980� 0:131� 0:151 �0:720� 0:056� 0:062 �0:192� 0:135� 0:142
6 0:584� 0:094� 0:103 0:963� 0:200� 0:214 �0:121� 0:108� 0:117 �0:630� 0:194� 0:203
7 0:789� 0:058� 0:070 �0:091� 0:145� 0:149 0:426� 0:104� 0:113 �0:922� 0:179� 0:194
8 0:717� 0:080� 0:089 �0:219� 0:201� 0:209 0:641� 0:071� 0:089 �0:095� 0:164� 0:172

TABLE XVI. Measured values of ci and si for the different D
0 ! K0

S�
þ�� binnings. The first uncertainty is statistical, including

that related to the �ci and �si constraints, and the second uncertainty is systematic.

Optimal Equal ��D BABAR 2008

i ci si ci si

1 �0:009� 0:088� 0:094 �0:438� 0:184� 0:045 0:655� 0:036� 0:042 �0:025� 0:098� 0:043
2 0:900� 0:106� 0:082 �0:490� 0:295� 0:261 0:511� 0:068� 0:063 0:141� 0:183� 0:066
3 0:292� 0:168� 0:139 �1:243� 0:341� 0:123 0:024� 0:140� 0:080 1:111� 0:131� 0:044
4 �0:890� 0:041� 0:044 �0:119� 0:141� 0:038 �0:569� 0:118� 0:098 0:328� 0:202� 0:072
5 �0:208� 0:085� 0:080 0:853� 0:123� 0:035 �0:903� 0:045� 0:042 �0:181� 0:131� 0:026
6 0:258� 0:155� 0:108 0:984� 0:357� 0:165 �0:616� 0:103� 0:072 �0:520� 0:196� 0:059
7 0:869� 0:034� 0:033 �0:041� 0:132� 0:034 0:100� 0:106� 0:124 �1:129� 0:120� 0:096
8 0:798� 0:070� 0:047 �0:107� 0:240� 0:080 0:422� 0:069� 0:075 �0:350� 0:151� 0:045

Modified optimal Equal ��D Belle

i ci si ci si
1 �0:216� 0:104� 0:088 �0:399� 0:204� 0:049 0:710� 0:034� 0:038 �0:013� 0:097� 0:031
2 0:827� 0:060� 0:053 �0:031� 0:172� 0:084 0:481� 0:080� 0:070 �0:147� 0:177� 0:107
3 0:101� 0:085� 0:118 �0:558� 0:161� 0:070 0:008� 0:080� 0:087 0:938� 0:120� 0:047
4 �0:955� 0:038� 0:034 �0:204� 0:137� 0:055 �0:757� 0:099� 0:065 0:386� 0:208� 0:067
5 �0:522� 0:095� 0:079 0:911� 0:130� 0:067 �0:884� 0:056� 0:054 �0:162� 0:130� 0:041
6 0:291� 0:102� 0:075 1:030� 0:196� 0:065 �0:462� 0:100� 0:082 �0:616� 0:188� 0:052
7 0:682� 0:051� 0:047 �0:037� 0:146� 0:029 0:106� 0:105� 0:100 �1:063� 0:174� 0:066
8 0:724� 0:071� 0:044 �0:180� 0:194� 0:050 0:365� 0:071� 0:078 �0:179� 0:166� 0:048
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TABLE XVIII. Statistical and systematic uncertainties on ci and si determined for the N ¼ 3 equal ��D binning of D0 !
K0

SK
þK� data.

Uncertainty c1 c2 c3 s1 s2 s3

(Pseudo)flavor statistics 0.005 0.007 0.055 0.015 0.013 0.039

Momentum resolution 0.002 0.004 0.012 0.018 0.025 0.032

Mode-to-mode normalization 0.004 0.008 0.017 0.001 0.010 0.004

Multiple-candidate selection 0.004 0.003 0.015 0.004 0.008 0.002

DCS correction 0.001 0.001 0.003 0.002 0.005 0.002

K0
S;L�

þ�� ðcð0Þi ; sð0Þi Þ 0.006 0.011 0.036 0.132 0.063 0.135

Fitter assumptions 0.008 0.001 0.013 0.013 0.003 0.043

MC statistics for determining U 0.005 0.007 0.057 0.024 0.051 0.048

Parameterization of non-K0
L final-state background 0.001 0.001 0.006 0.000 0.008 0.003

Parameterization of K0
L final -state background 0.034 0.020 0.061 0.038 0.015 0.071

Background Dalitz-space distribution 0.006 0.015 0.062 0.005 0.029 0.022

Assumed background B 0.004 0.014 0.032 0.001 0.007 0.009

Total systematic 0.038 0.034 0.131 0.142 0.094 0.175

Statistical plus K0
LK

þK� model 0.063 0.092 0.329 0.222 0.234 0.432

K0
LK

þK� model alone 0.000 0.000 0.136 0.007 0.000 0.039

Total 0.073 0.098 0.354 0.264 0.252 0.466

TABLE XIX. Statistical and systematic uncertainties on ci and si determined for the equal binning of D0 ! K0
S�

þ�� data.

Uncertainty c1 c2 c3 c4 c5 c6 c7 c8

(Pseudo)flavor statistics 0.005 0.010 0.009 0.012 0.005 0.013 0.013 0.010

Momentum resolution 0.007 0.013 0.016 0.022 0.007 0.021 0.021 0.016

Mode-to-mode normalization 0.007 0.010 0.015 0.018 0.008 0.014 0.024 0.013

Multiple-candidate selection 0.014 0.014 0.024 0.022 0.008 0.014 0.032 0.019

DCS correction 0.001 0.002 0.001 0.002 0.002 0.004 0.003 0.003

Dalitz-plot acceptance 0.004 0.005 0.009 0.008 0.006 0.009 0.011 0.006

Tag-side background 0.024 0.032 0.049 0.059 0.027 0.046 0.079 0.046

K0
S�

þ�� signal-side background 0.014 0.020 0.028 0.034 0.016 0.025 0.049 0.026

K0
L�

þ�� signal-side background 0.017 0.035 0.032 0.047 0.017 0.022 0.046 0.032

Continuum background 0.020 0.026 0.031 0.038 0.017 0.029 0.049 0.031

Total systematic 0.042 0.063 0.080 0.098 0.042 0.072 0.124 0.075

Statistical plus K0
L�

þ�� model 0.036 0.068 0.088 0.119 0.045 0.102 0.105 0.069

K0
L�

þ�� model alone 0.013 0.018 0.039 0.068 0.024 0.040 0.068 0.034

Total 0.056 0.093 0.119 0.154 0.062 0.125 0.163 0.102

Uncertainty s1 s2 s3 s4 s5 s6 s7 s8

(Pseudo)flavor statistics 0.008 0.014 0.022 0.021 0.012 0.019 0.042 0.017

Momentum resolution 0.021 0.037 0.030 0.041 0.019 0.041 0.039 0.030

Mode-to-mode normalization 0.001 0.000 0.002 0.002 0.001 0.002 0.001 0.001

Multiple-candidate selection 0.016 0.007 0.008 0.010 0.004 0.007 0.010 0.007

DCS correction 0.004 0.003 0.011 0.004 0.001 0.007 0.016 0.008

Dalitz-plot acceptance 0.006 0.004 0.005 0.005 0.005 0.004 0.007 0.004

Tag-side background 0.004 0.001 0.007 0.005 0.002 0.003 0.004 0.005

K0
S�

þ�� signal-side background 0.002 0.005 0.005 0.005 0.005 0.008 0.003 0.007

K0
L�

þ�� signal-side background 0.031 0.051 0.016 0.054 0.010 0.035 0.074 0.024

Continuum background 0.003 0.004 0.006 0.006 0.001 0.002 0.006 0.004

Total systematic 0.043 0.066 0.044 0.072 0.026 0.059 0.096 0.045

Statistical plus K0
L�

þ�� model 0.098 0.182 0.086 0.202 0.131 0.197 0.131 0.150

K0
L�

þ�� model alone 0.037 0.038 0.000 0.000 0.030 0.006 0.000 0.025

Total 0.106 0.193 0.097 0.214 0.133 0.206 0.162 0.157
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events, there is a non-negligible uncertainty related to the
limited statistics of these samples. Each input is varied
separately by its uncertainty and the fits are repeated. The
differences with respect to the nominal fit are added quad-
ratically to attain the systematic uncertainty.

The unusual shape of the bins, particularly those with
narrow regions, allows the possibility that a mismodeling
of the invariant-mass resolution leads to an incorrect de-
scription of the bin-to-bin migration. In the analysis of
K0

SK
þK� the invariant-mass resolution is estimated from

the width of the � peak in data and MC. The difference is
compatible with zero but it is conservatively assumed that
the MC underestimates the resolution by up to 1 standard
deviation of the measured difference. The invariant masses
in the signal MC simulation sample are smeared by this
difference and then fit to extract ci and si. This procedure is
repeated many times and the resulting distributions of ci
and si returned from the fits are used to determine the
systematic uncertainty on these parameters due to resolu-
tion. The uncertainty related to the invariant-mass resolu-
tion in D0 ! K0

S�
þ�� events is evaluated in similar

fashion with the momentum of the charged tracks smeared
by the CLEO-c resolution as in the previous analysis [7].

The mode-to-mode normalization in the fitter is per-
formed either using the measured branching fractions of
the modes combined withND0 �D0 , or the measured STyields.
For the K0

SK
þK� analysis the former method is used apart

from normalizing the K0
S;LK

þK� vs. K0
S�

þ�� yields,

where the pseudoflavor ST yields are used. In the
K0

S�
þ�� analysis the ST yields are used apart from

the two final states that contain unreconstructed particles
in the tag candidate (K�eþ
 and K0

L�
0). In addition, pre-

vious investigations [32] have determined that there are
small differences in the particle-reconstruction efficiency
between data and the MC. These differences lead to system-
atic uncertainties, and in some cases corrections, for final
states in whichK0

S;Lh
þh� is normalized using the branching

fraction and the ND0 �D0 ; when using ST yields to normalize,
these corrections and uncertainties cancel. The reconstruc-
tion efficiency of each final state containing a �0 or an 	
meson must be corrected. The DT efficiency has an uncer-
tainty for each final-state particle reconstructed due to the
MC modeling. These uncertainties are: 0.3% per �þ, 0.6%
per Kþ, 1.3% per �0, 4% per 	, 0.9% per K0

S, and 3% per

K0
L candidates. If a final state contains two particles of the

same type the uncertainty on each identical particle is
treated as fully correlated. The uncertainties on the ST
yields, branching fractions, ND0 �D0 , and particle reconstruc-
tion efficiency are used to estimate the systematic uncer-
tainty from the mode-to-mode normalization method.

The method used to select the best candidate in an event
when there are multiple candidates can introduce a bias.
To estimate the systematic uncertainty related to the
multiple-candidate selection the simulation is used to de-
termine how often the wrong candidate is selected. This

information is used to derive corrections to the yields. The
difference between the ci and si parameters fit with and
without this correction applied is taken as the systematic
uncertainty due to the multiple-candidate selection.
The use of D0 ! K��þ, D0 ! K��þ�0 and D0 !

K��þ�þ�� pseudoflavor tags has a systematic uncer-
tainty from the values of the three amplitude ratios rD,
the three strong-phase differences �D, and the two coher-
ence parameters required to estimate the corrections from
DCS contamination. The uncertainty is estimated by per-
forming the fit to ci and si for each parameter shifted by
plus or minus the uncertainties given in Table V. The
largest change in each ci and si, from either the positive
or negative shift in the parameter, is taken as the symmetric
systematic uncertainty on the parameter. The total uncer-
tainty is the sum in quadrature of the individual parame-
ters. The uncertainties on the strong-phase differences and
coherence parameters dominate the total uncertainty from
this source.

B. K0
SK

þK� specific systematic uncertainties

There are specific systematic uncertainties related to the
K0

SK
þK� analysis: the strong-phase parameters of the

K0
S�

þ�� events in the analysis, assumptions in the fitting

procedure, the determination of the migration matrix, and
the background assumptions. The use of K0

S;LK
þK� vs.

K0
S�

þ�� and K0
SK

þK� vs. K0
L�

þ�� events introduces a

dependence on the values of cð0Þi and sð0Þi for D0 !
K0

L;S�
þ�� derived from the equal ��D binning reported

in this paper. The nominal fit has the values of cð0Þi and sð0Þi
fixed to the central values. To determine the systematic
uncertainty the input values are smeared by their uncer-
tainties and the fit repeated. This is done many times and
the width of the distribution of ci and si parameters re-
turned for the particular K0

SK
þK� binning is taken as the

systematic uncertainty from this source.
The K0

SK
þK� fit was tested on samples of signal MC

data. It was found that there were small but statistically
significant biases in the central values of ci and si returned
by the fitter. These biases are likely to be consequences of
the assumptions used in the fit such as the finite granularity
of the Dalitz plot bit-map and DT branching fractions not
being corrected for quantum correlations. The whole bias
is conservatively taken as an additional source of system-
atic and is found to be significantly smaller than both the
statistical uncertainty and the dominant sources of system-
atic uncertainty. (No such bias is observed in the validation
of the K0

S�
þ�� fitter [7]; therefore, no uncertainty is

attributed to fitter bias in that analysis.)
The elements of the migration matrices, U, are deter-

mined from MC samples of signal events. The resulting
statistical uncertainty on the elements due to the finite

sample size introduces a systematic error on the cð0Þ and
sð0Þ parameters. The uncertainty is determined by smearing
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the elements by their statistical error accounting for corre-
lations. Then the fit is repeated with the new migration
matrices. The procedure is repeated many times and the

width of the resulting distribution of cð0Þ and sð0Þ is taken as
the systematic uncertainty from this source.

The background parametrization contains several
sources of systematic uncertainties. For final states without
aK0

L meson the limited statistics of the generic MC sample,
which is used to determine the peaking backgrounds, leads
to an uncertainty in the background parameterization. For
K0

L there are also uncertainties arising from the ratios of
signal-to-background events in the signal region, as well as
the high and low missing-mass sidebands, which are ob-
tained from the simulation. This fact, combined with the
more significant backgrounds in the modes containing aK0

L

meson, leads to a larger uncertainty due to MC parameter-
izations of the background for final states that include a K0

L

meson. We vary these parameters by their uncertainties,
repeat the fit then compare the result to the nominal fit to
determine the uncertainty from this source.

The assumptions about the distribution of the back-
ground events over Dalitz space are also varied to deter-
mine a systematic uncertainty. In the nominal fits the
distribution for each background type is either assumed
to be uniform or to follow theK0

SK
þK� signal distribution.

We assign a systematic uncertainty to these assumptions by
randomly choosing the fraction of the background that is
uniformly distributed for each source of background; the
remainder of that background component is then assumed
to follow the distribution of D0 ! K0

SK
þK� events. The

fraction is assumed to have equal probability of taking any
value between 0 and 1. Then the fit is performed with these
assumptions about the Dalitz plot distribution. This proce-
dure is repeated many times and the resulting distributions
of ci and si are used to determine the systematic uncer-
tainty related to the assumed distribution of background
over the Dalitz space.

The final source of uncertainty is related to the branch-
ing fractions,B, assumed when generating the generic MC
samples. For modes that contribute background we vary
the branching fraction by the uncertainty reported in
Ref. [23] and repeat the fit to determine the systematic

uncertainty on cð0Þi and sð0Þi .

C. Uncertainties related to the acceptance and
backgrounds in the K0

S�
þ�� analysis

The sources of uncertainty related to the acceptance and
background in the K0

S�
þ�� analysis are identical to those

considered in Ref. [7]. In addition, the same evaluation
procedures are adopted, which we briefly outline here.

Any difference in the relative efficiency over the Dalitz
space can bias the results. In the nominal fit the Dalitz plot
acceptance is taken from simulation. To account for any
difference between data and simulation, the relative effi-
ciency is smeared in each bin by 2%, which is the spread of

efficiencies observed in simulation, and a sample of signal
MC is fit with the new efficiencies. This procedure is
repeated many times and the resulting distributions of ci
and si returned from the fits are used to determine the
systematic uncertainty on these parameters due to model-
ing the acceptance. (The relative variation of efficiency is
an order of magnitude greater for D0 ! K0

SK
þK� due to

the momentum dependence of the charged kaon detection
efficiency. Therefore, adopting a similar approach would
be too conservative. However, the observed relative varia-
tion in efficiency from the momentum and migration ma-
trix smearing for D0 ! K0

SK
þK� is around 5%, which is

greater than the fluctuations assumed forD0 ! K0
S�

þ��.)
Tag-side background yields are evaluated mode-by-

mode from sidebands. The distribution over Dalitz space
is assumed to follow that found in the simulation. The fits
are repeated assuming the background events are distrib-
uted uniformly over Dalitz space. The difference between
the fits is taken as the systematic uncertainty.
The nominal fit ignores background in the signal

K0
S�

þ�� Dalitz space. The level of background estimated

from K0
S mass sidebands is 1.9% [7]. The background

distribution is estimated from MC samples that include
the effect of quantum correlations and the fit is repeated
with the background subtracted. The difference between
the nominal fit and the fit including background is taken as
the systematic uncertainty due to signal-side K0

S�
þ��

background.
The nominal fit assumes the signal-side K0

L�
þ�� back-

ground is distributed over Dalitz space following the dis-
tribution observed in the K0

L mass sidebands. The fit is
repeated assuming the background is distributed uniformly
over Dalitz space and the difference in the parameter
values taken as the systematic uncertainty.
The continuum background is only significant in

K0
L�

þ�� events tagged by K0
S�

0 and K0
S�

þ�� decays.

The distribution of the continuum events over Dalitz space is
taken from the simulation. The fit is repeated with the
continuum events distributed uniformly over Dalitz space.
The difference between the fitted values of ci and si between
the two distribution assumptions is taken as the systematic
uncertainty related to the continuum background.

D. The K0
Lh

þh� model uncertainty

The statistical uncertainty returned by the fit includes a
contribution that is related to the assigned uncertainties on
�ci and �si present in the �

2 term of Eqs. (23) and (24). In
order to isolate this contribution the fit can be repeated fixing
�ci and�si, then the variance related to the constraint is the
difference between the variances returned by the fit with
fixed or constrained values of�ci and�si. However, due to
the variations in the central values of si and ci and the non-
Gaussian behavior of the parameters near the edges of
the physical region (c2i þ s2i < 1), the covariance matrix
related to the uncertainty on the constraint is found to give
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unphysical values in some cases; these are either negative
diagonal elements or off-diagonal terms that correspond to
correlations greater than one or less than minus one.
Therefore, we present the statistical covariance matrix
from the constrained fit and the systematic covariance ma-
trix from all other sources of systematic uncertainty.

To indicate that the size of the uncertainties related to
�ci and �si are not dominant, the estimated values are
given in Tables XVIII and XIX. The procedure outlined
above is used to estimate these K0

Lh
þh� model uncertain-

ties. In cases where the diagonal elements of the covariance
matrix are negative the uncertainty is set to zero.

E. Summary of systematic uncertainties

In both the K0
Sh

þh� analyses the largest sources of

uncertainty is usually the background parameterization.

In some bins there are significant contributions from the
momentum resolution, flavor-tag statistics, and the knowl-
edge of strong-phase parameters. The determinations of ci
have a systematic uncertainty comparable in size to the
statistical uncertainty whereas for si measurements the
statistical uncertainty dominates. Correlation matrices for
the systematic uncertainties associated with the different
binnings are given in Ref. [40].

VII. FINAL RESULTS, IMPACT ON �=�3 AND CP
CONTENT OF D0 ! K0

SK
þK�

Section VIIA presents the final results for cð0Þi and sð0Þi ,
along with comparison of the measured values with the
amplitude model predictions. The impact of the ci and si
results on the determination of �=�3 is discussed in
Sec. VII B. In addition, results for the CP-odd fraction,

FIG. 13 (color online). Measured values of ci and si for D
0 ! K0

SK
þK� data divided into (a) N ¼ 2, (b) N ¼ 3, and (c) N ¼ 4

equal ��D bins. The expected values calculated from the BABAR 2010 model are indicated by the stars. The circle indicates the
boundary of the physical region c2i þ s2i ¼ 1.
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F�, of D0 ! K0
SK

þK� decays in the region of the �
resonance are presented in Sec. VII C.

A. Final results for cð0Þi and sð0Þi
The measured values of ci and si are shown in Figs. 13

and 14 for D0 ! K0
SK

þK� and D0 ! K0
S�

þ��, respec-
tively. Also, shown are the expectations from the BABAR
2010 model and BABAR 2008 model for D0 ! K0

SK
þK�

andD0 ! K0
S�

þ��, respectively. To test the compatibility

of our results with the predictions of the models we com-
pute

�2 ¼ ðP� PmodelÞTV�1ðP� PmodelÞ; (28)

where P is a vector of the 2N measured values of ci and
si, Pmodel is the equivalent vector of ci and si values
predicted by the models, and V is the 2N � 2N com-
bined statistical and systematic covariance matrix.
Table XX gives the values of the �2 and the corresponding
probabilities. In the case ofD0 ! K0

SK
þK� the agreement

between measured and predicted values of ci and si is good
for all binnings. For D0 ! K0

S�
þ�� the compatibility of

the model predictions with the optimal and modified-
optimal binning results is very good; the compatibility of
the models with the BABAR 2008 and Belle model equal
��D binnings is reasonable. The compatibility with the
predictions from the Belle model is also tested and is found
to be reasonable.

B. Impact of ci and si measurements
on determining �=�3

Our measurements of ci and si have two consequences
on the determination of �=�3 from a model-independent
analysis:

(i) the uncertainties on ci and si will result in a system-
atic uncertainty on the determination of �=�3, and

(ii) the choice of binning affects the statistical precision
of a �=�3 measurement.

Therefore, we investigate the impact on future �=�3

measurements using a simplified MC simulation of
B-decay data on which we perform the model-independent
determination of �=�3 [5]. The number of B� decays in a
given bin of Dalitz space is dependent on ci, si, rB, �B,
�=�3, and normalization parameters. The input values
used for rB, �B, and �=�3 are 0.1, 130

�, and 60�, respec-
tively, which are consistent with current measurements
[2,3]. The values of Kð�Þi are those predicted by the re-

spective models. The yield in each bin is generated ran-
domly according to the input values, and a �2 fit between
the observed and expected events in each bin is performed
to extract the value of �=�3.
To determine the systematic uncertainty in future �=�3

measurements due to the uncertainty in the measured
strong phases we generate samples of 5� 106 signal
events using the measured values of ci and si. The samples
are then fit using the measured central values smeared
according to their uncertainties, with the correlation be-
tween parameters taken into account. The large number of
signal events means that the width of distribution of fitted
�=�3 gives the systematic uncertainty due to the uncer-
tainty in ci and si, as the intrinsic width due to the statis-
tical fluctuations for 5� 106 events is negligible in
comparison.
For the ~D0 ! K0

SK
þK� mode, the induced uncertainty

on �=�3 due to the total uncertainties on ci and si is
evaluated from the rms of � distribution returned by the
fits to the simulated experiments. The induced uncertainty
is 3.9�, 3.2�, and 3.9� for two, three, and four bins, re-
spectively. The larger uncertainty for four bins reflects the
limited statistics available to determine the parameters in
each bin. It can be noted that there is only a limited
improvement in the statistical sensitivity to �=�3 by in-
creasing the number of bins, since most of the sensitivity is
due to the dominant resonances, K0

S� and K0
Sa

0ð980Þ,
which lie in the same region of the Dalitz plot close to
the mKþK� threshold.
For the ~D0 ! K0

S�
þ�� case we find the uncertainty on

�=�3 related to the uncertainties on ci and si in a similar
manner. The uncertainty varies significantly between the
different binnings. For the equal��D binning derived from
the BABAR 2008 model, we find an induced uncertainty of
2.0�, whereas for the optimal binning it is 3.9�. These
variations reflect the limited statistics available with which
to determine ci and si in some of the optimal bins; these are
the same bins that lead to the reduced statistical perform-
ance in determining � from the optimal binning in the
presence of background. This is further emphasized by
the expected uncertainty on �=�3 from the modified-
optimal binning results being 2.1�. The values of ci and
si measured for the equal ��D binning derived from the
Belle model lead to a 1.7� uncertainty on �=�3. In all
cases the error on the predicted uncertainty is less than 0.1�
and the contribution of the systematic uncertainties on ci

TABLE XX. Values of �2 per DOF and the corresponding
probability for comparison of measured values of ci and si
with those predicted by the BABAR 2010 and BABAR 2008
models for D0 ! K0

SK
þK� and D0 ! K0

S�
þ��, respectively.

Binning �2=DOF Probability

D0 ! K0
SK

þK�
N ¼ 2 equal ��D 1:7=4 79%

N ¼ 3 equal ��D 1:4=6 96%

N ¼ 4 equal ��D 2:2=8 98%

D0 ! K0
S�

þ��
Optimal 15:5=16 49%

BABAR 2008 equal ��D 25:3=16 6.5%

Modified optimal 13:8=16 61%

Belle 26:8=16 4.4%
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and si is approximately 1.3�. For the majority of the
K0

S�
þ�� binnings, these results demonstrate that, with

the exception of the optimal binning choice, the uncer-
tainty on �=�3 arising from the errors on the measured ci
and si parameters is less than that of the assigned model
uncertainty in the unbinned analyses [13,14].

For both ~D0 ! K0
SK

þK� and ~D0 ! K0
S�

þ��, small

biases of Oð1�Þ are observed in the mean fitted values of
�=�3. This was also observed in Ref. [7], where the origin
of the bias is linked to the assumed values in the fit being
unphysical, c2i þ s2i > 1, in some simulated experiments. If

the unphysical simulated experiments are removed the bias
is not eliminated because of the non-Gaussian nature of the
truncated distributions of ci and si. As before it is found
that improvements in the precision of the measurements of
ci and si would reduce the bias to a negligible level.

We also investigate how the choice of binning for ~D0 !
K0

S�
þ�� affects the statistical precision on �=�3. The

optimal and the modified-optimal binnings have been opti-
mized to minimize the statistical uncertainty on �=�3 in
the absence of background and with the anticipated back-
ground at LHCb [16], respectively. The impact of these
binnings on B data can be assessed by comparing them to
the equal ��D binning derived from the BABAR 2008
model using simulated B data samples. We generate sim-
plified MC samples of 5000 B� ! K� ~D0 signal events
which corresponds to the expected yield with 2 fb�1 of
LHCb data. The statistical uncertainties on �=�3 are 8.0

�
and 7.0� for the equal ��D and optimal binnings, respec-
tively. This demonstrates the advantage in using the opti-
mized binning, and the improvement is consistent with
the increase in the Q quantity given in Table I. We also

FIG. 14 (color online). Measured values of ci and si for (a) the optimal binning, (b) the equal ��D binning, (c) the modified-optimal
binning, and (d) the equal ��D binning based on the Belle model. The expected values calculated from the BABAR 2008 model are
indicated by the stars. The circle indicates the boundary of the physical region c2i þ s2i ¼ 1.
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generate samples that include background events with
yields according to the LHCb background model described
in Sec. III B 4. We find the statistical uncertainties on �=�3

of 15.0�, 15.4�, and 14.6� for the equal ��D, optimal and
modified-optimal binning, respectively. This shows that in
the presence of background the modified-optimal binning
has a smaller statistical uncertainty than the other binnings
as expected from the Q0 values given in Table I.

As an additional cross check of the sensitivity to �=�3

we determine Qð0Þ for the different binnings from the
measured values ci and si. The measured values of Q0
are given in Table XXI. In all cases the values indicate
good sensitivity to �=�3 relative to the unbinned method.
In addition the values are in reasonable agreement with the
predictions presented in Sec. III.

C. CP fraction in the region of the �
resonance in D0 ! K0

SK
þK� decays

The CP-odd fraction of D0 ! K0
SK

þK� decays has

been estimated using the expression given in Eq. (13).
The values of M�

ð�Þi are measured for four different bins

defined as having j�m2
KþK�j less than 0.006, 0.010, 0.014,

and 0:018 GeV2=c4. Here, �m2
KþK� ¼ m2

KþK� �m2
�,

wherem� is the nominal�mass [23]. The different ranges

allow the result best suited to the experimental resolution
to be used in evaluating any systematic uncertainty related
to the CP content of the D0 ! K0

S� decay. The results are

given in Table XXII. The systematic uncertainty contains
contributions from the migration matrix uncertainties,
background parameterizations, and branching fraction un-
certainties. The methods for determining the systematic

uncertainties are identical to those used for cð0Þi and sð0Þi .
To improve the precision of the measurement we also

determine the CP-even fraction, Fþ, for D0 ! K0
LK

þK�
decays in the same mass-squared intervals. The measure-
ments are given in Table XXII; the significant sources of
systematic uncertainty are the same as those for the value
of F� measured from D0 ! K0

SK
þK� decays, but are

largely uncorrelated. The value of Fþ for D0 !
K0

LK
þK� decays will be slightly different toF� forD0 !

K0
SK

þKþ decays for the same reason that ci and si differ
from c0i and s0i, as discussed in Sec. V. Therefore, we correct
the measured value of Fþ before combining it with the
measurement ofF�. We define�F as the value ofFþ for
D0 ! K0

LK
þK� decays minus the value of F� for D0 !

K0
SK

þK� decays predicted by the BABAR amplitude

model [14]. The value of �F is given in Table XXII; the
uncertainty on �F is determined in identical fashion to
those on �ci and �si, as described in Sec. V. We then
subtract the value of �F from the measured value of Fþ
for D0 ! K0

LK
þK� decays and average the result with

F�. The combined values of F� are given in
Table XXII. The systematic uncertainty on the average
value of F� has a significant contribution from the error
on �F as well as the other sources already discussed.
The results are consistent with no contamination from

CP-odd eigenstates in the region of the� resonance for all
m2

KþK� intervals. The values ofF� can be greater than one

due to the background subtraction resulting in a negative
yield. We calculate the lower limit on F� at the 90%
confidence level (C.L.), by integrating the Gaussian distri-
bution of the average value of F� within the physical
region 0 
 F� 
 1. The lower limits on F� at the 90%
C.L. are 0.89, 0.91, 0.76, and 0.77 for j�m2

KþK�j less than
0.006, 0.010, 0.014, and 0:018 GeV2=c4, respectively.

VIII. SUMMARY

Using 818 pb�1 of data collected by the CLEO-c detector
at the c ð3770Þ resonance we have presented measurements
of the amplitude-weighted averages of the cosine and sine of

TABLE XXI. Values of Qð0Þ derived from the measured values
of ci and si for the different binnings. The uncertainty is
determined by varying ci and si within their errors accounting
for correlations.

Binning Qð0Þ

D0 ! K0
SK

þK�
N ¼ 2 equal ��D 0:88þ0:14

�0:08

N ¼ 3 equal ��D 0:82þ0:15
�0:06

N ¼ 4 equal ��D 0:90þ0:21
�0:03

D0 ! K0
S�

þ��
Optimal 0:93þ0:12

�0:02

BABAR 2008 equal ��D 0:81þ0:05
�0:01

Modified optimal 0:95þ0:10
�0:04

Belle equal ��D 0:78þ0:05
�0:01

TABLE XXII. Measured values of F� (Fþ) for D0 ! K0
SK

þK� (D0 ! K0
LK

þK�) decays with different criteria on �m2
KþK� . The

predicted value of �F and the average value of F� for D0 ! K0
SK

þK� and D0 ! K0
LK

þK� are also given. The first uncertainty is

statistical and the second is systematic.

Criterion on D0 ! K0
SK

þK� D0 ! K0
LK

þK� �F Combined

j�m2
KþK�j F� Fþ F�

<0:006 GeV2=c4 1:09� 0:09� 0:09 0:98� 0:09� 0:02 �0:02� 0:04 1:03� 0:07� 0:04
<0:010 GeV2=c4 1:13� 0:08� 0:08 0:98� 0:07� 0:02 �0:02� 0:04 1:05� 0:06� 0:04
<0:014 GeV2=c4 0:73� 0:27� 0:04 0:90� 0:09� 0:02 �0:02� 0:05 0:90� 0:10� 0:02
<0:018 GeV2=c4 0:75� 0:22� 0:04 0:90� 0:08� 0:02 �0:03� 0:06 0:90� 0:09� 0:02
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the strong phase differences beween D0 and �D0 !
K0

S;Lh
þh� (h ¼ �, K) decays in bins of Dalitz space, cð0Þi

and sð0Þi . These results are necessary input for performing
model-independent measurements of the CKM-angle �=�3

[5,19] and can also be used in model-independent determi-
nations of the charm-mixing parameters [9].

The results forD0 ! K0
S�

þ�� are an update to those of

our earlier publication [7]. The measurements presented
here benefit from an improved analysis procedure and bin
choices informed by an amplitude model developed by the
BABARCollaboration [12] which provides a better descrip-
tion of Dalitz space than was previously available. We have
given results for bin choices made with an equal division in
strong-phase difference (‘equal ��D’) and for a division
which optimizes the foreseen precision on �=�3 in a low
background environment (‘‘optimal’’), as expected at an
eþe� experiment, and for one (‘‘modified optimal’’) which
gives the best result under the background conditions
anticipated at a hadron-collider experiment such as
LHCb. Results have also been presented for an equal
��D binning based on an amplitude model devised by
the Belle Collaboration [13]. We estimate the uncertainty
on �=�3 to be between 1.7� and 3.9�, depending on the
binning, due to the uncertainties on the measured values of
ci and si. In most cases, this uncertainty is smaller than that
due to the D0 ! K0

S�
þ�� amplitude model in the most

recent analyses [13,14].
The results for D0 ! K0

SK
þK� are the first measure-

ments of cð0Þi and sð0Þi for this decay. They have been given
for equal ��D divisions of Dalitz space based on the

amplitude model found in Ref. [14] for each half of the
Dalitz plot divided into two, three and four bins. The
uncertainty on �=�3 from the error on ci and si parameters
is between 3.2� and 3.9� depending on the binnings; these
uncertainties are comparable to those related to the ampli-
tude model in the unbinned analysis [14].
We test the compatibility of the measured values of ci

and si with those predicted by the amplitude models de-
rived from flavor-tagged samples of D0 ! K0

Sh
þh� de-

cays. The agreement is reasonable in all cases, indicating
that there are no large errors in the phase measurements
provided by these models.
In addition, we determine the CP-odd fraction, F�, for

D0 ! K0
SK

þK� decays in the region of the � resonance.

The results are given in different ranges of invariant-mass
squared about the � resonance. In all intervals considered
F� is greater than 0.76 at 90% C.L. This result will better
constrain systematic uncertainties related to the CP-even
content whenD0 ! K0

S� is used as a CP-odd eigenstate in
an analysis.
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