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The SUð2ÞL � SUð2ÞR chiral quark model consisting of the ð�; ~�Þ meson multiplet and the constituent

quarks propagating on the homogeneous background of a temporal gauge field is solved at finite

temperature and quark baryon chemical potential �q using an expansion in the number of flavors Nf,

both in the chiral limit and for the physical value of the pion mass. Keeping the fermion propagator at its

tree level, several approximations to the pion propagator are investigated. These approximations

correspond to different partial resummations of the perturbative series. Comparing their solution with a

diagrammatically formulated resummation relying on a strict large-Nf expansion of the perturbative

series, one concludes that only when the local part of the approximated pion propagator resums infinitely

many orders in 1=Nf of fermionic contributions a sufficiently rapid crossover transition at �q ¼ 0 is

achieved allowing for the existence of a tricritical point or a critical end point in the �q � T phase

diagram. The renormalization and the possibility of determining the counterterms in the resummation

provided by a strict large-Nf expansion are investigated.
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I. INTRODUCTION

The low-energy effective models of the QCD, such as
the Nambu–Jona-Lasinio (NJL) model [1] and the linear
sigma model [also called chiral quark or quark-meson
(QM) model] [2] are based on the global chiral symmetry
of the QCD. They proved to be very useful in qualitative
understanding of many aspects related to the spontaneous
breaking of the chiral symmetry and its restoration at finite
temperature and density, but share as a major drawback the
lack of the confinement property. As a consequence of the
absence of gluonic effective degrees of freedom and due to
the lack of color clustering [3] there are unsuppressed
contributions of constituent quarks in the low-temperature
phase. Both features, which are in fact related, alter the
reliability of the quantitative thermodynamic predictions
of these models, such as the equation of state or the
location of the critical end point (CEP) in the �q � T

phase diagram.
Since the QCD phase transition involves both the resto-

ration of chiral symmetry measured by the evaporation of
the chiral condensate h �c c i and the liberation of quarks
and gluons encoded in the change of the Polyakov loop�,
much effort was devoted to understand the relation be-
tween the chiral and deconfinement phase transitions. An
argument by Casher [4] states that in the vacuum, that is at
�q ¼ T ¼ 0, confinement implies the breaking of the

chiral symmetry. The connection between h �c c i and � is
revealed by the spectral density of the Dirac operator �ð�Þ.

In the vacuum the Banks-Casher relation �ð0Þ ¼ h �c c i=�
[5] states that the spectral density of the Dirac operator in
the deep infrared is proportional to the quark condensate.
Finite temperature lattice studies at �q ¼ 0 show that the

connection between chiral symmetry and confinement sug-
gested by Casher’s argument holds. The infrared part of
�ð�Þ undergoes a pronounced change as one crosses from
the confined to the deconfined phase [6,7]. As shown
recently in [8], the phase of the Polyakov loop �, which
can be expressed as a spectral sum of eigenvalues and
eigenvectors of the Dirac operator with different boundary
conditions, receives its main contribution from the infrared
end of �ð�Þ. It is generally true for both Nc ¼ 2 and Nc ¼
3 that at high temperature the fermion determinant favors
the sector where the Polyakov loop lies along the positive
real axis [6,7]. For this type of configuration in which the
phase of � vanishes the chiral symmetry is restored,
because a sizable gap develops in the spectral density of
the Dirac operator which implies in view of the Banks-
Casher relation h �c c i ¼ 0. For configurations in which the
phase of the Polyakov loop is not vanishing, the chiral
symmetry is not restored, as observed in the lattice study of
the quenched QCD [9] and also by using a random matrix
model calculation [10].
Casher’s argument suggests that the temperature Td for

the deconfinement phase transition is somewhat lower than
the restoration temperature T� of the chiral symmetry. As

explained in [11] at finite density Casher’s argument could
fail, so that it does not contradict the existence of a dense
phase in which at a given temperature chiral symmetry is
restored while quarks remain confined. Such a phase can
exist inside the so-called quarkyonic phase, which was
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suggested as a new phase of the QCD at finite temperature
and density, based on its existence within a large-Nc

analysis [12].
In the Polyakov-loop extended NJL model (PNJL)

where the coupling of the Polyakov loop to the quark sector
is achieved by the propagation of the quarks on a constant
temporal gauge field background, the simultaneous
crossover-type transition of deconfinement and chiral res-
toration was obtained [13]. As shown in [14,15] this model
is able to reproduce the main features of the quenched
lattice result of [9]. The phase transition was recently
intensively investigated in the PNJL model with two
[16–20] and three flavors [21–23], also in the nonlocal
formulation of the model [24,25]. The interplay between
chiral and deconfinement transitions was investigated in
the PNJL model using large-Nc expansion in [26].

By coupling the Polyakov loop to the quark degrees of
freedom of the QM model the thermodynamics of the
resulting Polyakov quark-meson model (PQM) was
studied for two [27–32] and three quark flavors [33–35].
The effect of a strong magnetic field expected to be gen-
erated in the LHC in noncentral high-energy heavy ion
collisions on the chiral and deconfining phase transitions
was studied recently in [36] within the PQM model with
two flavors. The possibility of coupling the Polyakov loop
to meson models without quarks was considered in [37,38].

The coupling of the Polyakov loop to the chiral effective
models mimics the effect of confinement by statistically
suppressing at low temperature the contribution of one-
and two-quark states relative to the three-quark states. This
feature makes the Polyakov-loop extended effective mod-
els more appropriate for the description of the low-
temperature phase and for quantitative comparison with
the thermodynamic observables on the lattice [27,33,39].
Better agreement is expected up to T ’ ð1:5� 2ÞTc above
which the transverse gluonic degrees of freedom dominate
in thermodynamic quantities, such as the pressure, over the
longitudinal ones represented by the Polyakov loop.

Despite this success, one should keep in mind that the
solution of the Polyakov-loop extended effective models is
mainly obtained in the lowest one-loop (trace-log) order of
the fermionic sector, hence studying their stability against
inclusion of higher loops would be certainly of interest.
Some approximations to the PQM model [27,28,33–35]
neglect the fermionic vacuum fluctuations and by treating
the mesonic potential at tree level, completely disregard
quantum effects in the mesonic sector. The effect of in-
cluding the quantum fluctuation in the PQM model was
recently studied in [29,30,32] using functional renormal-
ization group methods.

In this work we would like to address two questions
using large-Nf approximation to the SUð2ÞL � SUð2ÞR ’
Oð4Þ model. The first one is to what extent the inclusion of
the Polyakov loop modifies the �q � T phase diagram

obtained previously in [40] in the chiral limit of the two

flavor QM using the large-Nf approximation. The second

one concerns the effect of different partial resummations
on the quantitative results. To this end several approximate
resummations of the perturbative series will be investi-
gated and the obtained results compared.
The paper is organized as follows. In Sec. II we over-

view some basic facts about the Polyakov loop, including
different forms of the effective potential and we introduce
and parametrize the PQM model, presenting also the
approximations exploited for its solution. The renormal-
ization of the model and the determination of the counter-
terms is discussed in Sec. III. In Sec. IV we present the
numerical results on the�q � T phase diagram obtained in

the chiral limit and for the physical value of the pion mass
by using different forms of the Polyakov-loop effective
potential and various approximations to the resummed
pion propagator. Section V is devoted to discussion and
summary.

II. THE PQM MODELWITHIN
A LARGE-Nf APPROXIMATION

A. The Polyakov loop as an order parameter

We shortly review a few well-known facts about the
Polyakov loop incorporated as a new effective degree of
freedom in the chiral quark model. This is usually done by
considering the propagation of quarks on the homogeneous
background of a temporal gauge field A0ðxÞ. At finite
temperature T ¼ 1=�, after analytical continuation to
imaginary time t ! i�, A0 ! iA4, the temporal component
of the Euclidean gauge field A4 enters in the definition of
the Polyakov-loop operator (path ordered Wilson line in
temporal direction) Lð ~xÞ and its Hermitian (charge) con-
jugate Lyð ~xÞ

Lð ~xÞ ¼ P exp

�
i
Z �

0
d�A4ð�; ~xÞ

�
;

Lyð ~xÞ ¼ P exp

�
�i

Z �

0
d�A�

4ð�; ~xÞ
�
;

(1)

which are matrices in the fundamental representation of the
SUðNcÞ color gauge group (Nc ¼ 3). In the so-called
Polyakov gauge, the temporal component of the gauge
field is time independent and can be gauge rotated to a
diagonal form in the color space A4;dð ~xÞ ¼ 	3ð ~xÞ�3 þ
	8ð ~xÞ�8 [41–43], where �3, �8 are the two diagonal
Gell-Mann matrices. Then the Polyakov-loop operator
simplifies

Lð ~xÞ ¼ diagðei�	þð ~xÞ; ei�	�ð ~xÞ; e�i�ð	þð ~xÞþ	�ð ~xÞÞÞ; (2)

where 	�ð ~xÞ ¼ �	3ð ~xÞ þ	8ð ~xÞ=
ffiffiffi
3

p
, with a similar form

for the conjugate Lyð ~xÞ.
Topologically nontrivial gauge transformations

Uð�; ~xÞ 2 SUðNcÞ that are periodic up to a twist, that is
Uð�þ �; ~xÞ ¼ zUð�; ~xÞ were introduced in [44], where
z is an element of the center of the SUðNcÞ group
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which is isomorphic with ZNc
¼ fzjz ¼ expð2�ni=NcÞ;

n ¼ 0; 1; . . . ; Nc � 1g, the cyclic group of order Nc.
Under such transformations the color trace of the
Polyakov-loop operator and its conjugate, that is lðxÞ ¼
trcLð ~xÞ=Nc and lyðxÞ ¼ trcL

yð ~xÞ=Nc, are transformed by
an element of the center lðxÞ ! zlðxÞ, lyðxÞ ! z�lyðxÞ.
Consequently, in the pure gauge theory, which has an exact
ZNc

global symmetry, the thermal expectation value of the

traced Polyakov-loop operator and its conjugate,

�ð ~xÞ ¼ 1

Nc

htrcLð ~xÞi; ��ð ~xÞ ¼ 1

Nc

htrcLyð ~xÞi; (3)

are order parameters for the center symmetry and must
vanish if the symmetry is unbroken. However, the

Polyakov loop �ð ~xÞ and its conjugate ��ð ~xÞ can acquire a
nonvanishing value, signaling the spontaneous breaking of
the ZNc

symmetry. These complex quantities can be re-

garded as order parameters of the deconfinement phase
transition, because the free energy of a heavy (static)
quark-antiquark pair with spatial separation ~r ¼ ~x� ~y is
related to the expectation value of the correlator of the
traced Polyakov-loop operator for which cluster decom-
position is expected to hold at infinite separation

exp½��Fq �qð~rÞ� ¼ 1

N2
c

hLð ~xÞLyð ~xÞi ! �ð ~xÞ ��ð ~yÞ: (4)

When �ð ~xÞ, ��ð ~yÞ ¼ 0 then Fq �qð ~rÞ ! 1, and when �ð ~xÞ,
��ð ~yÞ � 0 then Fq �qð~rÞ is finite, which means confinement

and deconfinement, respectively [45,46].
In the presence of dynamical fermions the ZNc

symme-

try is not exact anymore. Nevertheless, the Polyakov loop
gives through its distribution information about the con-
finement (low T) or deconfinement phase (high T) of the
system both in a canonical or grand-canonical formulation
of the QCD [47,48]. Since its absolute value can be related
to the free energy difference between two systems, one
containing the quark-antiquark source pair and the other
not containing it, by renormalizing the free energy a re-
normalized Polyakov loop can be defined [49], which
provides information on the temperature of the deconfine-
ment phase transition.

B. The mean-field Polyakov-loop potentials

In the mean-field approximation �ðxÞ and ��ðxÞ are
replaced by x-independent constant fields which satisfy

j�j ¼ j ��j at vanishing chemical potential. We review
here several forms and some basic features of the mean-
field effective potential for the Polyakov loop frequently
used in the literature. This effective potential will be
incorporated in the thermodynamic potential of the PQM
model. The simplest effective potential is of a Landau
type, constructed with terms consistent with the Z3

symmetry [50]:

�4Upolyð�; ��Þ ¼ �b2ðTÞ
2

� ��� b3
6
ð�3 þ ��3Þ

þ b4
4
ð� ��Þ2; (5)

where the temperature-dependent coefficient which makes
spontaneous symmetry breaking possible is

b2ðTÞ ¼ a0 þ a1

�
T0

T

�
þ a2

�
T0

T

�
2 þ a3

�
T0

T

�
3
: (6)

T0 is the transition temperature of the confinement/decon-
finement phase transition, in the pure gauge theory T0 ¼
270 MeV. The parameters ai, i ¼ 0; . . . ; 3 and b3, b4
determined in [51] reproduce the data measured in pure
SUð3Þ lattice gauge theory [52] for pressure, and entropy
and energy densities. The minimum of this potential is at
� ¼ 0 for low temperature and � ! 1 for T ! 1 in
accordance with the definitions (1) and (3). However,
when using this potential in either the PNJL or the PQM
models the minimum of the resulting thermodynamic
potential is at �> 1 for T ! 1 and also leads to negative
susceptibilities [24].
An effective potential for the Polyakov loop inspired by

a strong-coupling expansion of the lattice QCD action was
derived in [13,53]. Using the part coming from the SUð3Þ
Haar measure of group integration an effective potential
was constructed in [54,55]

�4Ulogð�; ��Þ ¼ �1
2aðTÞ� ��þ bðTÞ ln½1� 6� ��

þ 4ð�3 þ ��3Þ � 3ð� ��Þ2�; (7)

with the temperature-dependent coefficients

aðTÞ ¼ a0 þa1

�
T0

T

�
þa2

�
T0

T

�
2
; bðTÞ ¼ b3

�
T0

T

�
3
: (8)

The parameters ai, i ¼ 0, 1, 2 and b3 determined in [54]
reproduce the thermodynamic quantities in the pure SUð3Þ
gauge theory measured on the lattice. The use of this
effective potential cures the problem with negative

susceptibilities [24] and since the logarithm inUlogð�; ��Þ
diverges as�, �� ! 1 it will also guarantee that�, �� ! 1
for T ! 1.
A third effective potential is the one determined in

Refs. [13,53]:

�UFukuð�; ��Þ ¼ �b½54e�a=T� ��þ ln½1� 6� ��

þ 4ð�3 þ ��3Þ � 3ð� ��Þ2��; (9)

where a controls the temperature of the deconfinement
phase transition in pure gauge theory, while b controls
the weight of gluonic effects in the transition. In this case,
the parameters a ¼ 664 MeV and b ¼ ð196:2 MeVÞ3 are
obtained from the requirement of having a first order tran-
sition at about T ¼ 270 MeV [27,56].
It was shown in [56] that there is little difference in

the pressure calculated from the three effective potentials
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for the Polyakov loop in their validity region up to T ’
ð1:5� 2ÞTc. The presence of dynamical quarks influences
an effective treatment based on the Polyakov loop which in
this case is not an exact order parameter. Defining effective
Polyakov-loop potentials for nonvanishing chemical po-

tential when j�j � j ��j is somewhat ambiguous [27]. In
the present analysis we will use at �q � 0 the Z3 sym-

metric Polyakov-loop potentials given above. The effect of
the dynamical quarks was modeled by considering the Nf

and �q dependence of the T0 parameter of the Polyakov-

loop effective potential. Using renormalization group argu-
ments this dependence was parametrized in [27] to be of
the form T0ð�q;NfÞ ¼ T� expð�1=ð
0bð�qÞÞÞ. The pa-

rameters were chosen to have T0ð�q ¼ 0; Nf ¼ 2Þ ¼
208:64 MeV. When using the polynomial and logarithmic
effective potential for the Polyakov loop given in (5) and
(7) we will consider in addition to T0 ¼ 270 MeV two
more cases, one with a constant value T0 ¼ 208 MeV
and the other with the above-mentioned �q-dependent T0

taken at Nf ¼ 2.

C. Constructing the grand potential of the PQM
in a ‘‘�-derivable’’ approximation

The Lagrangian of the SUð2ÞL � SUð2ÞR chiral quark
model [2] is written in the usual matrix form [57,58] by
introducing two Nf � Nf matrices

MðxÞ ¼ �ðxÞffiffiffiffiffiffiffiffiffi
2Nf

p 1þ iTa�aðxÞ;

M5ðxÞ ¼ �ðxÞffiffiffiffiffiffiffiffiffi
2Nf

p 1þ i�5T
a�aðxÞ;

(10)

in terms of which one has

L ¼ trf½@�My@�M�m2MyM� � �

6N
½trfðMyMÞ�2

þ Nfh�þ �c ði��D� � ~gM5Þc þ c:t:; (11)

where in the mesonic part we have introduced an explicit
symmetry breaking term and ‘‘c.t.’’ stands for counter-
terms. After performing the trace, one can see that without
the fermionic term the Lagrangian (11) is that of the OðNÞ
model, which describes the system of sigma and N � 1
pion fields and is appropriately parametrized for a large-N
treatment [59]. Vanishing background is considered for the
spatial components of the gauge field and a constant mean-
field A0 for the temporal component, so that the covariant
derivative is D� ¼ @� � i��0A0. The trace in (11) is to be

taken in the flavor space and to simplify notations the
flavor, color, and Dirac indices of the fermionic fields c ,
�c are not indicated. The SUðNfÞ generators in the funda-

mental representation Ta (a ¼ 1; . . . ; N2
f � 1) satisfy the

normalization condition trfðTaTbÞ ¼ �ab=2. Some rescal-

ing with Nf ¼
ffiffiffiffi
N

p
was done and since in the mesonic

sector we only want to increase the number of pions we
do not introduce another invariant, trf½ðMyMÞ2�, which for
Nf > 2 is independent of ½trfðMyMÞ�2. For a recent treat-
ment of the UðNfÞL �UðNfÞR meson model having both

invariants see [60].
The constituent quarks become massive only after spon-

taneous/explicit symmetry breaking. In (11) the sigma field

is shifted by the vacuum expectation value v as � !
v

ffiffiffiffi
N

p þ �, where on the right-hand side of the arrow �
denotes the fluctuating part of the original field. Then
evaluating the trace, one obtains

L¼�N

�
�

24
v4þ1

2
m2v2�hv

�
� ffiffiffiffi

N
p �

�

6
v3þm2v�h

�
�

þ1

2
½ð@�Þ2þð@ ~�Þ2��1

2
m2

�0�
2�1

2
m2

�0 ~�
2� �v

6
ffiffiffiffi
N

p ��2

� �

24N
�4þ �c ½ði@�þ��0A0Þ���mq�c

� gffiffiffiffi
N

p ½ �c ð�þ i
ffiffiffiffiffiffiffiffiffi
2Nf

q
�5T

a�aÞ�c þc:t:; (12)

where �2 ¼ �2 þ ~�2. Here a rescaled Yukawa coupling

g ¼ ~g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N=ð2NfÞ

q
was introduced in order to assure

the finiteness of the tree-level quark mass mq ¼ gv in the

N ! 1 limit. In this limit, due to the Nf scaling of the

vacuum expectation value of the sigma field in (10) and of
the coupling � in (11) the tree-level sigma and pion masses
m2

�0 ¼ m2 þ �v2=2 and m2
�0 ¼ m2 þ �v2=6 are also

finite.
After continuation to imaginary time, the grand partition

function Z and the grand potential �ðT;�BÞ of the spa-
tially uniform system defined by (12) are introduced as
follows:

Z¼ trfexp½��ðH0ðA4ÞþHint��BQBÞ�g ¼ e���; (13)

where �B is the baryon chemical potential. Hint is the
interacting part of the Hamiltonian constructed from
(12). With the help of H0, the quadratic part of the
Hamiltonian at vanishing A4, one can define the
A4-dependent free Hamiltonian H0ðA4Þ, which for two
quark flavors u and d reads as

H0ðA4Þ ¼H0þ
Z
d3x½iuyi ðxÞA4;ijujðxÞþ idyi ðxÞA4;ijdjðxÞ�;

(14)

where A4 ¼ diagð	þ; 	�;�ð	þ þ	�ÞÞ is diagonal in
color space and i, j denotes color indices. In (13) QB

is the conserved baryon charge which can be written in
terms of the particle number operators as QB ¼ 1

3 �P
3
i¼1 Nq;i, with Nq;i ¼ Nu;i þ Nd;i � N �u;i � N �d;i and e.g.

Nu;i ¼
R
d3xðuyi ui þ dyi diÞ. Then combining H0ðA4Þ and

�BQB one can see that the effect of fermions propagating
on the constant background A4, diagonal in the color space,
is like having imaginary chemical potential for color.
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Following Ref. [61] one introduces color-dependent
chemical potential for fermions

�1;2 ¼ �q � i	�; �3 ¼ �q þ ið	þ þ	�Þ; (15)

where �q ¼ �B=3 is the quark baryon chemical potential.

Then, introducing the notation H ¼ H0 �
P

3
i¼1 �iNq;i,

one can write Z as a path integral over the fields, generi-
cally denoted by �

Z ¼ e���0

R½D��fe��HP exp½�R�
0 d�Hintð�Þ�gR½D��e��H

; (16)

where �0 is the grand potential of the unperturbed
system with fermions having color-dependent chemical
potential

e���0 ¼
Z
½D��e��H : (17)

In the one-particle irreducible (1PI) formalism the grand
potential is given by the sum of the grand potential of the
unperturbed system and of perturbative quantum correc-
tions represented by closed loops constructed with the tree-
level (free) propagators. In the �-derivable approximation
of Ref. [62], also called two-particle irreducible (2PI)
approximation, the grand potential is a functional of the

full propagators and field expectation values, and is of the
following form:

��½G�;G�;G;v;�; ���
¼Uð�; ��ÞþN

2
m2v2þN

�

24
v4�Nhv�ðN�1Þ

� i

2

Z
k
½lnG�1

� ðkÞþD�1
� ðkÞG�ðkÞ�� i

2

Z
k
½lnG�1

� ðkÞ

þD�1
� ðkÞG�ðkÞ�þ

ffiffiffiffi
N

p
i trD;c

Z
k
½lnG�1ðkÞ

þD�1ðkÞGðkÞ�þ�2PI½G�;G�;G;v;�; ���þc:t:; (18)

where the trace is taken in Dirac and color space. Uð�; ��Þ
is a particular version of the effective Polyakov-loop
potential reviewed in Sec. II B; the tree-level propagators
of the pion, sigma, and constituent quark fields are

iD�1
� ðkÞ ¼ k2 �m2

�0; iD�1
� ðkÞ ¼ k2 �m2

�0;

iD�1ðkÞ ¼ k�mq;
(19)

while G�, G�, and G are the respective full propagators.

�2PI½G�;G�;G; v;�; ��� denotes the set of 2PI skeleton
diagrams constructed with full propagators, which to

Oð1= ffiffiffiffi
N

p Þ accuracy is given by

�2PI½G�;G�;G; v;�; ��� ¼ N
�

24

�Z
k
G�ðkÞ

�
2 þ �

12

Z
k
G�ðkÞ

Z
p
G�ðpÞ � �

12
i
Z
k
�ðkÞ � i

2

Z
k
ln

�
1� �

6
�ðkÞ

�

� �

6
v2

Z
k
G�ðkÞ þ �

6
v2

Z
k

G�ðkÞ
1� ��ðkÞ=6�

ffiffiffiffi
N

p g2

2
i trD;c

Z
k

Z
p
�5GðkÞ�5Gðkþ pÞG�ðpÞ

þ g2

2
ffiffiffiffi
N

p i trD;c

Z
k

Z
p
GðkÞGðkþ pÞG�ðpÞ; (20)

where the notation �ðkÞ ¼ �i
R
p G�ðpÞG�ðkþ pÞ was

introduced. The mesonic part of �2PI contains the 2PI
diagrams of the OðNÞ model as given in Eq. (2.13) and
Figs. 2 and 4 of [63] and also in Eq. (48) and Fig. 2 of [64].
We see that the contribution of the fermions which goes
with fractional powers of N intercalates between the lead-
ing order (LO) and next-to-leading order (NLO) contribu-
tions of the pions, which go with integer powers of N.
This can be also seen by comparing the expression of the
pion propagator derived in (29) with Eqs. (53) and (54)
of [64].

We use the imaginary time formalism of the finite
temperature field theory in which the four-momentum is
k ¼ ði!n;kÞ. The Matsubara frequencies are !n ¼ 2�nT
for bosons while for fermions they depend also on the color
due to the color-dependent chemical potential �i intro-
duced in (15) and are given by !n ¼ ð2nþ 1Þ�T � i�i.
The meaning of the integration symbol in (20) is

Z
k
¼ iT

X
n

Z
k
� iT

X
n

Z d3k

ð2�Þ3 : (21)

The dependence on � and �� of the fermionic trace-log
term in the grand potential � and of the quark-pion
setting sun in �2PI results from the fact that, as shown in
the Appendix between Eqs. (A1) and (A5), as well as
between Eqs. (A35) and (A37), respectively, after perform-
ing the Matsubara sum the color trace can be expressed in
closed form in terms of the mean-field ( ~x-independent)

Polyakov loop � and its conjugate ��.
What we evaluate in this work is not the grand potential

(20), but rather its derivatives, that is the equations for the
two-point functions and the field equations, which are
given by the stationary conditions

��

�G
¼ ��

�G�

¼ ��

�G�

¼ ��

�v
¼ ��

��
¼ ��

� ��
¼ 0: (22)
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In each of these equations we will keep the contribution of
the fermions only at the leading order in the large-Nf

expansion. The LO contribution of the fermions is

Oð ffiffiffiffi
N

p Þ in the field equations of � and ��, Oð1Þ in the

equation for the fermion propagator G, and Oð1= ffiffiffiffi
N

p Þ in
the remaining equations, that is the field equation of v, and
the equations of G� and G�.

It is easy to see that the third and fourth terms on
the right-hand side of (20) do not contribute to any of the
equations at the order of interest, and that the second term
contributes only in the equation for the sigma propagator

iG�1
� ðpÞ ¼ iD�1

� ðpÞ þ �v2

3
� �

6

Z
k
G�ðkÞ

� �v2

3

1

1� ��ðpÞ=6
� ig2ffiffiffiffi

N
p trD;c

Z
k
GðkÞGðkþ pÞ þ c:t: (23)

In fact, the equation for G� decouples, in the sense that G�

will not appear in any of the remaining five equations.
Nevertheless, it plays an important role in the parametri-
zation of the model, as will be shown in Sec. II E.

D. Approximations made to solve the model

In this work we use some approximations to solve the set
of coupled equations coming from (22).

(1) As a first approximation we disregard the self-
consistent equation for the fermions arising from
��=�G ¼ 0, that is

iG�1ðkÞ ¼ iD�1ðkÞ � ig2
Z
p
�5GðpÞ�5G�ðp� kÞ þ c:t:;

(24)

and simply use in the remaining five equations the tree-
level fermion propagator DðkÞ. A study based on the
solution of the self-consistent equation for the fermion
propagator is left for a forthcoming publication.

Within this approximation the field equation for v, here-
inafter called equation of state (EoS), and the pion propa-
gator simplify considerably. The contribution of the last
but one term of (20) to the pion propagator breaks up upon
working out the Dirac structure into the linear combination
of a fermionic tadpole ~TðmqÞ and a bubble integral
~Iðp;mqÞ. Introducing the propagator

D0ðkÞ ¼ i

k2 �m2
q

; (25)

these integrals are defined as

~TðmqÞ ¼ 1

Nc

XNc

i¼1

Z
k
D0ðkÞ; (26)

~Iðp;mqÞ ¼ 1

Nc

XNc

i¼1

�
�i

Z
q
D0ðqÞD0ðqþ pÞ

�
: (27)

In terms of these integrals which are evaluated in the
Appendix between Eqs. (A11) and (A18) one obtains

0 ¼ Nv

�
m2 þ �

6

�
v2 þ

Z
k
G�ðkÞ

�
� 4g2Ncffiffiffiffi

N
p ~TðmqÞ � h

v

�

þ c:t:; (28)

iG�1
� ðkÞ ¼ k2 �m2 � �

6

�
v2 þ

Z
k
G�ðkÞ

�
þ 4g2Ncffiffiffiffi

N
p ~TðmqÞ

� 2g2Ncffiffiffiffi
N

p k2~Iðp;mqÞ þ c:t: (29)

One can see that the Goldstone theorem is fulfilled, since
using the EoS in the equation for the pion propagator one
obtains iG�1

� ðk ¼ 0Þ ¼ �h=v. This is only accidental
because the Ward identity relating the inverse fermion
propagator and the proper vertex ��ac �c ¼
�3�=� �c�c��a [see e.g. Eq. (13.102) of [65]]

� i

2
Taf�5; iG

�1ðpÞg ¼ v

ffiffiffiffiffiffiffiffiffi
N

2Nf

s
��ac �c ð0; p;�pÞ; (30)

is satisfied only with tree-level propagators and vertices.
The relation above is violated at any order of the perturba-
tion theory in the large-Nf approximation, since in view of

(24) the corrections to the inverse tree-level fermion propa-
gator are of Oð1Þ, while the corrections to the tree-level
�� c � �c vertex are suppressed by 1=N.
(2) A further approximation concerns the self-consistent

pion propagator (29). In this work four approximations for
G� are considered: two local approximations and two
nonlocal approximations obtained using an expansion in

1=
ffiffiffiffi
N

p
. In the local approximation one parametrizes the

pion propagator as

G�;lðpÞ ¼ i

p2 �M2
; (31)

and uses this form in all equations. In the first variantM2 is
determined as a pole mass from iG�1

�;lðp2
0 ¼M2;p¼ 0Þ ¼ 0

by the self-consistent gap equation arising from (29)

M2 ¼ m2 þ �

6
ðv2 þ TFðMÞÞ � 4g2Ncffiffiffiffi

N
p ~TFðmqÞ

þ 2g2Ncffiffiffiffi
N

p M2~IFðM; 0;mqÞ: (32)

In a second variant M2 is determined from M2 ¼
�iG�1

�;lðp ¼ 0Þ, when the gap equation becomes

M2 ¼ m2 þ �

6
ðv2 þ TFðMÞÞ � 4g2Ncffiffiffiffi

N
p ~TFðmqÞ: (33)
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The subscript F denotes the finite part of the integrals
defined in Eqs. (26) and (27), which are given explicitly
in Eqs. (A13) and (A16)–(A18). In this way the finite parts
of all vacuum pieces are contained in our equation. The
importance of these terms for the thermodynamics of the
PQM model was pointed out in [29]. In view of the EoS
(28) the two definitions of M2 coincide in the chiral limit
h ¼ 0, where for both variants one has M2 ¼ 0. We note
that due to their self-consistent nature, when (32) or (33) is

solved, a series containing all orders of 1=
ffiffiffiffi
N

p
is in fact

resummed.
The third, nonlocal variant of the pion equation is

derived using an 1=
ffiffiffiffi
N

p
expansion in the pion propagator

(29) after exploiting the EoS (28). One obtains

G�ðpÞ ¼ i

p2 � h
v � 2g2Ncffiffiffi

N
p p2~IFðp;mqÞ

¼ i

p2 � h
v

þ 2g2Ncffiffiffiffi
N

p ip2~IFðp;mqÞ
ðp2 � h

vÞ2
þO

�
1

N

�
: (34)

With this form of the pion propagator the EoS reads

h

v
¼ m2 þ �

6
ðv2 þ TFðMÞÞ þ 2g2Ncffiffiffiffi

N
p JFðM;mqÞ

� 4g2Ncffiffiffiffi
N

p ~TFðmqÞ; (35)

where in this case M2 ¼ h=v and we have introduced the
integral

JðM;mqÞ ¼ �i
Z
p
G2

�;lðpÞp2~IFðp;mqÞ: (36)

Solving this equation for v shows that this approximation

still resums infinitely many orders in 1=
ffiffiffiffi
N

p
.

A fourth variant of G�, which by a strict expansion in

1=
ffiffiffiffi
N

p
will include terms of no higher order thanOð1= ffiffiffiffi

N
p Þ,

can be obtained by expanding not only the nonlocal,
momentum-dependent part of the self-energy in the pion
propagator (29), but also its local part. This is explicitly
constructed including counterterms in Sec. III, where a
diagrammatic illustration of the approximation is also
given. For this approximation, the pion propagator is given
by Eqs. (42), (44), and (46), while the EoS is given in (53).

E. Parametrization

The mass parameter m2, the couplings g, �, the renor-
malization scale M0B, the vacuum expectation value v0,
and the external field h, which vanishes in the chiral limit,
are determined at T ¼ �q ¼ 0 using some information

from the sigma sector and the following physical quanti-
ties: the pion decay constant f� ¼ 93 MeV and its mass
m� ¼ 140 MeV, and the constituent quark mass taken to
be Mq ¼ mN=3 ¼ 313 MeV. From the sigma sector we

use the mass and the width of the sigma particle and the

behavior of the spectral function. v0 is determined from the
matrix element of the axial vector current between the
vacuum state and a one-pion state, which due to the rescal-

ing of the vacuum expectation value by
ffiffiffiffi
N

p
gives v0 ¼

f�=2. The value of the Yukawa coupling g ¼ 6:7 is ob-
tained by equating the tree-level fermion massmq withMq.

The parameters � and M0B are determined from the sigma
propagator, as will be detailed below. Having determined
them, in the chiral limit m2 is fixed from the EoS, while in
the case of the physical pion mass the remaining parame-
ters m2 and h are determined as follows. If the local
approximation for the pion propagator is used m2 is deter-
mined from the gap equation by requiringM2 ¼ m2

�, and h
is obtained from the EoS. When G� is approximated using
a large-Nf expansion h is fixed by requiring h ¼ m2

�v0,

and m2 is determined from the EoS.
Now we turn to the issue of fixing � and M0B. Using in

(23) the tree-level fermion propagator together with
the local approximation (31) for the pion propagator and
also the equation of state (28), one obtains after working
out the Dirac structure the following form for the sigma
propagator:

iG�1
� ðpÞ ¼ p2 � h

v
� �v2

3

1

1� �IFðp;MÞ=6
þ 2g2Ncffiffiffiffi

N
p ð4m2

q � p2Þ~IFðp;mqÞ: (37)

The integral IFðp;MÞ, obtained using the local approxima-
tion (31) for the pion propagator with M2 ¼ m2

�, can be
found in Eqs. (10) and (11) of Ref. [59] with M0 replaced
by M0B, while ~IFðp;mqÞ is given in Eqs. (A16)–(A18).

Both in the chiral limitM ¼ 0 and forM ¼ m� the self-
energy has along the positive real axis of the complex
p0 plane two cuts above the thresholds of the pion and
fermion bubble integrals, which start at p2 ¼ 4M2 and
p2 ¼ 4m2

q, respectively. Above these thresholds the re-

spective pion and fermion bubble integrals have nonvan-
ishing imaginary parts. We search for poles of the sigma
propagator analytically continued between the two cuts to
the second Riemann sheet in the form iG�1

� ðp0 ¼

e�i	;p ¼ 0Þ ¼ 0. The pole is parametrized as p0 ¼
M� � i��=2, with the real and imaginary parts corre-
sponding to the mass and the half-width of the sigma
particle. The solution for M� and �� is shown in Fig. 1
both in the chiral limit (h ¼ m� ¼ 0) and for the h � 0
case. Similar to the case of the OðNÞ model studied in
Ref. [59], in the chiral limit the value of M� is a little
smaller and the value of �� larger than in the h � 0 case.
Comparing Fig. 1 with Fig. 2 of Ref. [59] obtained in the
OðNÞ model, that is without fermions, the M�ð�Þ curve
moved slightly upward, but the ��ð�Þ curve moved sig-
nificantly downward, which means that in the present case
the phenomenologically expected value [66] M�=�� � 1
cannot be achieved for any value of the coupling �.
Another difference is that for low values of � there are

INFLUENCE OF THE POLYAKOV LOOP ON THE CHIRAL . . . PHYSICAL REVIEW D 82, 065021 (2010)

065021-7



two poles of G� on the negative imaginary axis in contrast
to only one such pole in the OðNÞ model. These poles
approach each other as � increases and after they collide at
a given value of � there are two complex poles at higher �,
one with positive and one with negative real part. The
imaginary part of the complex pole having positive real
part is shown in Fig. 1 for the renormalization scaleM0B ¼
885 MeV. As explained in the study done in the chiral limit
in [40] for lower values of the renormalization scale the
scale ML of the lower Landau ghost on the imaginary axis
comes even closer to M� and as a result the spectral
function of the sigma is heavily distorted. In order to avoid
this and based on the ratio of M�=�� we have chosen � ¼
400 and M0B ¼ 885 MeV. For these values M� ¼
456 MeV and �� ¼ 221 MeV in the chiral case, while
M� ¼ 474 MeV and �� ¼ 152 MeV for the case of a
physical pion mass. These values are used throughout
Sec. IV also in the case when the pion propagator is

expanded in 1=
ffiffiffiffi
N

p
, that is in the third and fourth variants

of G� discussed in Sec. II D.

III. RENORMALIZATION

The lesson one can learn from the successful renormal-
ization in 2PI [67–71] or large-N [64,72,73] approxima-
tions is that, due to the systematic nature of these
expansions, the counterterms can be obtained by analyzing
the structure of the equations. In these cases there is no
need for an order-by-order detailed study of the counter-
term diagrams which becomes rather complicated due to
the proliferation of the diagrams. If one uses some ad hoc
approximation which spoils the self-consistent nature of
the propagator equations or is not systematic, then one

loses the possibility to explicitly or uniquely determine
the counterterms from the equations.
In this section we discuss the renormalization of the

model in the case of a strict 1=
ffiffiffiffi
N

p
expansion in the pion

propagator and the equation of state. This expansion is not
entirely consistent because as mentioned in Sec. II D we
use for simplicity tree-level fermion propagators despite
the fact that this expansion produces Oð1Þ corrections in
the fermion propagator (24) which all have to be
resummed. We will see that as a consequence of this
approximation the best one can achieve is to determine
the counterterms to some order in the Yukawa coupling. It
will turn out that the order depends on the equation and the
type of subdivergence we are looking at.
The counterterm functional needed to renormalize the

pion propagator and the equation of state reads

�c:t:½G�;v�¼N

2
�m2

0v
2þ N

24
��4v

4

þN�1

2

�
�m2

2þ
��2

6
v2

�Z
k
G�ðkÞ

þðN�1Þ��0

24

�Z
k
G�ðkÞ

�
2

�ðN�1Þ�Z
2

Z
k
k2G�ðkÞ: (38)

Compared to the counterterm functional used in Eq. (48) of
[64] to renormalize the stationary equations of the OðNÞ
model the only difference in (38) is the appearance of the
term containing the wave-function renormalization coun-
terterm �Z. This is needed to remove the momentum-
dependent divergence of the fermionic contribution to the
pion propagator (29) rewritten as

iG�1
� ðkÞ ¼ ð1þ �ZÞk2 �M2 � 2g2Ncffiffiffiffi

N
p k2~Iðk;mqÞ: (39)

The local part M2 containing the remaining counterterms
reads

M2 ¼ m2 þ �m2
2 þ

�þ ��2

6
v2 þ �þ ��0

6

Z
p
G�ðpÞ

� 4g2Ncffiffiffiffi
N

p ~TðmqÞ: (40)

Using in (39) the notation introduced in (A15) one can
readily determine �Z:

�Z ¼ 2g2Ncffiffiffiffi
N

p ~Idivðk;mqÞ ¼ 2g2Ncffiffiffiffi
N

p Tð0Þ
d : (41)

Separating the LO and NLO contributions in the local

part given in (40) by writing M2 ¼ M2
LO þM2

NLO=
ffiffiffiffi
N

p
, an

expansion in powers of 1=
ffiffiffiffi
N

p
in the pion propagator (39)

gives

0

1

2

3

4

5

6

7

 0  100  200  300  400  500  600  700  800

λ

M0B=885 MeV

h≠0

h=0
h=0

h≠0

log(ML/Mσ)
Mσ/fπ
Γσ/fπ

FIG. 1. The � dependence of the real and imaginary parts of
the complex sigma pole p0 ¼ M� � i��=2 and of the Landau
ghost ML in the chiral limit and for the physical pion mass. The
upper curve for M� and the lower one for �� represent the case
of the physical pion mass, as indicated on the plot. ML is shown
only in this case, for in the chiral limit there is very little
difference.
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G�ðpÞ ¼ GLOðpÞ � i
G2

LOðpÞffiffiffiffi
N

p ½M2
NLO

� 2Ncg
2p2~IFðp;mqÞ� þO

�
1

N

�
; (42)

whereGLOðpÞ ¼ i=ðp2 �M2
LOÞ. The counterterms are also

written as the sum of LO and NLO contributions �m2
i ¼

�m2ð0Þ
i þ �m2ð1Þ

i =
ffiffiffiffi
N

p
, ��i ¼ ��ð0Þ

i þ ��ð1Þ
i =

ffiffiffiffi
N

p
and used

together with (42) in (40) to obtain the equations for the LO
and NLO local parts

M2
LO ¼m2þ�m2ð0Þ

2 þ�þ��ð0Þ
2

6
v2þ�þ��ð0Þ

0

6
TðMLOÞ;

(43a)

M2
NLO

�
1

�ð0Þ
B

� Ið0;MLOÞ
6

�
¼ 1

�ð0Þ
B

�
�m2ð1Þ

2 þ��ð1Þ
2

6
v2

þ��ð1Þ
0

6
TðMLOÞ

�
� 4g2

�ð0Þ
B

Nc
~TðmqÞþ 2g2

6
NcJðMLO;mqÞ;

(43b)

where we divided the second equation by �ð0Þ
B ¼ �þ ��ð0Þ

0

and used the integral introduced in (36) with G�;l replaced

by GLO.
Compared to the perturbative renormalization of the

fermionic trace-log contribution to the effective potential
performed in [31], the difficulty here is that, due to the self-
consistent nature of the pion propagator, an infinite series
of coupling counterterms of the mesonic part, that is ��0,

��2, �m
2
0, and �m2

2 has to be determined to Oð ffiffiffiffi
N

p Þ of the
large-N expansion. In order to achieve this we apply the
method developed in Refs. [60,71,73]. The method for
determining the counterterms appearing in a particular
equation resides in the separation of the divergent part of
the integrals contained by the equation. This is obtained by
expanding the propagators around an appropriately defined
auxiliary propagator (see Appendix A of [71]). Then, the
finite part of the integrals is used to write down a finite
equation, which, when subtracted from the original equa-
tion, provides a relation between counterterms and diver-
gences. This relation still involves the vacuum expectation
value v and the finite part of some integrals, e.g. TF, the
finite part of the pion tadpole. Requiring as in [73] the
vanishing of the coefficient of v2 and TF (cancellation of
subdivergences) one obtains the coupling counterterms,
while the remaining part of the relation mentioned above
gives the mass counterterm (cancellation of the overall
divergence).

To apply the above method to Eq. (43a) for M2
LO, which

is the gap equation of the OðNÞ model at leading order of
the large-N approximation, one uses the expression of the
pion tadpole given in (A6) in terms of finite and divergent
pieces. Retaining in (43a) the finite part of the tadpole one
obtains the LO finite gap equation

M2
LO ¼ m2 þ �

6
½v2 þ TFðMLOÞ�: (44)

Subtracting this from (43a) one requires the vanishing of
the coefficient of v2 and TFðMLOÞ in the resulting equation.
This determines the LO coupling counterterms

��ð0Þ
2 ¼ ��ð0Þ

0 ¼ ��2

6

Tð0Þ
d

1þ �Tð0Þ
d =6

; (45)

while requiring the cancellation of the remaining overall

divergence determines the LO mass counterterm �m2ð0Þ
2 ¼

�ð�þ ��ð0Þ
0 Þ½Tð2Þ

d þ ½M2 �M2
0�Tð0Þ

d �=2.
The determination of the counterterms in the equation

for the NLO local part in the pion propagator parallels to
some extent the analysis of the NLO divergences in the
OðNÞ model discussed in Sec. VI B of [64]. One observes

that since Idivð0;MLOÞ ¼ Tð0Þ
d , in view of (45) the left-hand

side of (43b) is finite and it actually enters the finite
equation for M2

NLO

M2
NLO

�
1

�
� IFð0;MLOÞ

6

�
¼ � 4g2

�
Nc

~TFðmqÞ

þ 2g2

6
NcJFðMLO; mqÞ: (46)

Subtracting (46) from (43b) the following relation between
divergences and counterterms is obtained:

0 ¼ 1

�ð0Þ
B

�
�m2ð1Þ

2 þ ��ð1Þ
2

6
v2 þ ��ð1Þ

0

6
TðMLOÞ

� 4g2 ~TdivðmqÞ
�
� 4g2Nc

Tð0Þ
d

6
~TFðmqÞ

þ 2g2

6
NcJdivðMLO; mqÞ: (47)

Then we use the expression of JdivðMLO; mqÞ given in

(A28) in terms of MLO, m2
q, and ~TðmqÞ in which one

substitutes for MLO its expression from (44). The terms
proportional to ~TFðmqÞ cancel. The overall divergences

determine the form of �m2ð1Þ
2 . The remaining terms pro-

portional to v2 and TFðMLOÞ can be grouped as

� � �þv2

6

�
��ð1Þ

2 þ���ð1Þ
0

6
Tð0Þ
d þ2g2

3
Nc��

ð0Þ
B TðIÞ

d

þ4g4Nc½�ð0Þ
B ðTðIÞ

d þðTð0Þ
d Þ2Þ�6g2Tð0Þ

d �
�

þTFðMLOÞ
6

�
��ð1Þ

0 þ���ð1Þ
0

6
Tð0Þ
d þ2g2

3
Nc��

ð0Þ
B TðIÞ

d

�
¼ 0:

(48)

Requiring the vanishing of the coefficient of v2 and
TFðMLOÞ determines the NLO coupling counterterms
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��ð1Þ
2 and ��ð1Þ

0 . One can see that these counterterms agree

at Oðg2Þ but differ at Oðg4Þ.
A completely similar analysis performed on the EoS

m2 þ �m2
0 þ

�þ ��4

6
v2 þ �þ ��2

6

Z
k
G�ðkÞ

� 4g2Ncffiffiffiffi
N

p ~TðmqÞ ¼ h

v
(49)

gives an equation analogous in form and meaning to (48)

� � �þv2

6

�
��ð1Þ

4 þ���ð1Þ
2

6
Tð0Þ
d þ 2g2

3
Nc��

ð0Þ
B TðIÞ

d

þ 4g4Nc½�ð0Þ
B ðTðIÞ

d þðTð0Þ
d Þ2Þ� 6g2Tð0Þ

d �
�
þTFðMLOÞ

6

�
�
��ð1Þ

2 þ���ð1Þ
2

6
Tð0Þ
d þ 2g2

3
Nc�ð�þ��ð0Þ

0 ÞTðIÞ
d

�
¼ 0:

(50)

From this equation one can see that the NLO coupling

counterterms ��ð1Þ
2 and ��ð1Þ

4 agree at Oðg2Þ but differ at
Oðg4Þ. Moreover, one sees that ��ð1Þ

2 determined from the

requirement to cancel the coefficient of v2 in (50) differs at

Oðg4Þ from ��ð1Þ
2 needed to cancel the coefficient of

TFðMLOÞ in (50). These requirements give the same
expression for the counterterm only at Oðg2Þ.

The above feature is a consequence of the fact that by
keeping the fermions unresummed one does not take into
account all the diagrams which are of the same order in the
large-Nf expansion. It does not necessarily mean that the

approximation we use is unrenormalizable. Rather we
suggest the interpretation that the approximation is such
that different subseries of the counterterms are needed to
cancel the subdivergences of different equations. Although
we have a method to determine the counterterms in each
equation, corrections are to be expected starting at Oðg4Þ.
If one traces back the origin of the term proportional to
TFðMLOÞ in (48) one finds that it comes from the expres-
sion (44) for M2

LO used in the divergent contribution

JdivðMLO; mqÞ as given by (A28). In turn, the integral

JðMLO; mqÞ defined in (36) is generated through the ex-

pansion (42) by the one-loop fermion bubble contribution
to the pion self-energy. But, when the first correction to the
fermion propagator is included, then we have to take into
account in the square bracket of the expanded pion propa-
gator (42) the contribution of the two-loop self-energy

This will generate in the equation for M2
NLO an integral

similar to JðMLO; mqÞ

g4KðMLO; mqÞ ¼ �ig4
Z
p
G2

LOðpÞ�2ðp;MLO; mqÞ; (52)

which is expected to have a divergence proportional to
TFðMLOÞ. This divergence would result in Oðg4Þ correc-
tions in the ��ð1Þ

0 counterterm as determined from (48).

Therefore, it is expected that with a resummed fermion
propagator, as required by the large-Nf resummation, the

determined counterterms will eventually agree in all equa-
tions. It is rather nontrivial to check this conjecture, even at
the two-loop level, because the reduction of the two-loop
integral in (51) performed with the method of [74] pro-
duces more than a dozen scalar integrals and their contri-
bution should be analyzed in (52). We have only checked
that at the two-loop level the Goldstone theorem is indeed
violated as mentioned in Sec. II D, based on the violation of
the Ward identity (30).
Before closing this section we give in Fig. 2 the

diagrammatic illustration of the equation of state obtained

by a strict expansion to first order in 1=
ffiffiffiffi
N

p
of the self-

consistent pion propagator. This corresponds to the fourth
approximation to the pion propagator discussed in
Sec. II D. Because we do not draw the counterterm
diagrams, we actually obtain the unrenormalized EoS
which reads

M2
LOþ

1ffiffiffiffi
N

p M2
NLO¼

h

v
; (53a)

M2
LO¼m2þ�

6
½v2þTðMLOÞ�; (53b)

M2
NLO¼

4g2Nc

1��
6 Ið0;MLOÞ

�
� ~TðmqÞþ �

12
JðMLO;mqÞ

�
; (53c)

where Ið0;MLOÞ ¼ dTðMÞ=ðdM2Þ, with TðMÞ defined in

(A6). The first set of diagrams are the Oð ffiffiffiffi
N

p Þ superdaisy
diagrams made of pions with tree-level propagators. Their
resummation is clearly provided by (53b), as one can check
iteratively. The second set of diagrams isOð1Þ and contains
only a single insertion of a fermion bubble. Using Feynman
rules, one can readily check that when the chain of pion
bubbles is resummed one obtains

� �g2v=6

1� �
6 Ið0;MLOÞ

Z
k
G2

LOðkÞ
Z
p
trc;D½�5DðpÞ�5DðkþpÞ�

¼ 4Nc�g
2v=6

1� �
6 Ið0;MLOÞ

�
�Ið0;MLOÞ ~TðmqÞþ 1

2
JðMLO;mqÞ

�
:

(54)

Adding this to the fermion tadpole and dividing by v one
obtains the expression of M2

NLO given in (53c). The finite

version of the EoS (53) is obtained by replacing the inte-
grals by their finite parts taken from the Appendix.
If one would try to use the method described in this

section to renormalize the EoS (28) using the local pion
propagator (31) with a mass determined from the gap
equation (32), one would encounter a subdivergence
proportional to ~IFðM; 0;mqÞ which is not canceled. This

is an artifact of the local approximation used and a
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self-consistent treatment of the propagator would unfold
this into renormalizable pieces as happened already when

the propagator was expanded consistently in 1=
ffiffiffiffi
N

p
. As we

have seen, in this case only subdivergences proportional
with v2 and ~TFðmqÞ appeared. As a consequence, we will
not attempt to explicitly construct the counterterms when
using other approximate forms of the pion propagator
given in Sec. II D. Fortunately, in these cases, since the
propagators are of a tree-level form, the finite part of the
integrals can be easily determined and we assume that in a
given equation the subtraction of the infinite part of an
integral can be achieved by a corresponding subset of the
full series of counterterm diagrams.

IV. THE �q � T PHASE DIAGRAM

The thermodynamics is determined by solving the field
equations, i.e. the EoS (28) and the equations giving the
dependence on T and�q of the two real mean fields� and
��. When the full fermion propagator is replaced by the
tree-level one, one has in view of Eqs. (A1)–(A5) and
(A35)–(A37)

dUð�; ��Þ
d�

� 2Nc

ffiffiffiffi
N

p Z d3k

ð2�Þ3
k2

3Ek

�
d~fþ�ðEkÞ

d�
þd~f���ðEkÞ

d�

�

þg2
ffiffiffiffi
N

p
Nc

�
2ð ~T0

FðmqÞ�TFðMÞÞd
~T�ðmqÞ
d�

þd ~T�;2
2 ðmqÞ
d�

�M2

�
dS�;1ðM;mqÞ

d�
þ dS�;2ðM;mqÞ

d�

��
¼ 0; (55)

where Ek ¼ ðk2 þm2
qÞ1=2 andM satisfies either one of the

gap equations (32) and (33), or (43a), or the relationM2 ¼
h=v. The other equation is similar to (55), the only differ-

ence is that the derivative is taken with respect to ��. The
integral in (55) is the contribution of the fermionic trace-log
integral defined in Eq. (A1), while the term proportional
with g2 is the contribution of the quark-pion two-loop
integral in (20) given in Eq. (A35). When solving the field

equations for � and ��, we disregard for simplicity the
contribution of the setting sun and keep only the one-loop

contribution coming from the fermionic trace log. The
complete equation (55) is solved only in one case (see the
last row of Table II) in order to estimate the error made by
neglecting this term in all the other cases. To solve the field
equations we use for the pion propagator a given approxi-
mation described in Sec. IID as will be specified below.
The tricritical point (TCP) and the critical end point

(CEP) are identified as the points along the chiral phase
transition line of the �q � T phase diagram where a first

order phase transition turns with decreasing �q into a

second order or crossover transition, respectively. In case
of a crossover, the temperature T� of the chiral transition is

defined as the value where the derivative dv=dT has a
minimum [inflection point of vðTÞ], while the temperature
Td of the deconfinement transition is obtained as the loca-
tion of the maximum in d�=dT. The transition point in
the case of a first order phase transition is estimated by the
inflection point located between the turning points of the
multivalued curve vð�qÞ obtained for a given constant

temperature. Although the precise definition of the 1st
order transition point is given by that value of the intensive
parameter for which the two minima of the effective
potential are degenerate, we adopt the definition based on
the inflection point, which is also commonly used in the
literature, because we are not computing the effective
potential, but only its derivatives with respect to the fields
and propagators.

A. Phase transition in the chiral limit

In the chiral limit we solve the EoS (28) using only the
local approximation to the pion propagator (31) withM2 ¼
0. The critical temperature of the chiral transition T� and

the pseudocritical temperature Td of the deconfinement
transition at vanishing chemical potential, and the location
of the TCP are summarized in Table I for various forms of
the Polyakov-loop potential. On one hand, one can see that
with the inclusion of the Polyakov loop T�ð�q ¼ 0Þ and
TTCP increase significantly compared with the values
obtained earlier in [40] without the Polyakov loop. On
the other hand, in all cases, the inclusion of the Polyakov

FIG. 2. Leading order and next-to-leading order diagrams resummed in the equation of state obtained by expanding the self-
consistent pion propagator to first order in 1=

ffiffiffiffi
N

p
. The tree-level pion and fermion propagators are denoted by thin and double lines,

while the thick line represents the resummed LO pion propagator.
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loop has little effect on the value of �TCP
q . The increase in

T�ð�q ¼ 0Þ obtained with the inclusion of the Polyakov-

loop effective potential is basically determined by the
value of its parameter T0, while the value of TTCP shows
no significant variation among different cases having the
same value of T0. One can also see that, as explained in
[56], the use of the polynomial and logarithmic effective
potentials for the Polyakov loop, that is (5) and (7), drags
the value of T�ð�q ¼ 0Þ closer to the value of the parame-

ter T0 than the use ofUFukuð�; ��Þ given in (9). In this latter
case one obtains the smallest value for TTCP.

For T0 ¼ 270 MeV the deconfinement transition line in
the �q � T phase diagram is above the chiral transition

line in all three variants of the effective potential for the
Polyakov loop. This is illustrated in the left panel of Fig. 3
in case of the polynomial effective potential, where the
chiral phase diagram is compared to the one obtained
without including the Polyakov loop. When the logarith-

mic effective potential Ulogð�; ��Þ is used either with a

constant T0 ¼ 208 MeV or with the �q-dependent T0

proposed in [27] one finds Td < T� at �q ¼ 0, but at a

given value of the chemical potential the deconfinement
transition line crosses the chiral transition line and remains
above it for higher values of �q. This is shown in the right

panel of Fig. 3, where the deconfinement transition line is
obtained from the inflection point of �ðTÞ. The transition

line obtained from the inflection point of ��ðTÞ is practi-
cally indistinguishable from the line shown in the figure.
One can see that in contrast to the case of constant T0,
where basically the deconfinement transition line is not
affected by the increase of�q, with a �q-dependent T0 the

deconfinement transition line strongly bends, staying close
to the chiral line. The two lines cross just above the TCP.
The lowering of the deconfinement transition in the case

when T0ð�qÞ is used and as a result the shrinking of the

so-called quarkyonic phase was already observed in
Ref. [17]. As distinguished from the mesonic phase which
is confined and has zero quark number density and the

TABLE I. The critical temperature T� of the chiral transition and the pseudocritical tempera-
ture Td of the deconfinement transition at �q ¼ 0, and the location of the TCP in units of MeV

obtained in the chiral limit without the Polyakov loop (first row) and with the inclusion of the
Polyakov loop using various effective potentials summarized in Sec. II B.

Uð�; ��Þ T0 T�ð�q ¼ 0Þ Tdð�q ¼ 0Þ TTCP �TCP
q

� � � � � � 139.0 � � � 60.7 277.0

poly 270 185.6 229.0 104.5 261.8

poly 208 168.2 176.5 96.2 263.4

log 270 191.4 209.0 109.4 261.2

log 208 167.6 162.4 102.6 261.2

log T0ð�qÞ 167.9 162.8 84.3 266.9

Fuku � � � 176.5 193.0 99.8 262.2
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FIG. 3. Left panel: Phase diagrams obtained in the chiral limit without and with the inclusion of the Polyakov loop. The latter has
higher TTCP and was obtained using Upolyð�; ��Þ with T0 ¼ 270 MeV. Shown are the location of the inflection points of �ðTÞ and
��ðTÞ. Right panel: Chiral and deconfinement phase transitions obtained for Ulogð�; ��Þ with T0 ¼ 208 MeV (upper curves) and with

T0ð�qÞ (lower curves). The deconfinement transition line is obtained from the inflection point of �ðTÞ.
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deconfined phase which has finite quark number density, the
quarkyonic phase is a confining state made of quarks and is
characterized by a high quark number density and
baryonic (three-quark state) thermal excitations. Based on
the fact that in the PNJL model the quantity measuring the
quark content inside thermally excited particles carrying
baryon number shows a pronounced change along the chiral
phase transition line, the region of the �q � T plane for

which T� < T < Td was identified in [56] with the quar-

kyonic phase. The first numerical evidence from lattice
QCD for the existence of a phase which is neither the
hadronic nor the deconfined phase and is characterized by
a high value of the quark number density was given in [75].
This could be a candidate for the quarkyonic phase. Further
evidence for such a state was reported also in [76] within the
strong-coupling expansion of the lattice QCD.

Comparing our results on the phase diagram to those
obtained in the chiral limit of the PNJL model one can
notice differences of both qualitative and quantitative
nature. In the nonlocal PNJL model of Ref. [24] the
deconfinement phase transition line starts at �q ¼ 0 below

the chiral transition line both for a polynomial and a
logarithmic Polyakov-loop effective potential with T0 ¼
270 MeV, so that the two transition lines cross at finite
�q. In our case this happens only for the logarithmic

potential with T0 ¼ 208 MeV, as can be seen in Fig. 3.

In [19,24] the values of T�ð�q ¼ 0Þ and TTCP are much

larger than in our case, while the value of�TCP
q is similar to

ours.

B. Phase transition in the case of the physical pion mass

In the case of the physical pion mass we solve the EoS
(28) using each one of the four approximations to the pion
propagator introduced in Sec. II D. Within the approxima-

tion corresponding to a strict expansion in 1=
ffiffiffiffi
N

p
of the

pion propagator and of the EoS discussed in detail in
Sec. III there is no CEP in the �q � T phase diagram

within a range 0<�q < 500 MeV. Without inclusion of

the Polyakov loop the transition at �q ¼ 0 is a very weak

crossover characterized by a large value of the width at half
maximum of �dv=dT, �� � 100 MeV. Including the

Polyakov loop, although the width at half maximum of
�dv=dT decreases by a factor of 2 compared to the case
without the Polyakov loop, the transition remains a cross-
over for �q < 500 MeV. This means that as a result of

resumming in the pion propagator Oð1= ffiffiffiffi
N

p Þ fermionic
fluctuations, while keeping the fermion propagator unre-
summed, the crossover transition at �q ¼ 0 softens and

increasing �q cannot turn the phase transition into a first

order one. For the other three approximations, which all

resum infinitely many orders in 1=
ffiffiffiffi
N

p
, the phase transition

TABLE II. The pseudocritical temperatures T� and Td of the chiral and deconfinement transitions, the half width at half maximum
�� of�dv=dT at�q ¼ 0 (in the cases marked with *, due to an asymmetric shape of�dv=dT the full width is given) and the location

of the CEP in units of MeVobtained in various approximations for the pion propagator without and with the inclusion of the Polyakov
loop. The two local approximations are defined by (32) and (33), respectively. The large-N approximation is defined by (34) and (35).
Only for the result in the last row the contribution of the setting sun was kept in (55).

Uð�; ��Þ T0 G�ðpÞ T�ð�q ¼ 0Þ Tdð�q ¼ 0Þ �� TCEP �CEP
q

� � � � � � local, pole 152.8 � � � 37.6 14.4 327.1

� � � � � � local, p ¼ 0 158.2 � � � 41.5 12.1 329.1

� � � � � � large-N 158.6 � � � 40.7 13.5 328.6

poly 270 local, pole 205.6 226.8 25.6 37.8 326.9

poly 208 local, pole 180.6 175.0 19.8 35.3 326.7

poly 270 local, p ¼ 0 211.4 217.8 27.3 32.4 329.0

poly 208 local, p ¼ 0 184.6 176.7 22.7 30.1 328.9

poly 270 large-N 212.5 217.4 28.3 32.9 328.8

poly 208 large-N 184.6 176.8 22.3 30.6 328.8

log 270 local, pole 207.2 207.7 12.3 39.3 327.0

log 208 local, pole 168.0 167.0 *30.3 37.9 326.9

log 270 local, p ¼ 0 209.8 209.3 12.1 33.9 329.1

log 208 local, p ¼ 0 168.5 167.0 *42.8 32.7 329.0

log T0ð�qÞ local, p ¼ 0 168.9 167.4 *42.5 25.7 328.7

log 270 large-N 209.7 209.3 12.0 34.5 329.0

log 208 large-N 168.5 167.1 *43.0 33.0 328.9

Fuku � � � local, pole 191.0 188.7 19.8 36.2 326.8

Fuku � � � local, p ¼ 0 195.3 191.2 21.2 31.2 328.9

Fuku � � � large-N 195.2 191.3 21.2 31.8 328.8

poly 208 large-N, full 188.1 183.1 21.4 32.2 329.0
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turns with increasing �q from a crossover type into a first

order transition and in consequence there is a CEP in the
�q � T phase diagram. For these cases the result is sum-

marized in Table II for various forms of the Polyakov-loop
potential reviewed in Sec. II B.

In the cases studied in Table II increasing �q drives at

T ¼ 0 the restoration of chiral symmetry via a first order
transition at some value �c

q >Mq. Increasing the tempera-

ture �c
q decreases and the first order chiral restoration

becomes a crossover at a much lower temperature TCEP

than in the chiral case. The inclusion of the Polyakov loop
increases significantly the value of TCEP, but as in the chiral
case it has little effect on the value of �CEP

q . One can see

that neither the choice of the effective potential for the
Polyakov loop nor the value of T0 has a significant effect on
the value of �CEP

q . Some variation can be observed among

the values of�CEP
q obtained using different approximations

for the pion propagator. The result in the last row was
obtained by keeping in the field equation of the Polyakov
loop (55) and its conjugate the contribution of the setting-
sun diagram, while in all other cases only the contribution
of the fermionic trace log was kept. Comparing the result in
the last row with that of the last row obtained using the
polynomial Polyakov-loop potential, one can see that the
error we make by neglecting the setting-sun contribution in
all other cases is fairly small.

The values of T� and Td at�q ¼ 0 are mostly influenced

by the choice of the Polyakov effective potential and the
value of T0: they decrease with the decrease of T0 and by
using the logarithmic potential instead of the polynomial
one. Using the polynomial potential with T0 ¼ 270 MeV
the confinement transition line in the �q � T plane is

above the chiral transition line. This can be seen in the

left panel of Fig. 4 where the phase diagram is compared
with the one obtained without the inclusion of the
Polyakov loop. As in the chiral case, when a logarithmic
potential is used with either a fixed value T0 ¼ 208 MeV
or with a �q-dependent T0, the deconfinement transition

line starts at �q ¼ 0 below the chiral one and the two lines

cross at some higher value of �q. This can be seen in the

right panel of Fig. 4. When T0ð�qÞ is used the two lines go
together until they cross each other just above the location
of the CEP. This�q-dependent T0 gives the lowest value of

TCEP, similar to the results reported in [21,32]. Because of
the much lower value of the TCEP the shrinking of the
quarkyonic phase is more pronounced than in the chiral
case, as the deconfinement transition line approaches the
�q axis. This is even more the case here, with a physical

pion mass, since the deconfinement transition is a cross-
over and as such it happens in a relatively large tempera-
ture interval. However, the quarkyonic phase does not
vanish completely as happens in [32], where quantum
fluctuations are included using functional renormalization
group methods.
By studying the derivatives of the vðTÞ and�ðTÞ curves

one observes in panels (a) and (e) of Fig. 5 that at low�q it

is the Polyakov loop which plays the driving role in the
transition: for �q ¼ 0 the dv=dT is much wider and has a

small peak in the temperature range where �ðTÞ shows a
pronounced variation. This happens only for very low
values of �q, as in the region of �q where the deconfine-

ment transition line is a little bit further below the chiral
transition line than for �q ¼ 0, such a driving role cannot

be identified. For values of �q where the two transition

lines cross and also in the region where the chiral transition
line is below the deconfinement one can see the influence
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FIG. 4. Left panel: Phase diagrams obtained for the physical value of the pion mass using the local approximation to G� with a mass
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of the chiral transition on the shape of d�=dT. This is the
most pronounced in the case of the�q-dependent T0 where

the two transition lines cross near the CEP. In this case the
chiral phase transition plays the driving role as one can
clearly see in Fig. 5(g). In Fig. 5(d) one sees that d�=dT
has two peaks. In such cases, as in Ref. [28], the position of
the higher peak is followed to determine the deconfinement
transition temperature, since the first peak is a result of the
influence of the chiral phase transition.

From Table II one can see that there is a correlation
between the strength of the chiral crossover at �q ¼ 0 as

measured by �� and the location of CEP: weaker crossover

(larger value of ��) corresponds in general to a larger value

of �CEP
q . In the cases marked with an asterisk in Table II a

dv=dT is distorted by the temperature dependence of the
Polyakov loop, as one can see in Figs. 5(a) and 5(e). For
this reason in this case we denote by �� the full width at

half maximum of �dv=dT. In other cases one gives the
half width at half maximum. This is measured on the left of
the maximum, because when the gap equation is used, the
threshold of the fermionic bubble is generally on the right
of the maximum and distorts the dv=dT curve.

V. DISCUSSION AND CONCLUSIONS

Using the tree-level fermion propagator and several ap-
proximate forms of the pion propagator obtained within a
large-Nf expansion, we studied in the chiral limit and for

the physical value of the pion mass the influence of the
Polyakov loop on the chiral phase transition. We obtained
that only when the local part of the approximate pion
propagator resums infinitely many orders in 1=Nf of fer-

mionic contributions it is possible to find a CEP on the
chiral phase transition line of the �q � T phase diagram.

When the logarithmic form Ulogð�; ��Þ of the effective

potential for the Polyakov loop was used with parameter

T0 ¼ 208 MeV a crossing between the chiral and decon-
finement transition lines was observed, with the latter line
starting at �q ¼ 0 slightly below the former one. In this

case the existence of the quarkyonic phase is possible.
We have seen at the beginning of Sec. IVB that as a

result of resumming in the pion propagator Oð1= ffiffiffiffi
N

p Þ
fermionic fluctuations obtained with a strict expansion in

1=
ffiffiffiffi
N

p
, while keeping the fermion propagator unre-

summed, the phase transition softens. One can easily dem-
onstrate the same feature by including the contributions of
the fermion vacuum fluctuations and of the pion tadpole in
the equation of state of Ref. [27], that is the field equation
determining the chiral order parameter. There, because
the parameters of the PQM model were determined at
tree level, the fermionic vacuum fluctuations coming
from the fermion tadpole ( ~T0) were neglected, while the
pions were treated at tree level. However, by choosing an
appropriate renormalization scale one can arrange for the
vanishing of the entire ~T0

F only at T ¼ 0. At finite tem-
perature the vacuum fluctuation is in this way correctly
included and due to the temperature dependent fermionic
mass ~T0

F will be nonvanishing. The value of the renormal-
ization scales for which the fermion and pion tadpoles
vanish at T ¼ �q ¼ 0 are M0F ¼ ffiffiffi

e
p

mq and M0B ¼ffiffiffi
e

p
m�, respectively. The importance of including the

vacuum fluctuations was discussed also in [29,31], where
the effect on the location of the CEP and on the isentropic
trajectories in the�q � T plane was shown. From Table III

one can see that comparing with the original result of
Ref. [27] the inclusion of the fermionic vacuum fluctua-
tions softens the transition at �q ¼ 0, as shown by the

larger full width �� at half maximum of �dv=dT, and in

consequence the location of the CEP is moved to higher
values of �q and lower values of T. Inclusion of the pion

vacuum and thermal fluctuations in the equation of state
through a pion tadpole further accentuates this behavior.
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FIG. 5. Evolution of the maxima of the �dv=dT and d�=dT with the increase of the chemical potential �q in case of using
Ulogð�; ��Þ with a T0 ¼ 208 MeV (a)–(d) and with a �q-dependent T0 parameter (e)–(h).
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Inclusion of the fluctuations using functional renormaliza-
tion group methods also pushed the location of the CEP to
higher values of �q, as can be seen by comparing the left

panel of Fig. 6 in [32] to Fig. 6 of [27].
It remains to be seen to what extent our results are stable

against the use of the self-consistent propagator for fermi-
ons, as required by a completely systematic large-Nf ex-

pansion. A highly interesting question which requires
going beyond the level of approximations of this work is

whether a completely systematic expansion in 1=
ffiffiffiffi
N

p
of

the propagator equations could lead to the existence of the
CEP in the phase diagram, and how the results obtained
within such a resummation scheme are related to a numeri-
cally even more demanding resummation represented by
the complete self-consistent solution (without further

expansion in 1=
ffiffiffiffi
N

p
) of the coupled pion and fermion

propagator equations.
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APPENDIX: INTEGRALS AND PERFORMING
THE COLOR TRACE

1. The trace log

We calculate first an integral appearing in (18) when the
approximation GðkÞ ! DðkÞ is used. This is defined as

I1 ¼
ffiffiffiffi
N

p
i trD;c

Z
k
lnD�1ðkÞ

¼ �2
ffiffiffiffi
N

p
T
XNc

i¼1

X
n

Z d3k

ð2�Þ3 ln½�2ð!2
n þ E2

kÞ�; (A1)

where we used (21) and the notation E2
k ¼ k2 þm2

q. The

Matsubara frequencies are !n ¼ ð2nþ 1Þ�T � i�i, with
the color-dependent chemical potentials defined in (15).
Doing the Matsubara sum and an integration by parts one
obtains

I1 ¼ �2
ffiffiffiffi
N

p XNc

i¼1

Z d3k

ð2�Þ3
�
Ek þ k2

3Ek

ð~fþi ðEkÞ þ ~f�i ðEkÞÞ
�
;

(A2)

where ~f�i ðEÞ ¼ 1=ðexp½�ðE	�iÞ� þ 1Þ. Using the
diagonal form of the Polyakov-loop operator given in (2)
one can define following Ref. [16]

~fþ�ðEÞ ¼
1

Nc

XNc

i¼1

~fþi ðEÞ ¼
1

Nc

trc
1

Le�ðE��qÞ þ 1
; (A3a)

~f��ðEÞ ¼
1

Nc

XNc

i¼1

~f�i ðEÞ ¼
1

Nc

trc
1

Lye�ðEþ�qÞ þ 1
: (A3b)

Then, simple algebra shows that upon working out the

traces ~f��ðEÞ can be expressed in terms of � ¼ ðtrcLÞ=Nc

and �� ¼ ðtrcLyÞ=Nc as

~fþ�ðEÞ ¼
ð ��þ 2�e��ðE��qÞÞe��ðE��qÞ þ e�3�ðE��qÞ

1þ 3ð ��þ�e��ðE��qÞÞe��ðE��qÞ þ e�3�ðE��qÞ ;

(A4a)

~f��ðEÞ ¼
ð�þ 2 ��e��ðEþ�qÞÞe��ðEþ�qÞ þ e�3�ðEþ�qÞ

1þ 3ð�þ ��e��ðEþ�qÞÞe��ðEþ�qÞ þ e�3�ðEþ�qÞ :

(A4b)

Through these functions the integral I1 in (A1) is also

expressed in terms of � and �� as

TABLE III. The pseudocritical temperatures of the chiral transition and the full width �� at
half maximum of �dv=ðdTÞ at �q ¼ 0, and the location of the CEP in units of MeV in various

treatments of the model with a physical pion mass. The Polyakov loop is included using
Upolyð�; ��Þ and T0 ¼ 208 MeV. QP stands for the quasiparticle approximation in which the

vacuum fluctuations in the fermion ( ~T0
F) or pion (T0

F) tadpoles are disregarded (marked by �)

and only the finite temperature part of the tadpoles ( ~T� or T�) is kept (marked by þ). QFT
stands for a quantum field theoretical calculation where the vacuum fluctuations are properly
treated. The first row is the reproduced result of [27].

~T0
F T0

F
~T� T� T�ð�q ¼ 0Þ �� TCEP �CEP

q

QP � � þ � 184.6 4.6 162.8 165.1

QP � � þ þ 180.2 8.6 145.3 204.3

QFT þ � þ � 173.0 26.9 91.3 241.1

QFT þ þ þ þ 170.1 30.3 85.5 243.5
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I1 ¼ �2Nc

ffiffiffiffi
N

p Z d3k

ð2�Þ3
�
Ek þ k2

3Ek

ð~fþ�ðEkÞ þ ~f���ðEkÞÞ
�
:

(A5)

The derivative of this integral with respect to � is used
in (55).

2. Tadpole and bubble integrals

The pion tadpole integral is given by

TðMÞ ¼
Z
k
G�;lðkÞ ¼ T

X
n

Z
k

1

E2
k þ!2

n

¼ TdivðMÞ þ TFðMÞ; (A6)

where !n ¼ 2�nT and E2
k ¼ k2 þM2. Depending on

which one of the approximated pion propagators discussed
in Sec. II D is used, the T-dependent mass M satisfies
either one of the gap equations (32) and (33), or (43a), or
the relation M2 ¼ h=v. Using a 4D cutoff � in Euclidean
space, the quadratic and logarithmic divergences,

Tð2Þ
d ¼ 1

16�2

�
�2 �M2

0 ln
�2

M2
0

�
;

Tð0Þ
d ¼ � 1

16�2
ln
�2

M2
0

;

(A7)

are separated in the divergent part

TdivðMÞ ¼ Tð2Þ
d þ ½M2 �M2

0�Tð0Þ
d ; (A8)

by expanding, as in Appendix A of [71], the propagator
G�;lðkÞ around the auxiliary propagator

G0ðpÞ ¼ i

p2 �M2
0

: (A9)

Here, M2
0 ¼ M2

0B=e, where M0B is the renormalization

scale introduced in Sec. II E.
The finite part of the tadpole is written as a sum of two

terms, having zero and one statistical factors, respectively

TFðMÞ ¼ T0
FðMÞ þ T�ðMÞ; T0

FðMÞ ¼ M2

16�2
ln
eM2

M2
0B

;

T�ðMÞ ¼
Z d3k

ð2�Þ3
fðEkÞ
Ek

; (A10)

where fðEÞ ¼ 1=ðexpð�EÞ � 1Þ.
The fermion tadpole integral defined in Eq. (26) is

written as

~TðmqÞ ¼ T

Nc

XNc

i¼1

X
n

Z
k

1

E2
k þ!2

n

¼ ~TdivðmqÞ þ ~TFðmqÞ;

(A11)

where E2
k ¼ k2 þm2

q, !n ¼ ð2nþ 1Þ�T � i�i. The sum

over the color degrees of freedom was done with the help
of (A3). The divergent part of ~TðmqÞ reads

~T divðmqÞ ¼ Tð2Þ
d þ ½m2

q �M2
0�Tð0Þ

d ; (A12)

while the finite part is decomposed as in (A10):

~TFðmqÞ ¼ ~T0
FðmqÞ þ ~T�ðmqÞ;

~T0
FðmqÞ ¼

m2
q

16�2
ln
em2

q

M2
0B

;

~T�ðmqÞ ¼ �
Z d3k

ð2�Þ3
1

2Ek

ð~fþ�ðEkÞ þ ~f��ðEkÞÞ;

(A13)

with ~f��ðEkÞ given in (A4).
The fermion bubble integral given in Eq. (27) is

decomposed as

~Iðp;mqÞ ¼� T

Nc

XNc

i¼1

X
n

Z
k

1

½E2
1 þ!2

n�½E2
2 þð!n � ip0Þ2�

¼ ~Idivðp;mqÞþ ~IFðp;mqÞ; (A14)

where E2
1 ¼ k2 þm2

q, E2
2 ¼ ðk� pÞ2 þm2

q, and !n ¼
ð2nþ 1Þ�T � i�i. The divergent part obtained after doing
the Matsubara sum is independent of the momentum and is
given by

~I divðp;mqÞ ¼ Tð0Þ
d ; (A15)

while the finite part is written again as a sum of two terms,
having zero and one statistical factor, respectively:

~I Fðp;mqÞ ¼ ~I0Fðp;mqÞ þ ~I�ðp;mqÞ: (A16)

The finite part with no statistical factor is given by

~I 0
Fðp;mqÞ ¼ 1

16�2
ln
m2

q

M2
0

þ Q

16�2

8<
:
2 arctanQ�1; 0< p2 < 4m2

q;

� lnQ�1
Qþ1 ; p2 < 0; p2 > 4m2

q;

(A17)

where Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j1� 4m2

q=p
2j

q
, while, after summing over

color indices, the term with the statistical factor reads
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~I�ðp;mqÞ ¼�
Z
k

1

4E1E2

� ~fþ�ðE1Þþ ~f��ðE2Þ
p0 �E1 �E2 þ i�

�
~f��ðE1Þþ ~fþ�ðE2Þ
p0 þE1 þE2 þ i�

�
~fþ�ðE1Þ� ~fþ�ðE2Þ
p0 �E1 þE2 þ i�

þ
~f��ðE1Þ� ~f��ðE2Þ
p0 þE1 �E2 þ i�

�
: (A18)

3. The setting-sun integral

Using the definitions of the fermion bubble integral given
in (27) together with the relations (A14) and (A15),
the integral defined in (36) reads in terms of the propagator
D0 introduced in (25) as

JðM;mqÞ ¼� 1

Nc

XNc

i¼1

Z
p
G2

�;lðpÞp2
Z
q
D0ðqÞD0ðqþpÞ

þ iTð0Þ
d

Z
p
p2G2

�;lðpÞ

¼
�
1þM2 d

dM2

�
ðSðM;mqÞ�TðMÞTð0Þ

d Þ: (A19)

Here, we have used that �i
R
p G

2
�;lðpÞ ¼ dTðMÞ=ðdM2Þ,

with M satisfying the relation M2 ¼ h=v or the gap equa-
tion (43a) and we introduced the setting-sun integral

SðM;mqÞ ¼ 1

Nc

XNc

i¼1

�
�i

Z
k

Z
q
D0ðkÞG�;lðqÞD0ðkþ qÞ

�
:

(A20)

With the method described in Refs. [70,77] the setting-
sun integral can be decomposed as a sum of terms contain-
ing zero, one, and two statistical factors:

SðM;mqÞ ¼ S0ðM;mqÞ þ S�;1ðM;mqÞ þ S�;2ðM;mqÞ;
(A21)

with

S0ðM;mqÞ ¼ �i
Z ð0Þ

k

Z ð0Þ

q
D0ðkÞG�;lðqÞD0ðkþ qÞ;

(A22a)

S�;1ðM;mqÞ ¼ 1

Nc

XNc

i¼1

Z ð0Þ

k
½~I0ðk;mqÞ�ðkÞ � 2I0q�ðkÞ~�iðkÞ�

¼ ½T�ðMÞ þ 2 ~T�ðmqÞ�Tð0Þ
d þ S�;1F ðM;mqÞ;

(A22b)

S�;2ðM;mqÞ ¼ � i

Nc

XNc

i¼1

Z ð0Þ

k

Z ð0Þ

q
½~�iðkÞ~�iðqÞG�;lðkþ qÞ

� 2~�iðkÞ�ðqÞD0ðkþ qÞ�; (A22c)

where ~�iðkÞ ¼ �ðk0Þ~�0ðkÞð~fþi ðjk0jÞ þ ~f�i ðjk0jÞÞ=2 and
�ðkÞ ¼ �ðk0Þ~�0ðkÞfðjk0jÞ, with �ðk0Þ the sign function,
and ~�0ðkÞ ¼ 2��ðk0Þ�ðk2 �m2

qÞ and �0ðkÞ ¼
2��ðk0Þ�ðk2 �M2Þ the free spectral functions. Here, we

have introduced the notation
Rð0Þ
k ¼ R

d4k
ð2�Þ4 and we have

separated in S�;1 the divergence coming from (A14) and

I0q�ðkÞ ¼ �i
Z ð0Þ

q
G�;lðqÞD0ðkþ qÞ ¼ Tð0Þ

d þ I0q�;FðkÞ;
(A23)

where the finite part is

I0q�;FðkÞ ¼
1

32�2

��
1þ 	m2

k2

�
ln
M2

M2
0

þ
�
1� 	m2

k2

�
ln
m2

q

M2
0

�

þ G

16�2k2

8<
:
� 1

2 ln
M2þm2

q�k2þG

M2þm2
q�k2�G

� i�
ðk2 � ðMþmqÞ2Þ; k2 > ðMþmqÞ2; k2 < ðM�mqÞ2;
arctank

2þ	m2

G þ arctank
2�	m2

G ; ðM�mqÞ2 < k2 < ðMþmqÞ2;
(A24)

with 	m2 ¼ M2 �m2
q and G ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p4 � 2p2ðM2 þm2
qÞ þ ðM2 �m2

qÞ2
q

.

In S0ðM;mqÞ one expands, as in Ref. [71], the propa-

gators G�;l andD0 around the auxiliary propagator defined

in (A9) and one obtains

S0ðM;mqÞ ¼ S0ðM0Þ þ ½T0ðMÞ þ 2 ~T0ðmqÞ � 3Tð2Þ
d �Tð0Þ

d

þ ½M2 �M2
0 þ 2ðm2

q �M2
0Þ�TðIÞ

d

þ S0FðM;mqÞ;
(A25)

where

TðIÞ
d ¼ �i

Z ð0Þ

p
G2

0ðpÞ
�
�i

Z ð0Þ

q
G0ðqÞG0ðqþ pÞ � T0

d

�

¼ 1

3

dS0ðM0Þ
dM2

0

� ½Tð0Þ
d �2 � Tð0Þ

d

16�2
: (A26)

The divergent parts of S0 and S�;1 combine, so that the
complete divergence of the setting-sun integral reads
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SdivðM;mqÞ ¼ S0divðM;mqÞ þ S�;1div ðM;mqÞ
¼ S0ðM0Þ þ ½TðMÞ þ 2 ~TðmqÞ � 3Tð2Þ

d �Tð0Þ
d

þ ½M2 þ 2m2
q � 3M2

0Þ�TðIÞ
d : (A27)

Using this expression in (A19) one obtains

JdivðM;mqÞ ¼ S0ðM0Þ þ ½2 ~TðmqÞ � 3Tð2Þ
d �Tð0Þ

d

þ ½2ðM2 þm2
qÞ � 3M2

0�TðIÞ
d : (A28)

In what follows we give the finite part of the setting-sun
integral in terms of which JFðM;mqÞ can be easily

obtained. With the help of (A26) one obtains from (A25)

S0FðM;mqÞ ¼ S0ðM;mqÞ�S0ðM0Þ� 1

3
½M2 þ 2m2

q � 3M2
0�

�dS0ðM0Þ
dM2

0

� Tð0Þ
d

16�2

�
M2 ln

M2

eM2
0

þ 2m2
q ln

m2
q

eM2
0

þ 3M2
0

�
: (A29)

S0FðM;mqÞ can be most easily calculated numerically as in

[78] by going to Euclidean space and using 4D cutoff � to
regularize the integrals. By doing the angular integration
one obtains

S0ðM;mqÞ ¼ � 1

29�4

Z �2

0
dx

Z �2

0
dy

�
xþ yþm2

q �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxþ yþm2

qÞ2 � 4xy
q

ðxþm2
qÞðyþM2Þ ;

(A30)

with a similar integral for S0ðMÞ, but with mq replaced by

M0. Then, by calculating T
ð0Þ
d defined in (A7) with the same

cutoff�, one can look for the range of� where S0FðM;mqÞ
is insensitive to the variation of �. In this work we have
used � 2 ½600; 800� GeV.
The finite part of the setting-sun integral with one

statistical factor factorizes upon integration over k0 due
to the Dirac delta’s of the free spectral functions and
one has

S�;1F ðM;mqÞ ¼ ~I0Fðk2 ¼ M2; mqÞT�ðMÞ
þ 2I0q�;Fðk2 ¼ m2

qÞ ~T�ðmqÞ: (A31)

After performing the frequency and angular integrals in the
part of the setting-sun integral containing two statistical
factors one obtains

S�;2ðM;mqÞ ¼ � 1

64�4

1

Nc

XNc

i¼1

Z 1

0
djkj

Z 1

0
jqjjkjjqj

�
� 2

E1E
ð~fþi ðE1Þ þ ~f�i ðE1ÞÞfðEÞ

�
�
ln

��������ðE1 þ EÞ2 � E2þ
ðE1 þ EÞ2 � E2�

��������þ ln

��������ðE1 � EÞ2 � E2þ
ðE1 � EÞ2 � E2�

��������
�
þ 1

E1E2

�
ð~fþi ðE1Þ~f�i ðE2Þ þ ~f�i ðE1Þ~fþi ðE2ÞÞ

� ln

��������ðE1 þ E2Þ2 � �E2þ
ðE1 þ E2Þ2 � �E2�

��������þð~fþi ðE1Þ~fþi ðE2Þ þ ~f�i ðE1Þ~f�i ðE2ÞÞ ln
��������ðE1 � E2Þ2 � �E2þ
ðE1 � E2Þ2 � �E2�

��������
��
; (A32)

where E1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

q

q
, E2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 þm2

q

q
, E ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q2 þM2
p

, and E� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðjkj � jqjÞ2 þM2
p

, �E� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðjkj � jqjÞ2 þm2

q

q
.

For the terms containing one fermionic statistical factor the sum over color indices will give the functions ~f�� introduced
in (A4). For the terms containing two fermionic statistical factors one introduces the notation X� ¼ exp½�ðE1 	�qÞ� and
Y� ¼ exp½�ðE2 	�qÞ� and writes the statistical factors in terms of the Polyakov-loop operator. One obtains

1

Nc

XNc

i¼1

~fþi ðE1Þ~f�i ðE2Þ ¼ 1

Nc

XNc

i¼1

trc

�
1

LXþ þ 1

1

LyY� þ 1

�

¼ 1þ XþY�ð1þ XþY�Þ þ ��½2Y�ð1þ XþY�Þ þ X2þ� þ�½2Xþð1þ XþÞ þ Y2�� þ 3� ��XþY�
ðX3þ þ 3 ��X2þ þ 3�Xþ þ 1ÞðY3� þ 3�Y2� þ 3 ��Y� þ 1Þ :

(A33)

For the term with ~f�i ðE1Þ~fþi ðE2Þ one obtains the same expression, but with Xþ replaced by Yþ and Y� replaced by X�.
Similarly, one has

1

Nc

XNc

i¼1

~fþi ðE1Þ~fþi ðE2Þ

¼ 3 ��2X2þY2þ þ 6�2XþYþ þ ð3� ��� 1ÞXþYþðXþ þ YþÞ þ 2�ðXþ þ Yþ � X2þY2þÞ þ ��ðXþ � YþÞ2 þ 1

ðX3þ þ 3 ��X2þ þ 3�Xþ þ 1ÞðY3þ þ 3 ��Y2þ þ 3�Yþ þ 1Þ ;

(A34)
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and for the term with ~f�i ðE1Þ~f�i ðE2Þ one has the same
expression, but with �� interchanged with �, and Xþ
replaced by X� and Yþ replaced by Y�. We note here
that, as one can see by setting � ¼ �� ¼ 0, the expression
on the right-hand side of (A34) can be negative and in
consequence it does not allow for an interpretation in terms
of distribution functions.

When the approximation GðkÞ ! DðkÞ is used, the
setting-sun integral defined in (A20) appears also in the
expression of the quark-pion two-loop integral of (18)
which reads

I2 ¼ � ffiffiffiffi
N

p g2

2
i trD;c

Z
k

Z
p
�5DðkÞ�5Dðkþ pÞG�;lðpÞ

¼ g2
ffiffiffiffi
N

p
Nc½ ~T2ðmqÞ � 2 ~TðmqÞTðMÞ �M2SðM;mqÞ�;

(A35)

where depending on the approximation on the pion propa-
gatorM satisfies either one of the gap equations (32), (33),
and (43a) or the relation M2 ¼ h=v. Here, we introduced
the integral

~T 2ðmqÞ ¼ 1

Nc

XNc

i¼1

�
�i

Z
k

Z
q
D0ðkÞD0ðqÞ

�
; (A36)

which, after performing the Matsubara sums, can be
written as

~T2ðmqÞ ¼ ~T0
2ðmqÞ þ ~T�;1

2 ðmqÞ þ ~T�;2
2 ðmqÞ; (A37a)

~T0
2ðmqÞ ¼ ð ~TðmqÞÞ2; ~T�;1

2 ðmqÞ ¼ 2 ~T0ðmqÞ ~T�ðmqÞ
(A37b)

~T�;2
2 ðmqÞ ¼ 1

16�4

Z 1

0
djkj

Z 1

0
djqj

� k2q2

E1E2

X
r;s¼�

�
1

Nc

XNc

i¼1

~fri ðE1Þ~fsi ðE2Þ
�
; (A37c)

where E1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þm2

q

q
, E2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 þm2

q

q
, and the color

sums are given in (A33) and (A34). In terms of the quan-
tities defined in (A37) the derivative with respect to� of I2
appears in (55).
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[28] T. Kähärä and K. Tuominen, Phys. Rev. D 78, 034015
(2008).

[29] E. Nakano, B.-J. Schaefer, B. Stokic, B. Friman, and K.
Redlich, Phys. Lett. B 682, 401 (2010).

[30] V. Skokov, B. Stokic, B. Friman, and K. Redlich, Phys.
Rev. C 82, 015206 (2010).

[31] V. Skokov, B. Friman, E. Nakano, K. Redlich, and B.-J.
Schaefer, Phys. Rev. D 82, 034029 (2010).

[32] T. Herbst, J. Pawlowski, and B.-J. Schaefer,
arXiv:1008.0081.

[33] B.-J. Schaefer, M. Wagner, and J. Wambach, Phys. Rev. D
81, 074013 (2010).

[34] H. Mao, J. Jin, and M. Huang, J. Phys. G 37, 035001
(2010).

[35] U. S. Gupta and V.K. Tiwari, Phys. Rev. D 81, 054019
(2010).

[36] A. J. Mizher, M.N. Chernodub, and E. S. Fraga,
arXiv:1004.2712.
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[55] S. Rößner, C. Ratti, and W. Weise, Phys. Rev. D 75,

034007 (2007).
[56] K. Fukushima, Phys. Rev. D 77, 114028 (2008).
[57] W.A. Bardeen and B.W. Lee, Phys. Rev. 177, 2389

(1969).
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