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We study the phase diagram of two-flavor dense QCD at finite isospin and baryon chemical potentials in

the framework of the Nambu–Jona-Lasinio model. We focus on the case with arbitrary isospin chemical

potential �I and small baryon chemical potential �B � �
�
B where �

�
B is the critical chemical potential

for the first-order chiral phase transition to happen at �I ¼ 0. The �I ��B phase diagram shows a rich

phase structure since the system undergoes a crossover from a Bose-Einstein condensate of charged pions

to a BCS superfluid with condensed quark-antiquark Cooper pairs when �I increases at �B ¼ 0, and

a nonzero baryon chemical potential serves as a mismatch between the pairing species. We observe a

gapless pion condensation phase near the quadruple point ð�I; �BÞ ¼ ðm�;MN � 1:5m�Þ where m�, MN

are the vacuum masses of pions and nucleons, respectively. The first-order chiral phase transition becomes

a smooth crossover when �I > 0:82m�. At very large isospin chemical potential, �I > 6:36m�, an

inhomogeneous Larkin-Ovchinnikov-Fulde-Ferrell superfluid phase, appears in a window of �B, which

should in principle exist for arbitrary large �I. Between the gapless and the Larkin-Ovchinnikov-Fulde-

Ferrell phases, the pion superfluid phase and the normal quark matter phase are connected by a first-order

phase transition. In the normal phase above the superfluid domain, we find that charged pions are still

bound states even though �I becomes very large, which is quite different from that at finite temperature.

Our phase diagram is in good agreement with that found in imbalanced cold atom systems.
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I. INTRODUCTION

Quantum chromodynamics (QCD) at finite density pos-
sesses a richer phase structure than we expected since color
superconducting phases can appear at large baryon density
due to the attractive color force between quarks [1,2].
However, the lattice simulation of QCD so far can not be
successfully carried out at large baryon chemical potential
and low temperature due to the sign problem [3], i.e., the
fermion determinant is not positive definite in the presence
of a nonzero baryon chemical potential �B. On the other
hand, QCD itself has other conserved charges, such as
isospin in the two-flavor case. QCD at finite isospin den-
sity, which cannot be realized in a realistic world due to the
electromagnetic and weak interactions, serves as an ideal
case for lattice study of QCD at finite density [4,5]. Lattice
simulation at finite isospin chemical potential �I confirms
that the system undergoes a second-order phase transition
to a pion superfluid phase at a critical isospin chemical
potential �c

I ’ m� where m� is the pion mass in vacuum
[5], which is consistent with the calculations in effective
models [6,7]. Isospin matter and pion superfluid have also
been studied using holographic QCD models [8]. It is
believed that the isospin matter will undergo a smooth
crossover from a Bose-Einstein condensate of tightly

bound pions to a BCS superfluid with condensed
quark-antiquark Cooper pairs [4,9–11]. This crossover

is shown to take place at �I ’ ð2MNm
2=3
� Þ1=3 ’ 1:67m�

[9,10] in the framework of the Nambu–Jona-Lasinio
(NJL) model [12] with quarks as elementary blocks. In
condensed matter physics, such a phenomenon was dis-
cussed many years ago [13] and has been realized in
laboratory with cold fermionic atoms via the technology
of Fechbach resonance [14]. Possible BEC-BCS crossover
and the associated pseudogap phenomenon in the phase
diagram of quark matter have been investigated in recent
years [15,16].
In addition to the idealized case where fermions form

coherent pairs and condense on a uniform Fermi surface,
the effect of Zeeman energy splitting H between spin-up
and -down electrons on BCS superconductivity was known
many years ago [17]. At a critical Zeeman field or the so-
called Chandrasekhar-Clogston (CC) limit Hc ¼ 0:707�0

where �0 is the zero temperature gap, a first-order phase
transition from the gapped BCS state to the normal state
occurs. Further theoretical studies showed that the inho-
mogeneous Larkin-Ovchinnikov-Fulde-Ferrell (LOFF)
state [18,19] may survive in a narrow window between
Hc and HLOFF ¼ 0:754�0. However, since the thermody-
namic critical field is much smaller than the CC limit due
to the strong orbit effect [17], it is hard to observe the CC
limit and the LOFF state in ordinary superconductors.*yxliu@pku.edu.cn
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In the scenario of color superconductivity in dense quark
matter, the presence of large strange quark mass or isospin
chemical potential (equal to the electron chemical poten-
tial) due to �-equilibrium naturally serves as a mismatch
between the pairing quark species and there is no complex
orbit effect since the mismatch is between different quark
flavors [20]. The effect of mismatched Fermi surfaces on
the ground state of dense quark matter has been investi-
gated in many works [20–22]. However, most of them
focus on the weak coupling case. In the scenario of pion
superfluidity at finite isospin density, the baryon chemical
potential plays naturally the role of mismatch [4,9,23]. The
phase structure in the�I ��B plane can be very rich since
the system undergoes a BEC-BCS crossover when the
isospin chemical potential increases.

The effect of Zeeman splitting or population imbalance
on the BEC-BCS crossover has been widely investigated in
the cold atom scenario in recent years [24–29]. Theoretical
works predict a uniform gapless superfluid phase in the
strong coupling (BEC) limit and an inhomogeneous LOFF
phase in the weak coupling region [25–28]. However, what
occurs in the crossover region is not quite clear. So far the
observation of phase separation in cold atom experiments
[24] supports the fact that the superfluid phase undergoes a
first-order phase transition into the normal phase around
the unitary limit and no exotic pairing states are observed
there. There also arises a uniform gapless phase, which is
called the Sarma phase [30], in the weak coupling region.
However, it was found many years ago that the Sarma state
corresponds to the maximum of the grand potential and
hence is unstable (Sarma instability) [30]. Such a uniform
gapless phase promoted great interest due to the work of
interior gap superfluidity [31] or breached pairing super-
fluidity [32]. However, it is found that the stability of such a
phase demands special conditions [32]. The appearance of
a uniform gapless phase was also predicted in two-flavor
dense quark matter, where the Sarma instability can
be removed via the charge neutrality constraint [21].
However, it was soon found that the gapless phase suffers
from other types of instability, such as imaginary Meissner
mass [22] or negative superfluid density [33]. The lesson is
that the constraints like charge neutrality in quark matter
and fixing particle numbers in cold atoms cannot essen-
tially stabilize the phase which corresponds to the maxi-
mum of the grand potential [32,34]. To find the real ground
state, one should first study the grand canonical phase
diagram with all possible bulk phases with fixed chemical
potentials. The bulk phase is stable only when it is built at
the global minimum of the grand potential. However, it is
not easy to do this, since we may miss some bulk phases in
our ansatz and then the analysis is probably not completed.

To shed light on the complete phase diagram of the
quark matter at finite isospin and baryon chemical poten-
tials, we investigate the�I ��B phase diagram in the two-
flavor Nambu–Jona-Lasinio model in this paper. The NJL

model is a suitable model to study BEC-BCS crossover
phenomenon at finite isospin density since pions are
treated as composite bound objects in the vacuum
[35,36]. In our analysis, we include all known bulk phases:
uniform superfluid phase, inhomogeneous LOFF phase and
normal phase. We also consider possible chiral phase
transition [36,37] and quantum phase transition between
superfluid phases with different Fermi surface topology
[38]. The phase diagram we obtained is shown in Fig. 1.
We find that a gapless pion condensed phase (GPC)
appears near the quadruple point ð�I; �BÞ ¼ ðm�;MN �
1:5m�Þ. The gapless phase ceases to exist near the BEC-
BCS crossover, namely, it exists only in the BEC region.
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FIG. 1 (color online). Survey of our presently obtained phase
diagram of quark matter in terms of the isospin chemical
potential (�I) and the baryon chemical potential (�B) in the
two-flavor Nambu–Jona-Lasinio model. The �I and �B are in
unit of pion mass, nucleon mass, respectively. Solid, dashed, and
dash-dotted lines stand for first-, second-, and third-order phase
transitions, respectively. The Roman numbers denote different
phases: I—vacuum, II—pion superfluid, III—gapless pion con-
densate, IV—LOFF phase, V—normal isospin asymmetric
quark matte, and VI—normal quark matter in the presence of
a Fermi surface for antiquarks. The dotted lines represent the
BEC-BCS crossover. The BEC (BCS) region is located on the
left (right) of the dotted line in the upper (lower) panel, respec-
tively. Between the BEC and BCS domains the superfluid matter
is in a crossover state.
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In particular, the phase diagram near the quadruple point is
quite similar to that found in cold fermionic atoms [26]. At
very large isospin chemical potential, �I > 6:36m�, an
inhomogeneous LOFF superfluid phase appears in a win-
dow of �B, which should in principle exist for arbitrary
large �I. Between the gapless and LOFF phases, the pion
superfluid phase and the normal quark matter phase are
connected by a simple first-order phase transition. We also
observe that the first-order chiral phase transition turns out
to be a smooth crossover when �I > 0:82m�.

The paper is organized as follows. In Sec. II, we review
the formalism of pion condensation in the NJL model at
finite isospin chemical potential �I and baryon chemical
potential �B, and explain the BEC-BCS crossover phe-
nomenon when�I increases. In Sec. III, we investigate the
phase diagram near the critical isospin chemical potential
�I ¼ m� and discuss the possible quantum phase transi-
tion and chiral phase transition. In Sec. IV, we evaluate the
inhomogeneous LOFF phase at large �I. In Sec. V, we
discuss the properties of charged pion modes in the normal
quark matter phase. Finally, in Sec. VI, we give a summary.

II. NJL MODEL AT FINITE ISOSPIN
CHEMICAL POTENTIAL �I: FROM PION
TO QUARK–ANTIQUARK CONDENSATES

We first review in this section the Nambu–Jona-Lasinio
(NJL) model description of QCD at finite isospin density
[7]. The Lagrangian density of the two-flavor NJL model is
defined as

L NJL ¼ �c ði��@� �m0Þc þG½ð �c c Þ2 þ ð �c i�5�c Þ2�:
(1)

Here the current quark mass m0, the coupling constant G
and a momentum cutoff � are model parameters deter-
mined by QCD vacuum phenomenology. The scalar and
pseudoscalar interactions in the bracket correspond to
�-meson and pion excitations. For vanishing current quark
mass m0, the NJL Lagrangian possesses the same global
symmetry UBð1Þ � SULð2Þ � SURð2Þ as the QCD

Lagrangian, corresponding to baryon number symmetry,
isospin symmetry and chiral symmetry, respectively. In the
physics vacuum, the symmetry SULð2Þ � SURð2Þ is spon-
taneously broken down to SULþRð2Þ by a nonzero chiral
condensate h �c c i � 0, associated with three massless
pions as the Goldstone bosons. In the presence of a small
nonzero current quark mass, the pions become pseudo-
Goldstone bosons with a mass much smaller than other
hadrons.
To calculate the effective action at finite chemical po-

tential and finite temperature, we start with the partition
function defined as

ZNJLðT; V;�I; �BÞ ¼
Z
½d �c �½dc �

� exp

�Z �

0
d�

Z
d3rðLNJL þ �c �̂ �0c Þ

�
; (2)

where �̂ ¼ diagð�u;�dÞ is the chemical potential matrix
and the chemical potentials for u- and d-quarks are
defined as

�u ¼ �B

Nc

þ�I

2
; �d ¼ �B

Nc

��I

2
; (3)

with Nc ¼ 3, the number of color. Here �I, �B is the
isospin chemical potential, the baryon chemical potential
introduced corresponding to the conserved isospin charge
I3 ¼

R
d3r �c�0�3c =2, and the baryon number B ¼R

d3r �c�0c =Nc, respectively. For the case at small enough

baryon chemical potential, �B <�
�
B, where �

�
B is the

critical baryon chemical potential for the first-order chiral
phase transition to take place at�I ¼ 0, we do not consider
the possibility of a diquark condensate. The effective action
for a four-fermion interaction theory can be derived using a
modern functional integral method. Introducing the auxil-
iary meson fields �ð�; rÞ and �ð�; rÞ, which satisfy the
equations of motion � ¼ �2G �c c , � ¼ �2G �c i�5�c ,
respectively, we obtain from the Stratonovich-Hubbard
transformation

ZNJLðT; V;�I; �BÞ ¼
Z
½d �c �½dc �½d��½d�� exp

�Z �

0
d�

Z
d3rLeff½ �c ; c ; �;��

�
;

Leff½ �c ; c ; �;�� ¼ �cK½�;��c � �2 þ �2

4G
;

K½�;�� ¼ i��@� �m0 þ�I

2
�0�3 þ�B

Nc

�0 � ð�þ i�5� � �Þ:

(4)

Integrating out the quark degree of freedom, we obtain
the effective action including only bosonic degrees of
freedom as

ZNJLðT; V;�I; �BÞ ¼
Z
½d��½d��e�Seff ½�;��; (5)

with

S eff½�;��¼
Z �

0
d�
Z
d3r

�2þ�2

4G
�TrlnK½�;��: (6)

To make the physical picture more clear, we define the

charged pion fields ��ð�; rÞ ¼ ð�1 � i�2Þ=
ffiffiffi
2

p
, or the
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auxiliary pairing fields �ð�; rÞ and ��ð�; rÞ, as those in
BCS theory,

�ð�; rÞ ¼ ffiffiffi
2

p
�þð�; rÞ ¼ �4G �ui�5d;

��ð�; rÞ ¼ ffiffiffi
2

p
��ð�; rÞ ¼ �4G �di�5u:

(7)

Then the two-flavor forms a Nambu-Gorkov space like in
the relativistic BCS theory [2]. In this space, the fermion
matrix K can be expressed in a BCS form

K ¼
i��@� �m0 þ

�
�B

Nc
þ �I

2

�
�0 � �� i�5�0 �i�5�

�i�5�
� i��@� �m0 þ

�
�B

Nc
� �I

2

�
�0 � �þ i�5�0

0
BB@

1
CCA: (8)

The effective action cannot be evaluated exactly in the
3þ 1 dimension. In this paper we adopt the 1=Nc expan-
sion. First we consider the zeroth order of the effective
action, where the auxiliary meson fields are replaced by
their expectation values, which are determined by the
saddle point conditions,

�Seff½�;��
��

¼ 0;
�Seff½�;��

��
¼ 0: (9)

In the vacuum, the ansatz for the expectation values of the
composite meson field �c c and �c i�5�c are taken to be
h �c c i � 0 and h �c i�5�c i ¼ 0, which means the sponta-
neous breaking of the chiral symmetry when m0 ¼ 0.
However, in presence of a nonzero isospin chemical po-
tential �I, the original symmetry group SULð2Þ � SURð2Þ
at m0 ¼ 0 explicitly breaks down to a subgroup ULð1Þ �
URð1Þ ’ UIð1Þ � UIAð1Þ, with the generator being the third
component of the isospin charge I3 and the corresponding

field transformation being c ! e�i	�3=2c and c !
e�i�5	

0�3=2c . Thus at sufficiently large �I, we should con-
sider the possibility h �c i�5�3c i ¼ 0 and h �ui�5di � 0,
which further breaks the UIð1Þ symmetry and corresponds
to a Bose condensate of charged pions at low density. Thus
we take the following Ansätze for the field expectation
values:

h �c c i ¼ h �uui þ h �ddi � 0;

h �ui�5di ¼ h �di�5ui� � 0:
(10)

Equivalently, we write


 ¼ h�i ¼ �2Gh �c c i; (11)

and

h�i ¼ �4Gh �ui�5di ¼ �ei�;

h��i ¼ �4Gh �di�5ui ¼ �e�i�:
(12)

Here the phase angle � of the condensate corresponds to
the direction of spontaneous breaking of UIð1Þ symmetry.
For a homogeneous ground state, we can consider � ¼ 0
without loss of generality, which is equivalent to the gauge

h �c i�5�1c i ¼ � �

2G
; h �c i�5�2c i ¼ 0: (13)

Once the expectation values 
 and� are determined by the
stationary conditions, one can evaluate the effective action
around the mean field to higher order, corresponding to
mesonic fluctuations. In this paper, we focus on the phase
structure at zero temperature and the effect of mesonic
fluctuations will not be taken into account. At finite tem-
perature, the effect of mesonic fluctuations may be
significant.
Let us at first discuss the �B ¼ 0 case. At zero tempera-

ture, the zeroth order effective action Sð0Þ
eff or the mean field

thermodynamic potential � ¼ Sð0Þ
eff=�V (V ! 1 is the

volume of the system) can be evaluated as

�ðM;�Þ¼ðM�m0Þ2þ�2

4G
�2Nc

Z � d3k

ð2�Þ3

�
2
4 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

Ek��I

2

�
2þ�2

s
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ekþ�I

2

�
2þ�2

s 3
5;

(14)

where Ek ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þM2

p
with the dynamical quark mass

M ¼ m0 þ 
. Here we employ a three-momentum cutoff
� to regularize the integral. In the numerical calculations,
we take m0 ¼ 5 MeV, G ¼ 4:93 GeV�2 and � ¼
653 MeV, which fit the pion mass m� ¼ 134 MeV, pion
decay constant f� ¼ 93 MeV, and the chiral condensate
h �uui ¼ ð�250 MeVÞ3 in the vacuum [35]. In this case, we
have a constituent quark massM� ¼ 313 MeV ¼ MN=3 in
the vacuum.
The ground state at finite �I is determined by minimiz-

ing the effective potential (in Eq. (14)) with respect to M
and �, or solving the equations of the saddle point con-
ditions (in Eq. (9)). The numerical results are shown in
Fig. 2(a). Independent of the model parameter set, there
exists a second-order phase transition from the vacuum to a
pion superfluid phase with � � 0 at a critical isospin
chemical potential exactly equal to the vacuum pion
mass m�, and the chiral quark condensate as well as the
dynamical quark mass decrease gradually with the increase
of �I, which in our numerical results is in good agreement
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with the chiral rotation behavior h �c c i�I
=h �c c i0 ¼

m2
�=�

2
I [4].

To investigate the single-particle (quark) excitation
spectrum, one has to know the quark propagator. The quark
propagator Gði!n;kÞ in momentum space can be eval-
uated as

G ði!n;kÞ ¼ 1

ði!nÞ2 � ðE�
k Þ2

� ði!n þ ��
k Þ�þ

k�0 �i��þ
k�5

�i���
k�5 ði!n � ��

k Þ��
k�0

� �

þ 1

ði!nÞ2 � ðEþ
k Þ2

� ði!n � �þ
k Þ��

k�0 �i���
k�5

�i��þ
k�5 ði!n þ �þ

k Þ�þ
k�0

� �
;

(15)

with the notations E�
k ¼ ½ð��

k Þ2 þ�2�1=2, ��
k ¼

Ek ��I=2, and the massive energy projector ��
k ¼ 1

2 �
ð1� �0ð��kþMÞ

Ek
Þ. The quasiparticle excitation spectrum is

given by the poles of the propagator,

!1;2ðkÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek ��I

2

�
2 þ�2

s
;

!3;4ðkÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek þ�I

2

�
2 þ�2

s
:

(16)

The single-particle excitation gap �ex is defined by the
minimum of the above dispersions, �ex ¼ minkfj!1;2;3;4jg,
and can be written in a compact form

�exð�IÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
M0 ��I

2

�
2
�

�
M0 ��I

2

�
þ �2

0

s
; (17)

where M0 and �0 stand for the real minimum of the grand
potential at �B ¼ 0. It is indeed the excitation gap of the

branch !1;2. The numerical results of its isospin chemical

potential dependence are shown in Fig. 2(b). It is apparent
that there is a characteristic change of the excitation spec-
trum at another critical isospin chemical potential �0

I

defined by the relation Mð�IÞ ¼ �I=2. Using the chiral

rotation behavior of Mð�IÞ, one finds �0
I ¼ ð2M�m2

�Þ1=3.
For our model parameter set we obtain �0

I ¼ 1:67m�,

which is in good agreement with the numerical results.
In the case m� <�I <�0

I , the minimum of the disper-

sions j!1;2j is still located at jkj ¼ 0, and the excitation

gap is not equal to the superfluid order parameter, �ex ¼
½ðM0 ��I=2Þ2 þ�2

0�1=2. While for �I >�0
I , the mini-

mum is shifted to a nonzero momentum jkj ¼ ð�2
I =4�

M2
0Þ1=2 which leads to a BCS-like behavior, and the exci-

tation gap becomes equal to the superfluid order parameter
�0. Such a behavior, in the condensed matter physics point
of view [13,25], indicates that the system undergoes a
BCS-BEC crossover at approximately �I ¼ �0

I . Ap-

proaching the BEC limit �I ! m�, the ground state is
indeed a Bose condensate of weakly repulsive pions of
which the equation of state is shown to be consistent with
the Lee-Huang-Yang theory with a repulsive scattering
length a ¼ m�=ð16�f2�Þ even within the NJL mean field
[39]. In the opposite limit �I 	 m�, the ground state
should be a BCS superfluid with condensed quark-
antiquark Cooper pairs [4]. In our NJL approach, the real
BCS limit cannot be reached, and in a wide region of �I,
the system should be in a strongly coupled BCS state.

III. PHASE STRUCTURENEAR�I ¼ m�: GAPLESS
PION CONDENSATE

We now turn on a nonzero baryon chemical potential
�B. In this case, the quark propagator Gði!n;kÞ in mo-
mentum space takes the same form as Eq. (15) but with the
replacement i!n ! i!n þH where we have defined H 

�B=Nc. Then the quasiparticle excitation spectra read
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FIG. 2. (a) The isospin chemical potential �I dependence of the dynamical quark mass M and the superfluid order parameter � (the
M and � are in unit of the dynamical quark mass M� in vacuum, the �I is in unit m�). (b) The isospin chemical potential �I

dependence of the single-particle excitation gap �ex (in unit M�).
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!1ðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek ��I

2

�
2 þ�2

s
�H;

!2ðkÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek ��I

2

�
2 þ �2

s
�H;

!3ðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek þ�I

2

�
2 þ �2

s
�H;

!4ðkÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek þ�I

2

�
2 þ �2

s
�H:

(18)

Unlike the case of �B ¼ 0 where all quasiparticles are
gapped, it is now possible to find gapless quasiparticles
with nonvanishing superfluid order parameter �. The gap-
less quasiparticles appear when the mismatch H satisfies
the relation

H >

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
M��I

2

�
2
�

�
M��I

2

�
þ �2

s
; (19)

whereM and� are the solutions which minimize the grand
potential at given H. Since we consider �B > 0 without
loss of generality, only branches !1 and !3 are possible
candidates for the gapless quasiparticles. All possible gap-
less phases can be sorted via defining the following pos-
sible gapless surfaces in momentum space:

k1 ¼ M
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
1 � 1

q
; k2 ¼ M

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
2 � 1

q
; (20)

with


1 ¼ �I=2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 ��2

p

M
; 
2 ¼ �I=2þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 ��2

p

M
:

(21)

Then we have the following three possible types of gapless
phases. Type 1: j
1j< 1 and j
2j> 1. In this case, only the
branch !1 has one gapless node k2; the other branches are
all gapped.
Type 2: 
1 > 0 and j
1;2j> 1. In this case, only the

branch !1 has two gapless nodes k1 and k2; the other
branches are all gapped.
Type 3: 
1 < 0 and j
1;2j> 1. In this case, the branch!1

has a gapless node k2, and the branch!3 has a gapless node
k1; the other branches are all gapped.
In this section, we focus on the BEC region where �I *

m�. Since M>�I=2, we have j
1j< 1 and hence the
possible gapless phase should be of Type 1. This can be
understood by the BEC nature of the quasiparticles. AtH ¼
0, the minimum of the dispersion j!2j is located at k ¼ 0,
then a nonzeroH will shift the dispersion to cross the! ¼ 0
axis. We call this phase the gapless pion condensate (GPC).

A. Phase diagram: Numerical results

To identify the appearance of the GPC phase in the�I �
�B phase diagram, we analyze the behavior of the effec-
tive potential �ðM;�Þ with increasing H. At finite
baryon chemical potential �B, the effective action can be
written as

�ðM;�Þ ¼ ðM�m0Þ2 þ �2

4G
� 2Nc

Z � d3k

ð2�Þ3 �
2
4 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

Ek ��I

2

�
2 þ �2

s
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek þ�I

2

�
2 þ �2

s 3
5

þ 2Nc

Z � d3k

ð2�Þ3
0
@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

Ek ��I

2

�
2 þ �2

s
�H

1
A�

0
@H�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek ��I

2

�
2 þ �2

s 1
A

þ 2Nc

Z � d3k

ð2�Þ3
0
@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

Ek ��I

2

�
2 þ �2

s
þH

1
A�

0
@�H �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek ��I

2

�
2 þ�2

s 1
A

þ 2Nc

Z � d3k

ð2�Þ3
0
@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

Ek þ�I

2

�
2 þ �2

s
�H

1
A�

0
@H�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek þ�I

2

�
2 þ �2

s 1
A

þ 2Nc

Z � d3k

ð2�Þ3
0
@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

Ek þ�I

2

�
2 þ �2

s
þH

1
A�

0
@�H �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek þ�I

2

�
2 þ�2

s 1
A: (22)

According to our discussion above, the last three terms do
not contribute to the GPC and can be safely neglected.
Analyzing the variation behavior of the thermodynamic
potential�ðM;�Þ with respect to H, we can determine the
phase boundary between the superfluid phase (with� � 0)
and the normal phase (with � ¼ 0) according the Landau
criterion of phase transition.

The numerical result of the phase diagram in terms of�I

and �B in our model parameter set is illustrated in Fig. 3.

It is evident that there exist four phases in the phase
diagram: (1) the pion condensed phase with gapped
single-particle excitations; (2) the gapless pion condensate
with gapless single-particle excitations; (3) the normal
phase with nonzero baryon density; and (4) the vacuum
with zero baryon density.
The superfluid to normal phase transition is second order

when �I approaches m�, but becomes first order when �I

exceeds a critical value, which means that the point at the

CHENG-FU MU, LIAN-YI HE, AND YU-XIN LIU PHYSICAL REVIEW D 82, 056006 (2010)

056006-6



superfluid-normal phase boundary shown by a blue dot in
Fig. 3 is a tricritical point. For several model parameter sets
used in literature, we find that the value of �I at the
tricritical point is less than �0

I where BCS-BEC crossover

takes place. While the location of the tricritical point is
model-parameter dependent, its appearance seems un-
avoidable, since at small enough H (H <M� �m�=2,
see below) the vacuum-superfluid phase transition which
takes place at �I ¼ m� should be of second order, and at
large �I the superfluid-normal phase transition is well
known of first order.

On the other hand, the superfluid domain can be sepa-
rated into the BEC phase with gapped single-particle ex-
citations and the GPC phase with gapless single-particle
excitations according to the criterion in Eq. (19). The
boundary which denotes the gapped-gapless transition is
shown in Fig. 3 by a dash-dotted line above the BEC
region. According to the Landau criterion, there may not
exist a phase transition since the superfluid order parameter
does not undergo a characteristic change. However, as we
will show below, there does exist a third-order phase
transition from the BEC phase to the gapless phase. An
interesting phenomenon is that the BEC-GPC phase tran-
sition takes place just when the mismatchH becomes equal
to the single-particle excitation gap�exð�IÞ atH ¼ 0. That
is, if we use the dimensionless parameter � ¼ H=�exð�IÞ
on the vertical axis, as employed in Ref. [25], the BEC-
GPC phase transition takes place just at � ¼ 1. At �I ¼
m� we have �ex ¼ M� �m�=2, hence all the four phases
(BEC, GPC, normal, and vacuum) meet at a quadruple
point ð�I; HÞ ¼ ðm�;M

� �m�=2Þ shown by a green dot
in Fig. 3. At larger isospin chemical potential, the window
of the gapless phase becomes closed, and the gapped-
gapless boundary and the first-order phase transition line
meet at a triple point shown by a pink dot in Fig. 3.

On the other side �I <m�, there exists a first-order
chiral phase transition line which ends up at a critical
endpoint shown by a brown dot in Fig. 3 and a third-order

phase transition line which separates the vacuum with zero
baryon density and the normal matter phase with nonzero
baryon density. The latter transition, which in realistic QCD
may be replaced by a first-order phase transition, has the
same nature as the BEC-GPC phase transition. The two-
flavor color superconducting (2SC) phase can appear above
the first-order chiral phase transition line, and disappears
when �I becomes sufficiently large since �I plays the role
of Fermi surface mismatch between u and d quarks. For a
simple estimation, we adopt the color superconducting gap
to be �csc � 100 MeV at H � ð300–500Þ MeV, the 2SC
phase thus disappears at �I=2 ’ 0:707�csc � 70 MeV.
Therefore, our phase diagram will not change even though
the 2SC phase is taken into account.

B. Superfluid-normal phase transition
and tricritical point

To ensure the existence of a tricritical point and give a
more precise determination of its location, we implement
the Ginzburg-Landau theory. Keep in mind that near the
second-order phase transition, the superfluid order parame-
ter � approaches zero continuously and the dynamical
quark mass M can be treated as a function of �2 through
the gap equation @�=@M ¼ 0. Since the grand potential is
a function of �2, we can write� ¼ �ð�2;Mð�2ÞÞ and the
chemical potentials �I and �B can be treated as external
parameters.
Expanding the grand potential in terms of �2 up to the

order �6, we have

�ð�2;Mð�2ÞÞ ¼ �ð0;Mð0ÞÞ
þ 1

2
	�2 þ 1

4
��4 þ 1

6
��6: (23)

The coefficients 	, � and � can be derived from the
derivative expansion method based on the path integral
representation in Eq. (5), however, more directly from
the grand potential in Eq. (22). Taking the definition of
the Taylor expansion and the gap equation @�=@M ¼ 0
into account, we obtain

	

2
¼ d�

d�2
¼ @�

@�2
þ @�

@M

dM

d�2
¼ @�

@�2
;

�

2
¼ d2�

dð�2Þ2 ¼
@2�

@ð�2Þ2 þ
@2�

@�2@M

dM

d�2
:

(24)

All derivatives should take their values at � ¼ 0, but we
neglect this notation here and in the following. To evaluate
the quantity dM=d�2, we employ the derivative of the gap
equation @�=@M ¼ 0 with respect to �2 and find

@

@�2

@�

@M
þ @

@M

�
@�

@M

�
dM

d�2
¼ 0: (25)

We obtain then

�

2
¼ @2�

@ð�2Þ2 �
�

@2�

@�2@M

�
2
�
@2�

@M2

��1
: (26)
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FIG. 3 (color online). Calculated phase diagram in terms of �I

and �B near the critical isospin chemical potential �c
I ¼ m�.
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Thus the coefficients 	 and � can be calculated with the following results:

@�

@�2
¼ 1

4G
� Nc

X
e¼�

Z � d3k

ð2�Þ3
�ðH þ �e

kÞ ��ðH � �e
kÞ

�e
k

;

@2�

@ð�2Þ2 ¼
Nc

2

X
e¼�

Z � d3k

ð2�Þ3
�
�ðH þ �e

kÞ ��ðH � �e
kÞ

ð�e
kÞ3

� �ðH � �e
kÞ þ �ðH þ �e

kÞ
ð�e

kÞ2
�
;

@2�

@�2@M
¼ Nc

X
e¼�

Z � d3k

ð2�Þ3
M

Ek

�
�ðH þ �e

kÞ ��ðH � �e
kÞ

ð�e
kÞ2

� �ðH � �e
kÞ þ �ðHþ �e

kÞ
�e
k

�
;

@2�

@M2
¼ m0

2GM
þ 2NcM

2
X
e¼�

Z � d3k

ð2�Þ3
�
�ðH þ �e

kÞ ��ðH� �e
kÞ

E3
k

� �ðH þ �e
kÞ þ �ðH � �e

kÞ
E2
k

�
:

(27)

The dynamical quark mass M in above expressions is self-consistently determined via the gap equation

@�

@M
¼ M�m0

2G
� 2NcM

X
e¼�

Z � d3k

ð2�Þ3
�ðH þ �e

kÞ ��ðH � �e
kÞ

Ek

¼ 0: (28)

While the expression of � is not shown here, we have
numerically checked that � > 0 is always satisfied.
Therefore the order of the phase transition depends only
on the signs of 	 and �. A second-order phase transition
requires that the 	 can change sign and �> 0 with respect

to the control parameter(s) and 	 ¼ 0 at the critical point.
The calculated results of the second-order phase transition
line predicted by Ginzburg-Landau theory are shown in
Fig. 4(a). It is apparent that such a result agrees well with
that via minimizing �ðM;�Þ. Notice that the condition
	 ¼ 0 is physically equivalent to the relation �c

I ¼
m�ð�I; HÞ where m�ð�I; HÞ is the in-medium pion mass.
Here we find that the critical isospin chemical potential
increases with the increasing of the baryon chemical po-
tential or density, which is consistent with that observed in
hadronic theories.
When � changes its sign, the second-order phase

transition turns to be first order, and the tricritical
point ð�tri

I ; �
tri
B Þ can be determined via the condition 	 ¼

� ¼ 0. For our model parameter set we get ð�tri
I ; H

triÞ ¼
ð160:5 MeV; 272:8 MeVÞ, which is in good agreement
with the numerical results. Since the phase transition
becomes of first order when �I >�tri

I , the baryon matter

with fixed baryon density �B can be composed of normal
baryon matter and pion condensed matter via phase equi-
librium condition. Recall that the isospin chemical
potential in neutron star matter can be as large as
200 MeV [40].

C. Gapless pion condensate and topological quantum
phase transition

The most interesting phase in the phase diagram shown
above is the gapless pion condensate, where the superfluid
order parameter remains finite but the single-particle exci-
tation in the lowest band becomes gapless. While we plot a
line to separate the gapped and gapless phases, whether
there is a phase transition in between remains a question
since the symmetry of the order parameter does not
change. In the following, we will identify the BEC-GPC
transition as a topological quantum phase transition and
determine the order of this phase transition.
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FIG. 4. (a) Calculated result of the second-order superfluid-
normal phase boundary in Ginzburg-Landau theory. (b) The
value of the coefficient � as a function of H along the second-
order phase transition line.
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First, we show the change in Fermi surface topology in
the lowest quasiparticle band, similar to the Lifshitz tran-
sition in ordinary metals and quantum phase transition in
non-s-wave fermion superfluids [41,42]. The zero tempera-

ture momentum distributions nI;BðkÞ for quarks with quan-
tum numbers (I, B) read [7]

n�1=2;1=3ðkÞ ¼ 1� 1

2

�
1þ Ek ��I=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðEk ��I=2Þ2 þ �2

p �
�ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEk ��I=2Þ2 þ �2

q
�HÞ;

n�1=2;�1=3ðkÞ ¼ 1

2

�
1� Ek ��I=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðEk ��I=2Þ2 þ�2

p �
�ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðEk ��I=2Þ2 þ�2

q
�HÞ:

(29)

In the gapped BEC phase we find that all momentum
distributions are smooth. However, in the gapless phase,
there forms a sharp Fermi surface at jkj ¼ k2 in the
distribution n1=2;1=3ðkÞ. More explicitly, in the gapless
phase, n1=2;1=3ðkÞ ¼ 1 and n1=2;�1=3ðkÞ ¼ 0 for jkj< k2,
and then jump to a smooth distribution when jkj> k2. In
Fig. 5 we illustrate an example of the calculated results of
the quasiparticle dispersion and the occupation number
probability of the momentum state. Because of the appear-
ance of a sharp gapless surface, the system generates a

nonzero baryon density due to the full occupation of the
quarks with ðI;BÞ ¼ ð1=2; 1=3Þ inside the gapless surface.
The critical mismatch Hc at which gapless single-particle
excitation appears, then becomes a quantum critical point
(QCP), and the system possesses different low-temperature
thermodynamic behavior for the two sides H <Hc and
H >Hc. For example, the low-temperature specific heat
CV has an exponential behavior CV / e��=T at H <Hc,
but becomes a linear function CV / T at H >Hc.
Second, to identify a phase transition and determine its

order we need to study the nonanalytical behavior of the
thermodynamic potential at the QCP with H ¼ Hc. (We
assume �I keeps being fixed without loss of generality.)
First, the quantum critical point with H ¼ Hc can be
shown to be Hc ¼ �exðH ¼ 0Þ. The argument is based
on two folds: (1) The order parameter � and the dynamical
quark massM are single-value functions of H at least near
the QCP. While this is hard to be proved, it is confirmed by
our numerical results; (2) For H <Hc, there always exists
solution � ¼ �0 and M ¼ M0. While, when H >Hc, it
should be changed and hence the lowest band quasiparticle
excitation becomes gapless. In Fig. 6(a) we display an
example of the obtained variation behaviors of the super-
fluid order parameter � and the dynamical quark mass M
with respect to the mismatchH. It shows evidently that the
gapless phase starts at H ¼ �ex.
It is obvious that the thermodynamic potential in the

gapped phase remains unchanged; then we have
d�n=dHn ¼ 0 when H ! H�

c for any integer n. Thus
the nonanalytical behavior should be demonstrated by the
value of d�n=dHn when H ! Hþ

c . Keeping in mind here
the order parameter � ¼ �ðHÞ and the dynamical quark
mass M ¼ MðHÞ are self-consistently determined as func-
tions of H, taking the first derivative we obtain

fðHÞ 
 d�

dH
¼ @�

@H
þ @�

@�

d�

dH
þ @�

@M

dM

dH

¼ � Nc

3�2

��
�I

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 � �2

p �
2 �M2

�
3=2

: (30)

Here we have made use of the saddle point condition
@�=@� ¼ @�=@M ¼ 0. Taking the limit H ! Hþ

c , we
have fðHÞ ¼ 0. Thus the first derivative is continuous.
The second derivative then reads
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FIG. 5. Calculated results of the lowest single-particle excita-
tion !1ðkÞ (panel (a)) and the corresponding particle occupation
numbers nðkÞ (panel (b)), at �I ¼ 150 MeV and H ¼
265 MeV. The numerical solutions for � and M are � ¼
140:7 MeV andM ¼ 271:3 MeV. The gapless surface is located
at k2 ’ 127 MeV.

EVALUATING THE PHASE DIAGRAM AT FINITE . . . PHYSICAL REVIEW D 82, 056006 (2010)

056006-9



gðHÞ 
 d2�

dH2
¼ @f

@H
þ @f

@�

d�

dH
þ @f

@M

dM

dH
: (31)

Notice that we have to evaluate d�=dH and dM=dH since
@f=@� and @f=@M are no longer zero. They can be
obtained from the stationary conditions. From @�=@� ¼
0 and @�=@M ¼ 0 we have

@

@H

@�

@�
þ @2�

@�2

d�

dH
þ @2�

@�@M

dM

dH
¼ 0;

@

@H

@�

@M
þ @2�

@M2

dM

dH
þ @2�

@M@�

d�

dH
¼ 0:

(32)

Then we have

gðHÞ ¼ @f

@H
� 1

detM

��
@f

@�

�
2
M11

þ
�
@f

@M

�
2
M22 � 2

@f

@�

@f

@M
M12

�
; (33)

where M is the stability matrix

M ¼
@2�
@M2

@2�
@M@�

@2�
@�@M

@2�
@�2

 !
: (34)

One can show that the second derivative is also continuous
at the QCP. The proof is based on the following two folds:
(1) The gapless phase is thermodynamically stable and
hence there is no singularity in the matrix elements of
M and also in detM; (2) The derivatives of fðHÞ with
respect to H, �, M are proportional to ½ð�I=2þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 � �2

p
Þ2 �M2�1=2. Thus we conclude that gðHÞ ! 0

when H ! Hþ
c . Further, we observe that there develops a

singularity in d3�=dH3 since there is a singular term in

@2f=@H2 proportional to ½ð�I=2þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 � �2

p
Þ2 �

M2��1=2. Thus we find that d3�=dH3 ! 1 when H !
Hþ

c , which means that there exists a third-order quantum
phase transition at the QCP H ¼ Hc.
In fact, the nonanalytical behavior near H ¼ Hc means

that we can express the thermodynamic potential in the
gapless phase as a power function

�ðHÞ ��ðHcÞ ¼ �ðH �HcÞ�; H ! Hþ
c : (35)

Since the phase transition is of third order, we should have
2< �< 3. In fact, employing a Taylor expansion near

H ¼ Hc we can show that fðHÞ / ðH�HcÞ3=2 providing
that the changes in �;M are beyond the order OðH�HcÞ.
Thus we find � ¼ 5=2, which is well consistent with our
numerical results shown in Fig. 6(b). In condensed matter
physics, such a kind of phase transition is also referred to as
of second and half order [41].
The gapless phase studied here is free from not only the

thermodynamic instability but also the so-called magnetic
instability [22]. In our case, the magnetic instability is
related to the response of the system to an external isospin
current. The quantity which describes the response of the
system to an external isospin current is the isospin current-
current correlation tensor defined by

�
��
3 ðQÞ ¼ 1

2

X
K

Tr½��
3 GðKÞ��

3GðK �QÞ�; (36)

with ��
3 ¼ �3�

�=2. We can define the superfluid density

�s in the long-wave and static limit as

�s ¼ 1

2
lim
q!0

ð�ij � q̂iq̂jÞ�ij
3 ð! ¼ 0;qÞ: (37)

We have checked that in the whole gapless phase, the
superfluid density keeps positive.

D. Chiral phase transition at small �I

Another interesting phase transition is the chiral phase
transition located at small �I and large �B where the pion
condensate vanishes. Hence we should analyze the follow-
ing effective potential:
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FIG. 6. (a) Calculated mismatch H dependence of the super-
fluid order parameter � and the dynamical quark mass M via
minimizing the thermodynamic potential for given �I ¼
150 MeV. The critical value of H at which the BEC-GPC phase
transition takes place is Hc ¼ 254:4 MeV. (b) Calculated varia-
tion behavior of the thermodynamic potential near the critical
mismatch H ¼ Hc. The square grids are the numerical data and
the solid line is a power function / ðH�HcÞ5=2.
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�ðMÞ ¼ ðM�m0Þ2
4G

� 2Nc

Z � d3k

ð2�Þ3
�
2Ek þ X

i¼u;d

½ðEk ��iÞ�ð�i � EkÞ þ ðEk þ�iÞ�ð��i � EkÞ�
�
: (38)

Since the current quark mass is nonzero, which breaks the
chiral symmetry explicitly, the chiral phase transition can
only be of first order or a smooth crossover. A first-order
phase transition happens when the Nambu phase (with
large M) and the Wigner phase (with smaller M) have
the same potential [43]. To show the mismatch driven
chiral phase transition clearly, we display in Fig. 7 the
calculated variation behaviors of the effective quark mass
M and the baryon density �B with respect to the mismatch
H at several isospin chemical potentials �I <m� with the
commonly used parameters listed in Sec. II. The figure
shows apparently that, at �I ¼ 0, the first-order phase
transition takes place at H� ¼ 1:064M� which is larger
than the vacuum constituent quark mass. As a conse-
quence, the system generates a nonzero baryon density at
H ¼ M� before the chiral phase transition. While this
behavior may be unphysical due to the lack of confinement
in the NJL model [44], the nature of the transition at
H ¼ M� can be shown to be the same as the BEC-GPC

transition. Looking over Fig. 7 more carefully, one can
recognize that a nonzero isospin chemical potential has
two effects on the chiral phase transition: it reduces the
critical baryon chemical potential and drives the transition
to a smooth crossover. More concretely, at nonzero �I, the
system generates a finite baryon density at H ¼
M� ��I=2. The first-order phase transition ends up at a
critical isospin chemical potential �I ¼ 110 MeV.
As pointed out by Buballa [36], the appearance of the

low-density phase in the interval M� <H <H� depends

on model parameters. In our case discussed above, we have
a relatively small vacuum constituent quark mass and
hence H� >M�. To show the influence of the parameters,

we take the model parameter set m0 ¼ 5:6 MeV, � ¼
587:9 MeV and G�2 ¼ 2:44 which has been used in
Ref. [36]. The numerical results for �I ¼ 0 and �I ¼
100 MeV are illustrated in Fig. 8. From the figure one
can notice that, at �I ¼ 0, the chiral phase transition
takes place at H� ¼ 0:955M� and there is no low-density
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FIG. 7. Calculated results of the effective quark massM (in unitM�) and the baryon density �B (in unit 2�0, where �0 ¼ 0:17 fm�3)
as functions of the mismatch H at several isospin chemical potentials �I <m�.
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interval. It provides evidence that, with a larger value of
M�, the low-density interval disappears. However, we also
find that this phase can still appear in the presence of
nonzero isospin chemical potential. This means that the
quadruple point ð�I; HÞ ¼ ðm�;M

� �m�=2Þ is not af-
fected by a different model parameter set.

E. Comparison with cold atom system

In the final part of this section, we will point out that our
�I ��B phase diagram seems quite similar to that ob-
tained in the investigation of BCS-BEC crossover in cold
fermion systems. A typical phase diagram in the strongly
interacting molecule region [26] is shown in Fig. 9. Here
the molecule chemical potential �m and the effective
Zeeman energy splitting h correspond to our isospin
chemical potential�I and one third of the baryon chemical
potential H ¼ �B=3, respectively. The SF phase corre-
sponds to our pion condensed phase and SFM is similar
to our gapless pion condensate. One can easily find that the

topological structure of this phase diagram is the same as
ours, except for the first-order chiral phase transition.
However, the nature of the SF� SFM transition has not
yet been well clarified in the cold atom scenario [25–28],
and in some works it is stated that there exists no phase
transition [28]. Such a transition, as we believe due to
universality, is also a third-order quantum phase transition.
The quadruple point is universal if we define the pion

binding energy as Eb ¼ 2M� �m� and a nonrelativistic
chemical potential for pions as �m ¼ �I �m�. Then the
quadruple point in our phase diagram is located at
ð�m=Eb;H=EbÞ ¼ ð0; 0:5Þ, which is the same as the phase
diagram in Fig. 9. Furthermore, the tricritical point locating
at ð�m=Eb;H=EbÞ ¼ ð0:054; 0:554Þ is also close to the
cold atom phase diagram.

IV. PHASE STRUCTURE AT LARGE �I: LARKIN-
OVCHINNIKOV-FULDE-FERRELL STATE

Beyond the BEC region, we find that the phase transition
from the superfluid phase to the normal phase is always of
first order, like the behavior of BCS superconductors in a
Zeeman field. There arises then an interesting problem
whether some unconventional superfluid state with smaller
superfluid order parameter� can exist above the first-order
phase transition line. This leads to the famous idea
of an inhomogeneous Larkin-Ovchinnikov-Fulde-Ferrell
(LOFF) state [18,19]. In this state, the Cooper pairs con-
dense with a nonzero total momentum and the superfluid
order parameter oscillates in coordinate space.
In our case it is possible to consider the version proposed

by Fulde and Ferrell where the phase of order parameter
varies with coordinates [18]. Considering the fact that the
order parameter fields �þ and �� are indeed complex
conjugates to each other, we take the following single-
plane-wave ansatz
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FIG. 8. Calculated results of the effective quark mass M (in
unit M�) and the baryon density �B (in unit 2�0) as functions of
the mismatch H with model parameter set m0 ¼ 5:6 MeV,
� ¼ 587:9 MeV, and G�2 ¼ 2:44 at several isospin chemical
potentials.
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FIG. 9 (color online). The grand canonical �m � h phase
diagram of a cold Fermi gas in the strong coupling molecule
region (taken from Ref. [26]). The black and gray solid lines
represent continuous and first-order phase transitions, respec-
tively. Here Eb is the molecule binding energy,�m is the effective
chemical potential of the molecules, and h is the Zeeman energy
splitting. The molecule chemical potential �m is related to the
fermion chemical potential � by �m ¼ 2�þ Eb.
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h�i ¼ �4Gh �ui�5di ¼ �e2iq�r;

h��i ¼ �4Gh �di�5ui ¼ �e�2iq�r:
(39)

Transforming to �1 and �2 fields, we find

h�1i ¼ �cosð2q � rÞ; h�2i ¼ �sinð2q � rÞ; (40)

which recovers the original idea of pion condensation that
pions condense with nonzero momentum [40]. However, if
such a possibility with q � 0 occurs at large�I, it is unlike
the case suggested in Ref. [40] where pions remain tightly
bound objects. In our model it has been found that pions
condense in a gapless state with zero momentum at finite
baryon density. On the other hand, one may consider more
complicated Ansätze proposed by Larkin and Ovchinnikov
[19], in which the order parameter forms a one-
dimensional standing wave with nodal planes spaced by
�=ð2jqjÞ. While the multiple plane wave state is gen-
erally more favored than the single wave state [45], the

single-plane-wave FF Ansatz is enough for us to analyze
the phase structure at large �I.
It is not easy to evaluate the effective potential for

general Ansätze, but in our case, it can be calculated
through a phase transformation for the two quark flavors,

�uð�; rÞ ¼ uð�; rÞe�iq�r;

�dð�; rÞ ¼ dð�; rÞeiq�r: (41)

It is evident that the measure of the path integral is not
changed, and the coordinate-dependence of the order
parameter is totally removed. Then the thermodynamic
potential can be expressed as

�ðM;�;qÞ ¼ ðM�m0Þ2 þ �2

4G

� T

V
lndetG�1ðK;qÞ; (42)

where the inverse quark propagator reads

G �1ðK;qÞ ¼ ��K� � � � qþ�u�0 �M �i�5�
�i�5� ��K� þ � � qþ�d�0 �M

� �
: (43)

A. Phase diagram: Numerical results

The thermodynamic potential �ðM;�;qÞ can be evaluated with the result

½detG�1�1=2 ¼ ½ði!n þH þ E�Þ2 � ðEþ ��I=2Þ2 � �2�½ði!n þH � E�Þ2 � ðEþ þ�I=2Þ2 � �2�
þ 2�2ðE2

k � EkþqEk�q � q2Þ (44)

where E� ¼ ðEkþq � Ek�qÞ=2. It is evident that the last term vanishes when jqj ¼ 0 and can be neglected since � is
relatively small in the LOFF state [18,19,45]. Then the thermodynamic potential at T ¼ 0 reads

�ðM;�;qÞ ¼ ðM�m0Þ2 þ �2

4G
� 2Nc

Z � d3k

ð2�Þ3
2
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Eþ ��I

2

�
2 þ �2

s
þ
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Eþ þ�I

2

�
2 þ �2

s 1
A: (45)

When � ¼ 0, the thermodynamic potential �ðM; 0;qÞ
should recover the case of free quark gas with mass M in
the mean field approach. However, due to the presence of a

cutoff � for the three-dimensional integral in this non-
renormalizable model, the thermodynamic potential in-
cludes an unphysical term proportional to �q2�2 which
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should be subtracted. Such a subtraction corresponds
physically to a vanishing superfluid density �s in the
normal phase with � ¼ 0, since we have the relation �s ¼
@2�=@q2jq¼0 [9]. The unphysical term occurs in fact in
any relativistic approach with three-dimensional cutoff due
to its removing of the spatial asymmetry of the related
quasiparticle spectrum. Within a nonrelativistic theory one
can remove all divergences once the coupling is renormal-
ized (details can be seen in the appendix of Ref. [46]). For
relativistic systems, various regularization schemes have
been implemented to avoid the unphysical term related
with the three-momentum cutoff � [47,48]. However, the
thermodynamic potential remains logarithmically diver-
gent even after the combination of the Pauli-Villars regu-
larization and the proper-time regularization; one has to
then subtract the remaining divergency by calculating the
difference to some reference point, like the ground state in
vacuum or simply a normal conducting phase at some
given chemical potential [47]. The dimensional regulari-
zation has also been applied to high-density quark matter in
the NJL model [48]. To our knowledge, no work has been
done to discuss the LOFF phase in the framework of the
NJL model with dimensional regularization. The differ-
ence between different regularization schemes for such a
system has not yet been investigated either. However, they
should agree with each other qualitatively from Nickel and
Buballa’s result [47]. Here we follow then Fukushima and
Iida’s practical treatment [49]. First we minimize the ther-
modynamic potential with respect toM and� to obtain the
optimal valueMðqÞ and�ðqÞ as functions of q, because the
explicit forms of the gap equations for M and � are not
affected by this unphysical term. Only the gap equation for
q is modified. We then extract the unphysical term and
define the physical thermodynamic potential as

�subðT;�I; �B;qÞ ¼ �ðT;�I; �B;q;MðqÞ;�ðqÞÞ
��ðT;�I; �B;q;MðqÞ;�ðqÞ ¼ 0Þ:

(46)

The optimal value of q is obtained via minimizing
�subðT;�I; �B;qÞ with respect to q. Notice that the ther-
modynamic potential is only a function of q 
 jqj, which
means that the direction of q is spontaneously generated
and we need to minimize �sub only with respect to q.
Another subtraction procedure was recently proposed by
Andersen and Brauner [46]. The final expression for the
subtracted thermodynamic potential in their prescription
reads

�subðM;�; qÞ ¼ �ðM;�; qÞ ��ðM; 0; qÞ þ�ðM; 0; 0Þ:
(47)

The physical values of M, � and q can be obtained via
minimizing �subðM;�; qÞ with respect to M, �, q simul-
taneously. In this prescription, the thermodynamic poten-
tial is both well defined and physically consistent with the

case of q ¼ 0 studied in Sec. III. However, since the
effective quark mass M is relatively small in the LOFF
phase, the numerical results from the two prescriptions
may be slightly different. In this work, we adopt the former
prescription.
The calculated result of the phase diagram including the

LOFF phase at large �I is shown in Fig. 10. In a wide
region of �I, the superfluid phase and the normal phase
are separated by a first-order phase transition line, and
the LOFF phase appears at a critical point ð�I; HÞ ¼
ð6:36m�; 0:71M

�Þ. Since the LOFF phase is favored only
for large �I, our discussion in Secs. II and III including
only q ¼ 0 ansatz is correct. In the region �I > 6:36m�,
the homogeneous superfluid phase undergoes a first-order
phase transition to the LOFF state with a smaller order
parameter � at some certain value of mismatchH (also the
baryon chemical potential since H ¼ �B=Nc). For a rough
estimation, we find that, at the onset of the LOFF phase,
�LOFF � 0:3�0, thus we have ð�LOFF=�0Þ2 � 0:1 and the
approximation we employed to evaluate the thermody-
namic potential is safe. At higher H, the LOFF phase
undergoes a second-order phase transition to the normal
phase. A similar phase diagram has been found in two-
color quark matter [46,49]. It seems naı̈ve that the result for
the LOFF state to appear at so high an isospin chemical
potential is not reliable or solid enough, since the critical
one �I > 6:36m� � 880 MeV is larger than the cutoff
� ¼ 650 MeV of the integral. In fact, according to
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FIG. 10 (color online). Calculated results of the �I �H phase
diagram at large isospin chemical potential. The vertical axis is
scaled by effective quark mass M� in vacuum and the BCS gap
�0 at H ¼ 0 for the upper and lower panels, respectively.
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Eq. (3), the chemical potential of �d quark is � �d ¼
��B=Nc þ�I=2. We can see then that �I=2 (but not
�I) embodies the mean Fermi surface of u and �d quarks.
Such a value of the mean Fermi energy (�I=2) is appar-
ently less than the three-momentum cutoff �, so that the
calculation is meaningful. Therefore our present result for
the LOFF phase to appear at very large isospin chemical
potential is valid and reliable.

The LOFF window in terms of the BCS gap �0 is
significantly different from that in the weak coupling
case, i.e., 0:707�0 <H < 0:754�0. This means that the
superfluid state at �I � ð6� 10Þm� is still in the strong
coupling region. The LOFF window will be closed at large
enough �I, which should be an artificial and unrealistic
phenomenon due to the use of a hard cutoff in the NJL
model. At asymptotic chemical potential, perturbative

QCD calculation is available. The BCS gap at leading
order can be expressed as [4]

�0 ¼ bg�5 �I

2
exp

�
� 3�2

2g

�
; (48)

where b ¼ 512�4 � 104 and g ¼ gð�I=2Þ is the QCD
running coupling constant. Implementing the two-loop
approximation for the running coupling g, we can estimate
that the BCS gap at �I ¼ 9m� is in the range 450–
700 MeV for �QCD ¼ ð200–400Þ MeV. Even though the

perturbative calculation fails at nonasymptotic density, we
believe that the LOFF phase here should be continued with
that at asymptotic density [4], where the LOFF window is
identical to the weak coupling case 0:707�0 <H <
0:754�0.
To analyze the stability of the LOFF state, we have

calculated the thermodynamic potential in terms of the
order parameter � and the momentum q. The obtained
result of the contour plot of the thermodynamic potential
on the �� q plane is displayed in Fig. 11. Our calculation
manifests that the LOFF state, which has a small value of�
and a large value of q, is located at the real global mini-
mum. It indicates that the LOFF state is stable. Meanwhile,
there also arises a gapless pion condensed phase which is at
a maximum in both � and q directions. This isotropic
gapless phase, which has two gapless surfaces jkj ¼ k1
and jkj ¼ k2 and is similar to that found in color super-
conductivity [21], is then an unstable solution in the BCS
region. Note that the size of the LOFF momentum q in the
whole LOFF phase is of order 300 MeV, It implies that the
LOFF state at �I � 1 GeV is not like the weak coupling
case.

B. Anisotropic quasiparticles and particle
momentum distributions

The spontaneous generation of a nonzero Cooper pair
momentum 2q breaks the rotational symmetry Oð3Þ down
to Oð2Þ. Taking the approximation we employed for Eq.
(45), we can get the quark’s Green’s function and in turn
obtain the single-particle excitation spectrum via analyzing
the localization of the poles. The result can be written as

!1ðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Eþ ��I

2

�
2 þ�2

s
� ðH þ E�Þ;
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Eþ ��I
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s
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Eþ þ�I

2

�
2 þ �2

s
� ðH � E�Þ:

(49)

The anisotropic quasiparticles carry nonzero current,
which can cancel the current carried by the condensate at
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FIG. 11 (color online). Calculated results of the contour plots
of the thermodynamic potential �sub in the �� q plane at
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the minimum q ¼ qLOFF and ensures that the total current
in the ground state is zero. At large �I and small M, only
the lowest band !1 is relevant for our discussion.

In Fig. 12, we illustrate the calculated results of the
dispersion of the lowest band excitation !1ðkÞ for several
values of the angle � between k and the LOFF momentum
q. It is apparent that the dispersions, which are indeed
anisotropic, are distinct to the weak coupling case
[18,45]. In the weak coupling case, we have jqj 
 kF ’
�I=2, and the quasiparticle dispersions !1;2 can be ap-

proximated as

!1;2ðkÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
Ek ��I

2

�
2 þ �2

s
� ðH þ q cos�Þ: (50)

Hence the quasiparticles can have two gapless nodes in a
wide range of � and the Fermi surface topology is the same
as that of the conventional FF state [18]. However, for the
strong coupling case here, since the value of jqj can be
compared with�I=2, we have the possibility to have one or
three gapless nodes, which make the Fermi surface topol-
ogy quite different to the weak coupling case. Analytically,
we find this happens when !1ð0Þ< 0, i.e.,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 þM2

q
��I

2

�
2 þ �2

s
<H: (51)

Since M is quite small in the LOFF phase, this condition
can be satisfied only when jqj ��I=2. In Fig. 13, we show
a numerical sample of the quasiparticle’s dispersion !1ðkÞ
which has three gapless nodes. The corresponding particle
momentum distribution can be obtained from Eq. (29) via
the replacement Ek ! Eþ and H ! H þ E� and is also
shown in Fig. 13. Corresponding to the three gapless nodes,
we have two blocking regions where one species is occu-
pied and the other one is empty. We expect this phenome-
non to appear also in the LOFF state of two-color quark
matter [46,49]. Since the Fermi surface topology is differ-
ent from that of the conventional FF pairing, there may
exist topological quantum phase transition between differ-
ent FF states. We defer this investigation to future work.

V. CHARGED PION MODES IN THE
NORMAL PHASE

In Sec. II we once mentioned that there may exist
charged pion modes in the normal phase. We discuss
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FIG. 12. Calculated results of the dispersion relation for the
quasiparticle branch !1ðkÞ at several cases of the angle �. Panel
(a) for the case with �I ¼ 900 MeV and H ¼ 217 MeV, panel
(b) for �I ¼ 1000 MeV and H ¼ 210 MeV.
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now the properties of the charged pion modes in the normal
phase with � ¼ 0 in some detail. In the finite temperature
case, the pion spectral function has a characteristic change
when the system undergoes a BEC-BCS crossover [10]:
above the critical temperature Tcð�IÞ, pions are tightly
bound states in the BEC region �I <�0

I ’ 230 MeV,
however, they become unstable resonances beyond the
BEC region. Here we will show that the effect of finite
baryon chemical potential or mismatch H is quite different
from that of temperature.

The in-medium propagator of charged pions can be
evaluated as

D ði�m;qÞ ¼ 2G

1� 2G�ði�m;qÞ ; (52)

where �ði�m;qÞ is the polarization function for charged
pions, and reads

�ði�m;qÞ ¼ 2Nc

X
m

Z d3k

ð2�Þ3 Tr½Guði!n;kÞi�5Gdði!n þ i�m;kþ qÞi�5�: (53)

Here �m ¼ 2�mT is the boson’s Matsubara frequency, and Giði!n;kÞ ¼ ði!n þ�iÞ�0 � � � kði ¼ u; dÞ is the Green’s
function for the two quark flavors. Then the spectral function of charged pions can be defined as

�ð!;qÞ ¼ �2 ImDRð!;qÞ ¼ �2 Im�Rð!;qÞ
½1=ð2GÞ � Re�Rð!;qÞ�2 þ ½Im�Rð!;qÞ�2 ; (54)

where XRð!;qÞ 
 Xð!þ i�;qÞ is the analytical continuation of the function Xði�m;qÞ. At zero pion momentum q ¼ 0,
the real and the imaginary parts of �Rð!;qÞ can be evaluated as

Re�Rð!; 0Þ ¼ 4Nc

Z d3k

ð2�Þ3
�
1� fð��

k þHÞ � fð��
k �HÞ

2��
k �!

þ 1� fð�þ
k þHÞ � fð�þ

k �HÞ
2�þ

k þ!

�
;

Im�Rð!; 0Þ ¼ Nc

4�
j!þ�Ij

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð!þ�IÞ2 � 4M2

q
½1� fð!=2þHÞ � fð!=2�HÞ�

� ½�ð!þ�I � 2MÞ þ�ð�!��I � 2MÞ�; (55)

where fðxÞ ¼ 1=ðex=T þ 1Þ is the Fermi-Dirac distribution
function.

Now we can see clearly the difference between the effect
of finite temperature and that of finite baryon chemical
potential. Here since we consider the �I > 0 case and the
relevant mode is �þ; let us focus on the !> 0 region. At
H ¼ 0 and T > Tc, the threshold for the decay process
�þ ! �qq is !th ¼ 2M��I. The bound states become
unstable when the solution of the pole equation 1=ð2GÞ �
Re�Rð!; 0Þ ¼ 0 approaches the threshold frequency !th.
It has been shown in Ref. [10] that pions are bound states
above Tc in the BEC region with �I <�0

I , while they
becomes unstable resonances beyond the BEC region.
However, for the case T ¼ 0 and H >HNormal, the thresh-
old becomes

!th ¼ maxf2M��I; 2Hg; (56)

since at T ¼ 0 we have 1� fð!=2þHÞ � fð!=2�
HÞ ¼ �ð2H þ!Þ ��ð2H �!Þ. Thus charged pions
can still be in bound states even beyond the BEC region
where �I >�0

I . The physical picture is clear: for �þ
mode, the decay process is �þ ! u �d. At sufficiently low
�I, namely�I=2�H <M, the Fermi surface for u quarks
is formed while the one for anti-d quarks is not formed.
Thus the decay process�þ ! u �d is greatly suppressed due

to the lack of an anti-d quark channel in the medium. The
equation�I=2�H ¼ Mð�I; HÞ then separates the normal
phase with two regions, one with Fermi surfaces only for
quarks and the other with a Fermi surface with anti-d
quarks, as shown in the lower panel of Fig. 1 by a dot-
dashed line. Obviously, this is a quantum phase transition
between the two normal phases since the appearance of a
new Fermi surface.
In Fig. 14 we show the calculated spectral function

�ð!; 0Þ above the superfluid-normal transition line for
different isospin chemical potentials. It is clear that the
�þ mode is a bound state even at large isospin chemical
potential, since the decay threshold becomes !th ¼ 2H in
a wide range of �I. The bound state disappears when the
solution of the pole equation, ! ¼ !pole, becomes larger

than !th. Numerically, we find that this happens at �I ’
6:34m�, which is very close to the onset of the isospin
chemical potential for the LOFF phase. This is similar to
the observation in cold atoms that the LOFF phase appears
only at the BCS side [26]. Thus the disappearance of the
�þ bound state and the appearance of the LOFF phase
gives a rough estimation of the BCS region. It means that
the system is in the so-called crossover region for �I 2
ð1:67m�; 6:34m�Þ. In conclusion, the behavior of the
charged pion modes in the normal phase at largeH is quite
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different from that above Tc, which gives a rough estima-
tion of the boundary of the BCS and crossover regions.
Such a result is quite similar to that which has been found
in the normal phase of imbalanced Fermi gases [50].

VI. SUMMARY

In summary, we have investigated the phase diagram of
QCD in terms of the isospin chemical potential and the
baryon chemical potential (i.e., in the �I ��B plane) in
the microscopic Nambu–Jona-Lasinio model. The �I �
�B phase diagram shows a rich phase structure since the
system undergoes a crossover from a Bose-Einstein con-
densate of charged pions to a BCS superfluid with con-
densed quark-antiquark Cooper pairs when �I increases at
�B ¼ 0. The isospin chemical potential �I serves as a
parameter for the BEC-BCS crossover and the baryon
chemical potential �B behaves as an effective mismatch
between the pairing species. Thus the phase diagram is
similar to that found in imbalanced Fermi gases, if the
phase diagrams of BEC-BCS crossover in imbalanced
systems are universal. We indeed found a similar phase
diagram in the �I ��B plane. A gapless pion condensed
phase appears near the quadruple point ð�I; �BÞ ¼
ðm�;MN � 1:5m�Þ and ceases to exist beyond the BEC
region. In contrast to those statements in some literature,
we found that there is a third-order (or second- and half-
order) quantum phase transition between the gapped and
gapless phases. At very large isospin chemical potential,
�I > 6:36m�, an inhomogeneous LOFF superfluid phase
appears in a window of�B, which should in principle exist
for arbitrary large �I. Between the gapless and LOFF
phases, the pion superfluid phase and the normal quark
matter phase are connected by a simple first-order phase
transition. QCD at finite isospin density and the �I ��B

phase diagram provide then concrete examples of BEC-
BCS crossover with and without mismatch.
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