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Limits on the Higgs boson mass restrict Cabibbo-Kobayashi-Maskawa quark-mixing matrix (CKM)

mixing of a possible fourth family beyond the constraints previously obtained from precision electroweak

data alone. Existing experimental and theoretical bounds on mH already significantly restrict the allowed

parameter space. Zero CKM mixing is excluded and mixing of order �Cabbibo is allowed. Upper and lower

limits on 3–4 CKMmixing are exhibited as a function of mH. We use the default inputs of the electroweak

working group and also explore the sensitivity of both the three and four family fits to alternative inputs.
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I. INTRODUCTION

A fourth family of quarks and leptons will be easy to
discover or exclude at the LHC [1,2] if the quark masses lie
within the mQ & 500 GeV domain defined by perturbative

partial wave unitarity, [3] and even if they are too heavy to
observe directly they will induce a large signal in gg ! ZZ
that will be clearly visible at the LHC [4]. A fourth family
could be the key to many unsolved puzzles, such as the
hierarchies of the fermion mass spectrum [5] including
neutrino masses and mixing, [6] electroweak symmetry
breaking, [7] baryogenesis,[8] and a variety of interesting
phenomena in CP and flavor physics [9]. The four family
standard model is likely to have a low cutoff above which
new dynamics would emerge, which could be as low as
�1 1

2 to 2 TeV if the quark masses are near the perturbative

unitarity limit [10,11].
It has been known for a while that SM4, the four family

standard model, is consistent with the precision electro-
weak (PEW) data, [12–14] as confirmed recently by two
independent global fits [15,16]. While SM4 does not
greatly improve the quality of the fit (our best SM4 fit
has �2 1.4 units lower than SM3), it can, as first noted in
[13], resolve the tension with the LEPII 114 GeV lower
limit on the Higgs boson mass that is especially acute if the
Ab
FB anomaly is attributed to underestimated systematic

error [17]. Primarily because of the Ab
FB anomaly, the

standard model fit presented below, using Electroweak
Working Group (EWWG) inputs [18] (except �W as noted
below), has just a 14% confidence level, which can only be
appreciably improved by new physics models with flavor
nonuniversal interactions. As a result, few of the new
physics models under active consideration are able to raise
the confidence level significantly.

In previous work, we showed that Cabibbo-Kobayashi-
Maskawa quark-mixing matrix (CKM) mixing of the
fourth family is most effectively constrained by nondecou-
pling contributions to the � (or T) parameter, proportional
to fourth family mixing angles and masses [15]. To con-
strain SM4 or any other BSM (beyond the standard model)
scenario, it is not sufficient to consider BSM perturbations

around the standard model (SM) best fit, but rather it is
essential to perform global fits that vary both the SM and
BSM parameters, since the best fit may occur at values of
the SM parameters (especially mH) that are quite different
from their values in the SM best fit. In the previous work,
we followed the default procedures of the EWWG [18],
including their data set, input parameters, and experimental
correlations, implemented via the ZFITTER code [19] with
two loop electroweak (EW) radiative corrections [20]. As
expected, our SM3 fit agrees very closely with the EWWG
fit [21] (see below). For SM4, we found that fourth family
CKMmixing of order �Cabbibo is allowed, leaving room for
an SM4 explanation of possible flavor puzzles in the
existing data. Our results have recently been confirmed
by a second study using the same methodology [22].
In this paper, we incorporate recently obtained con-

straints on the SM4 Higgs boson mass into the precisio
electroweak (PEW) analysis. Because of the large en-
hancement of gg ! H ! WW in SM4, CDF and D0
have been able to exclude the SM4 Higgs boson at 95%
confidence level (CL) for 131 � mH � 204 GeV [23]. As
shown below, this constraint combined with the EW fit and
the Large Electron-Positron Collider II (LEPII) limit on
mH excludes a large portion of the SM4 parameter space
with small or vanishing fourth family CKM mixing. A
potentially stronger, theoretical constraint follows from
the renormalization-group method (RG)/stability analysis
of Hashimoto who showed for zero CKM4 mixing that
mH * mQ4

must be approximately satisfied to assure the

existence of a region between the fourth family quark mass
scale and the scale of new physics in which SM4 is a valid
effective theory amenable to perturbation theory [11].
Combined with the PEW data, this result excludes vanish-
ing and very small CKM4 mixing. The generalization of
Hashimoto’s inequality to nonvanishing CKM4 mixing
could provide significant upper and lower bounds on fourth
family mixing angles, depending on the sign and magni-
tude of the CKM angle dependent corrections. The lower
bound on CKM4 mixing has a simple explanation: larger
values of mH cause the fit to favor larger mixing, because
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increased mixing induces an increase in the oblique pa-
rameter T that offsets the decrease due to larger mH.

The PEW fits depend of course on the inputs, including

the choice of data set and especially ��ð5Þ, the five flavor
hadronic contribution to the running of � to the Z pole,
which is the dominant uncertainty in �ðmZÞ. While it is
reasonable to consider alternate inputs, the EWWG inputs
continue to be a valid, conservative choice in view of
existing systematic uncertainties. A study using different
inputs [16] evidently favored tighter constraints on CKM4
mixing, although no explicit limits on mixing angles were
presented. To illustrate the sensitivity of the results to the
inputs, we explore alternatives to the EWWG defaults: we

consider two recent determinations of��ð5Þ, an augmented
data set with low energy measurements, and a reduced set
which omits the hadronic asymmetry measurements. In all
cases, we find that zero CKM4 mixing is excluded and that
CKM4 mixing of order �Cabbibo is allowed at 95% CL,

although when one of the ��ð5Þ choices is applied to the
data without hadronic asymmetries, only small regions of
the parameter space are allowed.

In the next section, we briefly review the SM3 fit and
illustrate the effect of alternative inputs. We then present
the EW and Higgs mass constraints on CKM4 mixing,
including the two loop [24] nondecoupling contributions
/ m2

Q4
to both T and the Z �bb vertex. For simplicity, we

assume 3–4 mixing is dominant; the straightforward gen-
eralization to also include 2–4 or 1–4 mixing was given in
our previous work [15]. We conclude with a brief discus-
sion of some of the many aspects of the SM4 scenario that
remain to be explored.

II. SM FITS

In this section, we compare our SM3 fit to the most
recent SM fit of the EWWG and then compare the impact
of various alternative inputs. In particular, we consider two

alternates for ��ð5Þ and vary the data set by adding low
energy measurements to the ‘‘high energy’’ set of the
EWWG or by removing the hadronic asymmetry measure-
ments as suggested by one possible interpretation of the
Ab
FB anomaly reviewed below.
Table 1 compares our SM fit with EWWG inputs,1

labeled fit I, to the experimental data and to the EWWG
summer 2009 fit [21]. The first four rows display the
parameters which are scanned in the fits and are the inputs
to the calculation of the radiative corrections of the other
observables.2 We follow the EWWG practice of allowing

the strong coupling constant �S to float unconstrained; the
fits are not very sensitive to its precise value as long as it is
within �2% of 0.118, as for instance in the PDG fit of �S

[25]. The �2 values and confidence levels are shown in the
next two rows. The two fits are virtually identical.
The acceptable but somewhat marginal 14% CL in

Table I is due to the 3:2� discrepancy between the two
most precise determinations of sin2�‘effW from Ab

FB and ALR,
which are seen to have pulls of opposite sign. The largest
pull, 2:9�, is borne by Ab

FB because of an ‘‘alliance’’ of ALR

and the other leptonic asymmetry measurements with mW ,
which prefer values of mH near 50 GeV, while Ab

FB and the
other hadronic asymmetry measurements favor mH ’
500 GeV. A possible explanation that cannot be excluded
a priori is that the hadronic asymmetries have underesti-
mated systematic uncertainties [17], for which a leading
candidate is the merging, estimated by hadronic
Monte Carlo, of the large QCD radiative corrections with
the experimental acceptance [26] (see the talk cited at [17])
for a recent discussion). The anomaly could then be a
signal of new physics to raise the predicted value of the
Higgs mass above the 50 GeV scale predicted in the SM by
the leptonic asymmetries and mW .
To explore the effect of alternative inputs, we begin by

considering the EWWG data set of Table I but with two

different, recently obtained values for ��ð5Þ. The results
are summarized in Table II, where we display the input

values for ��ð5Þ and the corresponding best fit results for

the four scanned parameters (��ð5Þ, mt, �S, and mH) that
control the radiative corrections. Fit I is the same fit shown

in Table I with the EWWG default ��ð5Þ [27]. The fit II

value of ��ð5Þ [28] uses a BABAR analysis of radiative
return data to determine �ðeþe� ! hadronsÞ in the poorly
known region between 1.4 and 2 GeV. The result is almost
identical to the EWWG default but with a much smaller

quoted error. The fit III value of ��ð5Þ, [29], which was
used in the SM4 fits reported in [16], uses tau decay data,

as well as the BABAR data. The resulting��ð5Þ has a larger
central value and a much smaller quoted error than the

EWWG default.3 The values of ��ð5Þ in II and III differ by
almost 2�. Fits I and II in Table II are nearly identical,

indicating that the increased precision of the fit II ��ð5Þ
does not have a major impact on the best fit. The higher

central value of ��ð5Þ in fit III does have an appreciable
effect, pulling mH to smaller values, with the 95% CL
upper limit at 123 GeV, and creating tension with the
LEPII 114 GeV lower limit, with which it is inconsistent
at 92% CL. Figure 1 shows �2 plotted as a function of mH

for the three fits, with 90% symmetric confidence intervals
indicated by the horizontal lines.

1We omit �W ; with 2.5% uncertainty it does not approach the
part per mil accuracy typical of the other precision data and has
little effect on the fit.

2GF and mZ are also inputs to the radiative corrections.
Because they are known much more precisely than the other
quantities, the fits do not change if they are scanned and so they
are just set to their central values.

3In [29], the three-flavor contribution ��ð3Þ is computed and
then RG extrapolated to the Z-pole. To a good approximation,
the result corresponds to the value of ��ð5Þ given in Table II
[30].
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Next, we consider the effect of adding low energy data to
the EWWG data set. There are three candidates that might
appreciably affect the fit ofmH: the weak chargeQW of the
133Cs nucleus measured in atomic parity violation and the
measurements of sin2�W in Möller scattering at SLAC [31]
and in �N scattering by the NuTeV collaboration [32]. In
the past, the EWWG has included the APV and NuTeV
measurements but eventually omitted them from the fit
because of concerns about systematics. Today, the original
NuTeV result is no longer relevant because of a subsequent
measurement by the NuTeV collaboration of an asymmetry
in the nucleon �ss sea [33] as well as changes in several
other related measurements. For the fits in [16], the NuTeV

result was revised with four modifications of the original
analysis; we prefer to omit the NuTeV measurement pend-
ing an authoritative analysis by the NuTeV collaboration
itself. In any case, the omission has little effect on the
results.
A recent calculation [34] of Cesium atomic transitions

claims a significantly reduced theoretical uncertainty
and the central value, which has previously disagreed
with the SM by 2�, now agrees almost precisely
(with QW ¼ �73:16� 0:29� 0:20 while our SM fit
yields QW ¼ �73:14) and therefore contributes zero to
the �2. The error estimate is tested by comparing calcu-
lations of several supporting quantities with experiment

TABLE II. Comparison of SM3 fits to the EWWG data set for three input values of ��ð5ÞðmZÞ.
I II III

��ð5ÞðmZÞ input 0.02758 (35) 0.02760 (15) 0.02793(11)

��ð5ÞðmZÞ 0.02768 0.02761 0.02797

mt 173.3 173.3 173.3

�SðmZÞ 0.118 0.118 0.1186

mH 89 94 74

�2=dof 17:3=12 17:3=12 16:8=12
CLð�2Þ 0.14 0.14 0.16

mHð95%Þ 150 146 123

CLðmH � 114 GeVÞ 0.23 0.22 0.08

TABLE I. Comparison of our SM fit with EWWG defaults to the summer 2009 EWWG fit [21]. The 95% upper limit on mH for the
EWWG fit reflects the ‘‘blue band’’ systematic uncertainties, while our value does not.

Experiment EWWG Pull I Pull

��ð5ÞðmZÞ 0.02758 (35) 0.02768 �0:3 0.2768 �0:3
mt 173.1 (1.3) 173.2 �0:1 173.3 �0:1
�SðmZÞ 0.1185 0.1180

mH 87 89

�2=dof 17:3=12 17:3=12
CLð�2Þ 0.14 0.14

mHð95%Þ 155 150

CLðmH > 114 GeVÞ 0.23

ALR 0.1513 (21) 0.1481 1.5 0.14804 1.55

Al
FB 0.01714 (95) 0.0165 0.7 0.1644 0.7

Ae;� 0.1465 (33) 0.1481 �0:5 0.14804 �0:5
Ab
FB 0.0992 (16) 0.1038 �2:9 0.1038 �2:9

Ac
FB 0.0707 (35) 0.0742 �1:0 0.0742 �1:0

QFB 0.23240 (120) 0.23138 0.8 0.23139 0.8

�Z 2495.2 (23) 2495.9 �0:3 2495.7 �0:2
R‘ 20.767 (25) 20.742 1.0 20.739 1.1

�h 41.540 (37) 41.478 1.7 41.481 1.6

Rb 0.21629 (66) 0.21579 0.8 0.21582 0.7

Rc 0.1721 (30) 0.1723 �0:1 0.1722 �0:04
Ab 0.923 (20) 0.935 �0:6 0.935 �0:6
Ac 0.670 (27) 0.668 0.1 0.668 0.07

mW 80.399 (23) 80.379 0.9 80.378 0.9
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[35]. We include this new APV result and also the Möller
scattering measurement, which translated to the Z-pole is
sin2�‘effW ¼ 0:23339� 0:00140 [25]. It provides a less pre-

cise value of sin2�‘effW than QFB, which is the least precise
of the six Z decay asymmetry measurements in Table I. In
the SM fits, the Möller measurement has a pull of 1:4� and
tends to slightly increase mH.
Fits including the low energy measurements are shown

in Table III. The low energy data has little effect except for
the very small increase in mH. The �

2 increases by two for
the two additional degrees of freedom and the �2 confi-
dence levels hardly change. Fit III continues to exhibit
tension with the LEPII lower limit on mH. If we include
the NuTeV measurement as revised in [16], the only effect
on the fits is another very slight increase in mH, e.g., for fit
III the 95% CL upper limit increases from 127 to 130 GeV
and the CL for mH > 114 GeV increases from 0.10 to
0.11.
Table IV shows the effect of removing the three hadronic

asymmetry measurements from the EWWG data set, as
would be appropriate if the Ab

FB anomaly results from
underestimated systematic error [17]. The �2 CL’s increase
to robust levels, but the mH predictions fall significantly
below the LEPII lower limit. The conflict is most acute for
fit III, which is inconsistent with the LEPII limit at 99.65%
CL. Conflict between the fit and the direct limit could be a
signal of new physics to increase the mH prediction, as

TABLE III. Comparison of SM3 fits to the EWWG data set plus low energy measurements
(QWðCsÞ and Möller scattering) for three input values of ��ð5ÞðmZÞ.

I II III

��ð5ÞðmZÞ input 0.02758 (35) 0.02760 (15) 0.02793(11)

��ð5ÞðmZÞ 0.02768 0.02761 0.02797

mt 173.3 173.3 173.3

�SðmZÞ 0.118 0.118 0.1186

mH 94 99 74

�2=dof 19:3=14 19:3=14 18:8=14
CLð�2Þ 0.16 0.16 0.17

mHð95%Þ 154 150 127

CLðmH � 114 GeVÞ 0.25 0.25 0.10

TABLE IV. Comparison of SM3 fits to the EWWG data set minus the three front-back
hadronic asymmetry measurements for three input values of ��ð5ÞðmZÞ.

I II III

��ð5ÞðmZÞ input 0.02758 (35) 0.02760 (15) 0.02793(11)

��ð5ÞðmZÞ 0.02761 0.02761 0.02790

mt 173.3 173.3 173.3

�SðmZÞ 0.118 0.118 0.118

mH 52 52 45

�2=dof 5:59=9 5:59=9 5:76=9
CLð�2Þ 0.78 0.78 0.76

mHð95%Þ 105 94 80

CLðmH � 114 GeVÞ 0.030 0.016 0.0035

FIG. 1. �2ðmHÞ for the SM fits in Table II: I solid line, II
dashed line, and III dash-dotted line. The horizontal lines in-
dicate the symmetric 90% confidence intervals.
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occurs generically for new physics models with T > 0, for
example, in SM4.

To summarize this section, the greatest changes to the
SM fit from the alternatives to the EWWG defaults that we

have considered arise from the ��ð5Þ of fit III and from the
exclusion of the hadronic asymmetry measurements, while

the increased precision of the fit II ��ð5Þ and the addition
of the low energy measurements have less impact.

III. SM4 FITS AND HIGGS MASS CONSTRAINTS

We now consider the correlated constraints on CKM4
mixing that result from the combination of recent SM4
Higgs mass constraints with the constraints from the pre-
cision EW data. We assume for simplicity that the fourth
family mixes predominantly with the third and will exhibit
the 95% CL allowed regions in the s34 �mH plane, where
s34 ¼ sin�34 is the sine of both the t

0 � b and b0 � tmixing
angles. Following [16], we choose mt0 �mb0 ¼ 16 GeV
and m�0 �m�0 ¼ 91 GeV, yielding a slightly lower �2 (by
�0:5) than the masses used in [15], which were based on
the fits of [14]. We fix m�0 ¼ 101 GeV and consider two
choices for the quark masses, mb0 ¼ 338 GeV, which is at
the current CDF [36] lower limit,4 and mb0 ¼ 484 GeV
corresponding to mt0 ¼ 500 GeV, at the perturbative uni-
tarity limit [3]. In addition to the leading one loop non-
decoupling contributions to T and the Z �bb vertex
proportional to m2

Q4
, we also include the leading nonde-

coupling two loop contributions proportional to m4
Q4

[24].

As shown in [15], perturbation theory for the nondecou-
pling corrections remains under control for mt0 ¼
500 GeV, but has decisively broken down at mt0 ¼
1 TeV. In addition to the EWWG defaults, we consider
alternative inputs as in the previous section.

The 95% CL s34 �mH contours (��2 ¼ 5:992) are
defined with respect to the best fit for each set of fourth
family masses and fit inputs, which always occurs at s34 ¼
0. The best fits for the parameter set with mt0 , mb0 ¼
354; 388 GeV are shown in Table V for the EWWG data

set with the three values of��ð5Þ considered above. The �2

confidence level is defined in a Bayesian sense, assuming
that the fourth family masses are known a priori.
Comparing with the corresponding SM3 fits in Table II,
we see that the �2 is slightly lower, by ��2 ¼ �0:6, for
SM4 fits I and II than for the corresponding SM3 fits and
slightly higher (þ 0:2) for fit III. The difference probably

reflects the strong preference of the fit III ��ð5Þ for small
mH seen in the SM3 fits of the previous section, since
positive T in the SM4 fits puts ‘‘upward pressure’’ on
mH. This effect is more pronounced in the 95% contour
plots shown below. The best fits including the low energy
measurements are very similar and are not displayed. The
fits with mt0 , mb0 ¼ 500, 484 GeV and s34 ¼ 0 are also
virtually identical to those of Table V, and are also not
displayed.
The sensitivity of the fits to �34 arises from nondecou-

pling heavy fermion contributions to the Z �bb vertex cor-
rection [38,39] and, predominantly, to the oblique
parameter T, given at one loop by [15]

T4 ¼ 1

8�xWð1� xWÞ
� f3½Ft0b0 þ s234ðFt0b þ Ftb0 � Ftb � Ft0b0 Þ� þ Fl4�4

g
(1)

and

	Vg3�4
bL ¼ s234

�

16�xWð1� xWÞ
�
m2

t0

m2
Z

� m2
t

m2
Z

�
; (2)

where xi ¼ m2
i =m

2
Z, xW ¼ sin�2W , and

F12 ¼ x1 þ x2
2

� x1x2
x1 � x2

ln
x1
x2

(3)

is the well known nondecoupling fermionic correction to
the rho parameter [3,40].
Figs. 2 and 3 display the 95% CL contours formt0 ¼ 354

and mt0 ¼ 500 GeV respectively, for the EWWG data set
both with and without the addition of the low energy

measurements, and for the three values of��ð5Þ considered
previously. The contour bounded by the solid line corre-

TABLE V. SM4 fits to the EWWG data set with mt0 ,mb0 ¼ 354, 338 GeV, S; T ¼ 0:139, 0.159
and s34 ¼ 0, for three values of ��ð5Þ.

I II III

��ð5ÞðmZÞ input 0.02758 (35) 0.02760 (15) 0.02793(11)

��ð5ÞðmZÞ 0.02754 0.02761 0.02790

mt 173.3 173.3 173.3

�SðmZÞ 0.1174 0.1174 0.1174

mH 114 109 89

�2=dof 16:7=12 16:7=12 17:0=12
CLð�2Þ 0.16 0.16 0.15

4The CDF limit on mb0 assumes b0 ! tW is dominant and
prompt. For other scenarios other limits will apply—see [37].
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sponds to the EWWG default data set and default value for

��ð5Þ, labeled as fit I in Table V. The dotted line that lies
just within the solid contour is the result of adding the low
energy measurements to the data set, seen to have an
almost negligible effect. Similarly, the dashed and dot-
dashed contours and their accompanying dotted lines are

the result of the fit II and fit III ��ð5Þ values, respectively.
As mH increases above 250 GeV, the fits imply both lower
and upper limits on js34j. For instance, at mH ¼ mt0 ¼

354 GeV, the fit I contour restricts �34 to the interval
0:115 � js34j � 0:225. Similarly for fit I at mH ¼ mt0 ¼
500 GeV, �34 is restricted to 0:07 � js34j � 0:14. As was
the case for the SM3 fits, we see that the fit I and fit II
contours are very similar, with nearly identical upper limits
on js34j, although fit II yields a more restrictive lower limit.
In both cases, the reach in mH extends to 1 TeV and the
upper limit on s34 extends to ’ 0:26 for mt0 ¼ 354 GeV
and to ’ 0:17 for mt0 ¼ 500 GeV.
As was the case for the SM3 fits, the most significant

effect of the alternative inputs is from the fit III value of

��ð5Þ. The fit III contours for the upper limit of js34j follow
those of fits I and II quite closely until mH ¼ 690
(660) GeV, for Fig. 1 (2), which shows that the somewhat
tighter upper limit on js34j in fit III is a consequence of the
well known correlation between larger ��ð5Þ and smaller
values of mH that we saw in the SM3 fits of the previous
section. For mH & 600 GeV, the upper limit on js34j is
nearly the same for all three fits although the lower limits
from fits II and III are stronger. In particular, for mH ¼
mt0 ¼ 354 GeV and mH ¼ mt0 ¼ 500 GeV, the upper

limit on js34j is nearly the same for all three ��ð5Þ inputs,
with or without the low energy data.
The direct experimental limits on mH are indicated by

the vertical lines in Figs. 2 and 3, and a theoretical limit is
indicated by the diamond on the abscissa atmH ¼ mt0 . The
dotted vertical line denotes the LEPII 95% CL lower limit,
and the region between the two dashed vertical lines marks
the 131–204 GeV SM4 95% CL exclusion region estab-
lished by CDF and D0. Except for the interval between 114
and 131 GeV, we see that �34 ¼ 0 is excluded by fit III and
is nearly excluded by fit II, and that fit III requires 0:255>
js34j> 0:065 for mt0 ¼ 354 GeV, and 0:16> js34j>
0:035 for mt0 ¼ 500 GeV. The lower limits on js34j will
be strengthened as the limits on the SM4 Higgs boson are
tightened at the Tevatron and the LHC (or when it is
discovered).
The theoretical lower limit on mH indicated by the

diamond in Figs. 2 and 3 at mH ¼ mt0 applies strictly
speaking only at �34 ¼ 0, but it is safe to say that it also
excludes at least some small region around �34 ¼ 0. The
bound mH * mt0 follows from the assumption that the
cutoff for new BSM4 physics is no lower than 2 TeV, and
can be relaxed to mH * mt0 � 50 GeV if the cutoff is
lowered to 1 TeV[11]. Since the analysis of [11] was
performed assuming �34 ¼ 0, we cannot be sure how it
affects the allowed region of the entire js34j �mH plane.
Assuming that the bound for �34 � 0 is of the form mH *
mt0 ð1þ Cjs34jÞ, the sign and value of the coefficient C will
determine the further restrictions on js34j; if it is of the
form mH * mt0 ð1þ Cjs34j2Þ the corrections will be small.
If the s34 correction is quadratic or if C is very small the
entire region mH & mt0 would be excluded and the
allowed region would establish lower and upper limits on
js34j, which for the EWWG defaults, fit I, would be

FIG. 3. 95% CL contour plots for SM4 with mt0 , mb0 ¼
500; 484 GeV, as in Fig. 2.

FIG. 2. 95% CL contour plots for SM4 with mt0 , mb0 ¼ 354,
388 GeV: I solid lines, II dashed lines, and III dash-dotted lines.
The nearly identical dotted contours include the low energy data.
The vertical dotted and dashed lines indicate the LEPII and
Tevatron 95% exclusion regions, and the diamond on the ab-
scissa marks the stability bound mH * mt0 .
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0:275> js34j> 0:115 for mt0 ¼ 354 GeV and 0:175>
js34j> 0:105 for mt0 ¼ 500 GeV.

Figs. 4 and 5 show the contour plots for the data set
consisting of the EWWG ‘‘high energy’’ measurements
listed in Table I, but without the three hadronic asymmetry
measurements, Ab

FB, A
c
FB, andQFB, as would be appropriate

if the Ab
FB anomaly is due to underestimated systematic

error. The corresponding SM3 fits were summarized in
Table IV. We see from Figs. 4 and 5 that SM4 removes
the tension with the 114 GeV LEPII lower limit onmH that
is apparent in Table IV, but that in the case of fit III the

CDF-D0 limit on the SM4 Higgs boson mass excludes
most of the remaining allowed parameter space, except
for two small regions between 114 and 131 GeV and
between 204 and 230 GeV. Fits I and II have extensive
allowed regions above mH ¼ 204 GeV, but depending on
how mixing affects the theoretical lower limit on mH, i.e.,
the parameter C discussed above, they could be severely
constrained or even entirely excluded by the theoretical
limit.
The quark and lepton masses considered above were

chosen because they yield good fits for s34 ¼ 0. We may
then ask whether different masses might provide better fits
for s34 � 0. Since the decrease in confidence level for
increasing js34j is a consequence of the associated increase
in T, it might seem that quark and lepton doublets with
smaller mass splittings could yield improved fits at large
js34j, even if they are not favored at s34 ¼ 0. We find
however that this strategy does not increase the upper limit
on js34j although it does change the relationship between
s34 and mH. The quark mass splitting used above, mt0 �
mb0 ¼ 16 GeV, results in a very small value of Ft0b0 , 2
orders of magnitude smaller than Ftb and 3 orders of
magnitude smaller than Ft0b for mt0 ¼ 500 GeV, so that
the resulting fits are nearly identical to those with mt0 ¼
mb0 . Thus the only possibility to pursue this strategy is to
reduce the lepton mass splitting from the 91 GeV value
used in the fits presented above.
We illustrate this strategy with two models, takingmt0 ¼

mb0 ¼ 500 GeV, m�0 ¼ 100 GeV and m‘0 �m�0 ¼ 0 or
40 GeV. Unlike the cases considered above, in these mod-

FIG. 5. SM4 95% CL contour plots with mt0 , mb0 ¼
500; 484 GeV, as in Fig. 2, without the three hadronic asymme-
try measurements.

FIG. 4. SM4 95% CL contour plots with mt0 , mb0 ¼
354; 338 GeV, as in Fig. 2, without the three hadronic asymme-
try measurements.

FIG. 6. 95% CL contours as in Fig. 2 using EWWG defaults,
all with mt0 ¼ 500 GeV and m�0 ¼ 100 GeV. For the dotted line
and dash-dotted line contours, mb0 ¼ 500 GeV, while m‘0 �
m�0 ¼ 0 and 40 GeV, respectively. The dashed line contour is
for the best fit model described in the text, with mb0 ¼ 475 GeV
and m‘0 �m�0 ¼ 45 GeV. The solid line contour, reproduced
from Fig. 3, is for mb0 ¼ 484 GeV and m‘0 �m�0 ¼ 91 GeV.
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els �2 does not increase monotonically from a minimum at
s34 ¼ 0. Instead the �2 minimum occurs at js34j ’ 0:06,
but at unacceptably small Higgs masses, around 30 to
40 GeV. The 95% CL contours are shown in Fig. 6 (dotted
lines and dash-dotted lines) where they are compared to the
model withm‘0 �m�0 ¼ 91 GeV (solid lines). We see that
the upper limit on js34j is not increased and that the allowed
parameter space is significantly reduced by the Higgs mass
constraints. The preference for small mH in these fits is a
consequence of the interplay between the oblique parame-
ters S and T with the Higgs mass: decreasing the mass
splittings reduces T and increases S, which both drive the
fit to small mH. Though the parameter space is reduced,
these models are currently still viable. They do not achieve
larger upper limits on js34j, but they do allow larger mixing
at smaller mH.

Finally, we consider the masses that yield the lowest �2

minimum we have obtained using EWWG defaults. Fixing
mt0 ¼ 500 GeV and m�0 ¼ 100 GeV, we find that the
smallest �2 occurs for mt0 �mb0 ’ 25 GeV, m‘0 �m�0 ’
40 GeV, and s34 ¼ 0. The value at the minimum, �2 ¼
15:9, is 1.4 units less than the SM3 best fit, for which the
minimum is �2 ¼ 17:3 (see Table I). While this model has
the deepest �2 minimum we have found and that minimum
occurs at s34 ¼ 0, the upper limit js34j & 0:175 is as large
as that of any of the other models, as seen in the dashed line
contour in Fig. 6. The allowed range of CKM4 mixing is
not extended by tuning masses to move the �2 minimum to
s34 � 0.

IV. DISCUSSION

We have explored the constraints on fourth family CKM
mixing that arise from the combined effect of the precision
electroweak data and bounds on the mass of the SM4 Higgs
boson. We find that fourth family CKM mixing of order
�Cabbibo is allowed, with js34j & 0:27 for quark masses near
the Tevatron lower limit and with js34j & 0:17 for masses
near the perturbative unitarity upper limit, and that the
experimental and theoretical bounds on mH in SM4 favor
nonvanishing fourth family CKM mixing. In addition to
the EWWG default inputs, we explored alternate data sets

and values of ��ð5Þ. Adding low energy data has little
effect, but removing the hadronic front-back asymmetries
leads to much tighter constraints. One recent determination

[28] of ��ð5Þ yields very similar results to the EWWG
default fits while another [16,29] strongly prefers small
mH, causing tension with the LEPII 114 GeV lower limit in
SM3 and a tighter upper limit on mH in SM4. A possible
explanation of the difference is that [29] uses � decay
data, while [28] does not because of concern over system-
atic uncertainties associated with the isospin corrections
required in the � analysis. It would be interesting to
know the extent to which the � data influences the result
in [29].

This work is restricted to the implications of the preci-
sion EW data and the Higgs mass limits on CKMmixing in
SM4. In a truly global approach, data from two other areas
should also be confronted. Lacker and Menzel have made
the interesting observation that the extraction ofGF in SM4
leaves room for significant deviations from its value in
SM3 which would affect the analysis of the precision
EW data, and that the CKM4 and PMNS4 matrices should
be considered simultaneously in a single fit [41]. The EW
fit of the CKM4 matrix can also be extended by including
FCNC and CP constraints together with the EW con-
straints, and a first step in this direction has been taken
[42]. Both are clearly important directions to pursue.
The effect of the Higgs boson mass bounds on the

allowed CKM4 parameter space is already significant, as
shown in the results reported above. They will become
more powerful as the Higgs boson searches at the Tevatron
and LHC progress and when the RG analysis of the stabil-
ity of the SM4 Higgs potential is generalized to account
for fourth family CKM mixing. Eventually, they will
tighten the mixing constraints or even exclude the pertur-
bative SM4 scenario. Although �Cabbibo order mixing
is allowed within the 95% CL contours, the minimum �2

is at �34 ¼ 0 and, as seen in [15], the confidence levels of
the best EW fits decrease monotonically as js34j increases.
Of course the underlying assumption of both the EW fits

and the RG analysis of the Higgs potential is that SM4
exists as an effective field theory that can be approximately
described by perturbation theory within some energy do-
main. This is a plausible assumption for fourth family
masses below the perturbative unitarity bounds but fails
for larger masses; in particular, in [15], we traced how the
two loop nondecoupling corrections grow as mt0 increases
above the unitarity bound toward 1 TeV. If there is little or
no hierarchy between the heavy quark threshold at 2mt0 and
the scale of new strong dynamics, then the EW fits and the
RG analysis both become quantitatively unreliable. In that
case, the LHC will encounter a new realm of strong dy-
namics whose exploration will make for a very rich physics
program. If the fourth family quarks are very heavy, e.g.,
mQ * 1 TeV, and difficult or impossible to observe di-

rectly, they will give rise to a large gg ! ZZ (and WW)
signal in the diboson energy regionm2

H < sZZ < 4m2
Q4

that

could be seen at the LHC with 5� significance over back-
grounds with only Oð10Þ fb�1 of integrated luminosity, [4]
before direct detection would be possible.
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