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We investigate the instanton solution between the degenerate vacua in curved space. We show that there

exist Oð4Þ-symmetric solutions not only in de Sitter but also in both flat and anti–de Sitter space. The

geometry of the new type of solutions is finite and preserves the Z2 symmetry. The nontrivial solution

corresponding to the tunneling is possible only if gravity is taken into account. The numerical solutions as

well as the analytic computations using the thin-wall approximation are presented. We expect that these

solutions do not have any negative mode as in the instanton solution.
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I. INTRODUCTION

The instanton solution with Oð4Þ symmetry exists be-
tween the degenerate vacua in de Sitter (dS) space. This
can be understood in the particle analogy picture due to the
change of the damping term into the accelerating term. The
numerical solution of the scalar field � was obtained in
Ref. [1]. The analytic computation and meanings of this
solution were further studied in Ref. [2]. Can we also
obtain the instanton solution between the degenerate vacua
in both flat and anti–de Sitter (AdS) space? The aim of this
paper is to obtain solutions in these backgrounds. We study
boundary conditions needed for these solutions not only in
dS but also in both flat and AdS space. These boundary
conditions respect the Z2 symmetry, different from those
studied in bounce solutions [3–6]. We will show that there
exists a new type of solutions giving rise to the finite
geometry with the Z2 symmetry.

An instanton solution is a solution to the equation of
motion of the classical field theory in Euclidean space
satisfying appropriate boundary conditions. Yang-Mills
instantons give finite action and have been extensively
studied in gauge theories [7] as well as in string theory
[8] (for a review, see Ref. [9]). In gravitational theory, there
are several kinds of instantons [10]. A recent summary is in
Ref. [11] and references therein. Some of those have finite
action, and others an infinite one [12]. There is also an
issue on the sign of the action for the solutions describing
quantum creation of the inflationary universe [13]. Some of
the authors in Ref. [13] considered the counterclockwise
Euclidean rotation rather than the clockwise rotation as the
analytic continuation in the complex t plane to suppress the
probability with negative action. This is related to the fact
that the Euclidean Einstein action is not positive definite,
which is known as the conformal factor problem in

Euclidean quantum gravity [14]. However, this issue is
not central to the problem and therefore we will not discuss
the issue any more in the present paper.
Quantum mechanically, the tunneling process in a sym-

metric double-well potential is described by the instanton
solution. This tunneling shifts the ground state energy of
the classical vacuum due to the presence of an additional
potential well lifting the classical degeneracy. The sym-
metric ground state wave function describes that there is a
higher probability of finding it somewhere between the two
classical vacua. In the semiclassical approximation, the
action is dominated by the instanton configuration. The
instanton solution can be interpreted as a particle motion in
the inverted potential starting from one vacuum state at the
minus infinite Euclidean time and reaching the other one at
the plus infinite time. We may consider the multi-instanton
solutions as describing the tunneling back and forth be-
tween the two vacua. For field theoretical solutions with
Oð4Þ symmetry, the equation of motion has an additional
term, which can be interpreted as a friction term in the
inverted potential. The solution for the potential with de-
generate minima is known for the dS case. However, there
are no studies of the solution in flat or AdS space.
The tunneling solution in the field theory with an asym-

metric potential is called a bounce solution. The solution is
related to the nucleation of a true (false) vacuum bubble
describing the decay of a metastable state. There have been
many studies on the decay of a metastable vacuum. The
process was first investigated in Ref. [3] and developed in
both flat [4] and curved spacetime [5,6]. Another type of
transition describing the scalar field jumping simulta-
neously at the top of the potential barrier was investigated
by Hawking and Moss [15] and later in Ref. [16]. Further
recent studies can be found in Refs. [17,18].
The mechanism for the nucleation of a false vacuum

bubble within the true vacuum background has also been
studied. The nucleation process of the large false vacuum
bubble in dS space was originally obtained in Ref. [19],
and the case with a global monopole in Ref. [20]. The small
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false vacuum bubble in the Einstein theory of gravity with
a nonminimally coupled scalar field was explored using a
mechanical analogy in Ref. [21], and the case with the
Gauss-Bonnet term in Ref. [22]. The nucleation rate as
well as classification depending on the size of the false
vacuum bubble in dS space was obtained in Ref. [2] in the
Einstein theory of gravity. The classification of true and
false vacuum bubbles in the dS background space depends
on the value of the cosmological constant. Large bubbles
have large values of the cosmological constant, while small
bubbles have small values of the cosmological constant.
These processes may provide an alternative paradigm in
the string theory landscape [23] or eternal inflation [24].

The natural question is on the instanton solution be-
tween the degenerate vacua and its relation to the bubble.
The clue of these solutions could have been seen in
Refs. [1,2,18]. The instanton solution in the potential
with degenerate vacua in de Sitter background was ob-
tained numerically [1]. It was also shown that the solution
can be analyzed as the limiting case of the large true
vacuum bubble or large false vacuum bubble [2]. In this
paper, we will show that there also exist solutions between
the degenerate vacua in both flat and AdS backgrounds.
These solutions cannot be obtained as the limiting cases of
the previously known vacuum bubble solutions.

In flat spacetime the bounce solution has exactly one
negative mode [25]. When gravity is taken into account, it
is a more involved problem [26]. On the other hand, our
solutions describe quantum mechanical mixing between
the degenerate vacua and we expect that the solutions do
not have any negative mode.

The time evolution of the solution after its materializa-
tion can be studied by the analytic continuation to
Lorentzian spacetime. We will study the dynamics of the
wall following the introductory work of Coleman [4]. The
wall has a trajectory of the hyperboloid in Minkowski
spacetime. The method in curved spacetime was also
studied [27]. The metric junction condition [28] can also
be employed for the evolution of the wall (for recent works,
see Ref. [29] and references therein). The evolution is
simply classified into two types from an observer’s point
of view on the wall: One is shrinking while the other is
expanding. For the type of shrinking wall, there are two
cases. One is related to the creation of a child universe. The
other is related to the black hole formation or nothing. For
the type of expanding wall, there are also two cases. One is
the bubble eating up the original background. The other is
the case with the expanding inside region as well as the
outside region, which will be related to the present work.

The outline of this paper is as follows: In Sec. II we
investigate the instanton solution with Oð4Þ symmetry
between the degenerate vacua in not only de Sitter space
but also flat and AdS space. We discuss the new type of
boundary conditions with Z2 symmetry. Under these
boundary conditions, we explore the possibility for the

existence of the instanton solution qualitatively. From
this perspective, one of the central questions that we intend
to is to obtain the condition for the existence of the solu-
tion. The condition will depend on the local maximum
value of the potential. In Sec. III we employ the metric
junction condition to get the dynamics of the wall. In
Sec. IV we summarize and discuss our results.

II. THE INSTANTON SOLUTION

We consider the following action:

S ¼
Z
M

ffiffiffiffiffiffiffi�g
p

d4x

�
R

2�
� 1

2
r��r���Uð�Þ

�

þ
I
@M

ffiffiffiffiffiffiffi�h
p

d3x
K

�
; (1)

where � � 8�G, g � detg��, and the second term on the

right-hand side is the boundary term [30].
The vacuum-to-vacuum transition amplitude can be

semiclassically represented as Ae��S, where the exponent
�S is the difference between the Euclidean action corre-
sponding to an instanton solution and the background
action itself. This exponent is also related to the splitting
of the energy levels for the symmetric double-well poten-
tial. The prefactor A comes from the first order quantum
correction.
If we consider the asymmetric double-well potential, the

metastable state will tunnel into the ground state through
the bubble nucleation process. The action corresponding to
the tunneling process will then have an imaginary part. The
decay rate of the background vacuum is described by a
bounce solution [3–5,25,31].
Our main concern in this paper is the case of the sym-

metric double-well potential. The scalar potential Uð�Þ in
Eq. (1) has two degenerate minima

Uð�Þ ¼ �

8

�
�2 ��2

�

�
2 þUo: (2)

The space will be dS, flat, or AdS depending on whether
Uo > 0, Uo ¼ 0, or Uo < 0. We want to obtain instanton
solutions describing the tunneling between the degenerate
vacua in the present work.
We considerOð4Þ-symmetric ansatz for both the geome-

try and the scalar field

ds2 ¼ d�2 þ �2ð�Þ½d	2 þ sin2	ðd
2 þ sin2
d�2Þ�:
(3)

Then, � and � depend only on � and the Euclidean field
equations for them have the form

�00 þ 3�0

�
�0 ¼ dU

d�
and �00 ¼ ��

3
�ð�02 þUÞ; (4)

respectively and the Hamiltonian constraint is given by
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�02 � 1� ��2

3

�
1

2
�02 �U

�
¼ 0: (5)

We now have to impose the boundary conditions to solve
Eqs. (4) and (5). In this work, we have to consider 4
conditions for two equations of 2nd order. They can be
the values of the fields� and �, or their derivatives�0 and
�0 at either � ¼ 0 or at � ¼ �max. For example, in flat
spacetime without gravity where � is identified with �, �
at �max, and �0 at � ¼ 0 was imposed as the boundary
conditions for � in Ref. [4]. The condition �0 ¼ 0 is a
natural choice to have a nonsingular solution. In the case
with gravity, we need further conditions on �. One may
choose the initial condition type of boundary conditions
� ¼ 0 and �0 ¼ const at � ¼ 0.

These boundary conditions will give small bubbles
within large backgrounds regardless of the background
geometry [2]. On the other hand, the theory has a wide
variety of solution types if the effect of gravity becomes
more significant. Large bubbles have large values of the
cosmological constant, while small bubbles have small
values of the cosmological constant [2].

In the case of Euclidean de Sitter background with
compact geometry, the following choice of boundary con-
ditions is also possible: �0 ¼ 0 and � ¼ 0 at � ¼ 0 and
�max ¼ 0 [1]. This boundary condition has Z2 symmetry
under the exchange of two points corresponding to � ¼ 0
and �max ¼ 0. In general, for a potential with degenerate
vacua, we can choose the boundary condition with Z2

symmetry as follows:

d�

d�

���������¼0
¼ 0;

d�

d�

���������¼max
¼ 0;

�j�¼0 ¼ 0; and �j�¼�max
¼ ~�ð�maxÞ ¼ 0;

(6)

where �max will have a finite value in the cases we will
consider. We adopt this boundary condition for our instan-
ton solutions.�ð�maxÞ is exponentially approaching to but
not reaching �v

f . The above boundary conditions have

been used in dS background space [1] as already men-
tioned. We will also choose ~�ð�maxÞ ¼ 0 for both flat and
AdS space to impose Z2 symmetry. This will allow new
solutions with Z2 symmetry even both flat and AdS space.
Because of Z2 symmetry about the wall, the inside geome-
try will be identical to the outside one. As a result, the
whole geometry is finite. This is very different from the
known solutions with infinite geometry [4–6,32].

In what follows, we explore in more detail the possibility
for the existence of the instanton solution. To understand
solutions qualitatively, we rearrange the terms in Eq. (4)

after multiplying by d�
d�

Z �max

0
d

�
1

2
�02 �U

�
¼ �

Z �max

0
d�

3�0

�
�02: (7)

The quantity in the square brackets here can be interpreted

as the total energy of the particle with the potential energy
�U. The term on the right-hand side can be considered as
the dissipation rate of the total energy as long as �0 > 0.
However, the role of the term can be changed from damp-
ing to acceleration if �0 changes sign during the transition.
For the tunneling between the degenerate vacua the region
for �0 > 0 and �0 < 0 will be equally divided due to the Z2

symmetry, hence the term on the right-hand side will be
vanished. Thus, the total energy at both ends, � ¼ 0 and
� ¼ �max, is conserved as we can see from Eq. (7) and the
third column in Fig. 1. The condition for the change of sign
depends on the maximum value of the potential. To allow
the change during the transition, the local maximum value
of the potential Uð0Þ must be positive. This can be seen
from Eq. (5). That is to say,

Uð0Þ ¼ 3

��2
þ 1

2
�0j2ð�¼0Þ > 0:

In other words, the sign of the second term of the first
equation in Eq. (4) can be changed during the transition for
��4=8� < Uo.
The numerical solutions for the equations are illustrated

in Fig. 1. In this work, we employ the following dimen-
sionless variables [21]:

Ûð�̂Þ ¼ �Uð�Þ
�4

; �̂2 ¼ ��2

�2
; �̂ ¼ ��;

�̂ ¼ ��; �̂ ¼ �2�

�
:

(8)

These variables give

Ûð�̂Þ ¼ 1
8ð�̂2 � 1Þ2 þ Ûo; (9)

and the Euclidean field equations for � and � become

�̂ 00 þ 3�̂0

�̂
�̂0 ¼ dÛ

d�̂
and �̂00 ¼ � �̂

3
�̂ð�̂02 þ ÛÞ;

(10)

respectively and the Hamiltonian constraint is given by

�̂ 02 � 1� �̂�̂2

3

�
1

2
�̂02 � Û

�
¼ 0: (11)

We use relaxation methods to solve Eqs. (4) and (5) with
boundary conditions (6). For dS space, this solution was
already studied in Refs. [1,2]. In Fig. 1, the first
row (A) illustrates the transition between the degenerate
vacua in dS space, Uo > 0. The second row (B) illustrates
the transition between the degenerate vacua in flat space.
The third row (C) illustrates the transition between the
degenerate vacua in AdS space. The first column corre-
sponds to the solution of �. The second column corre-
sponds to the solution of �. The third column illustrates
the evolution of the second term on the left side of Eq. (4).
In the first column in Fig. 1, we can see that the role of the
second term on the left side of Eq. (4) changes from
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damping �0 > 0 to acceleration �0 < 0 during the transi-
tion. For the size of S3, � starts from zero at� ¼ 0, reaches
the maximum size at � ¼ �max=2, and becomes zero again
at � ¼ �max. Obviously, the geometry is finite and Z2

symmetry. Note that ~�ð�maxÞ goes to zero unlike the
bounce solutions where ~�ð�maxÞ goes to infinity for both
flat and AdS space.

We must be careful in evaluating the action difference
between the action of the solution and the background
action itself. In previous works [4–6], the outside contri-
bution to the action of the solution is equal to that from
outside of the background. In our solution, the outside
geometry of the solution is quite different from that of
the background. We cannot employ Eq. (3.8) in Ref. [5]
directly because the role of the second term �0 is changed

from the initial role of damping to the finial role of accel-
eration. When we do integration by parts in an analytic
computation we cannot simply drop out the surface term
due to our boundary conditions Eq. (6).
In the thin-wall approximation scheme, the Euclidean

action can be divided into three parts: �S ¼
�Sin þ �Swall þ�Sout, where �S ¼ SEðsolutionÞ �
SEðbackgroundÞ. For flat and AdS cases the inside part
�Sin gives no contribution because of unchanged inside
geometry in the tunneling solution and background. Here,
we will send the contribution of the inside part due to the
diminished inside bulk shape to the contribution of the
outside part for simplicity. Thus, we only need to consider
the contribution of the wall and the outside part. The
contribution of the wall is given by �Swall ¼ 2�2 ��3So,

(A) Instanton solution in de Sitter space

(B) Instanton solution in flat space

(C) Instanton solution in anti-de Sitter space

FIG. 1. The first and second columns show the numerical solutions on � and �, respectively. The third column shows the evolution
of the second term in the left one of Eq. (4). Row (A) illustrates the transition between the degenerate vacua in dS space, Ûo ¼ 0:01
and �̂ ’ 0:0474. Row (B) illustrates the transition between the degenerate vacua in flat space, Ûo ¼ 0 and �̂ ’ 0:1805.
Row (C) illustrates the transition between the degenerate vacua in AdS space, Ûo ¼ �0:01 and �̂ ’ 0:2392.
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where the surface tension of the wall Soð¼ 2�3=3�Þ is a
constant [5]. We note that it corresponds to the energy
of a kink in one-dimensional space in the form of the
potential without Uo in Eq. (2). The contribution from
the outside part is given by �Sout ¼ SEðsolutionÞout �
SEðbackgroundÞout.

In the thin-wall approximation scheme, the relation
between d� and d� can be seen by the relation

d� ¼ �d�

�
1� ��2U

3

�
1=2

; (12)

whereþ is for 0 � �< �max=2, 0 is for � ¼ �max=2, and
� is for �max=2<� � �max [2].

Outside geometry after tunneling will be finite as that of
dS space. Therefore wewill consider the initial background
space having the size ~�i

maxð�i
maxÞ. �i

max denotes �max in the
initial space. The finite size in the initial space will go to
infinity as ~�i

maxð�i
maxÞ goes to infinity except for dS space.

We also study the effect as the size increases. For both flat
and AdS space, we have to carry out integration by parts
carefully. The contribution from integration by parts
Eq. (3.8) in Ref. [5] gives as follows:

SEðbackgroundÞout ¼ 4�2
Z �i

max

��

�
�3U� 3�

�

�
d�� �Sibp;

(13)

where the second term on the right-hand side of the above
equation is from the effect of the surface term at ~�i

max

and �Sibp ¼ �ð6�2=�Þ~�i2
maxð1� �~�i2

maxUo=3Þ1=2. For dS
space, �i

maxð�maxÞ ¼ 0 and �Sibp ¼ 0.

The analytic computation in dS space was obtained [2]
as follows:

�Sbulk ¼ �Sin þ �Sout

¼ 12�2

�2Uo

�
1� �

3
Uo ��

2

�
3=2

þ 12�2

�2Uo

�
1� �

3
Uo ��

2

�
3=2

: (14)

The first term is from the contribution of the inside bulk
part due to the diminished inside bulk shape and the second
term is from the outside bulk part due to the same reason.
Then, the coefficient �S and the critical radius of the wall
are evaluated to be

�� ¼ 2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2o
4 þ 4

3�Uo

q and �S ¼ 12�2So

�2Uo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2o
4 þ 4

3�Uo

q ;

where Eq. (12) is used.
The final form from the contribution of the outside part

in both flat and AdS space is evaluated to be

�Sout ¼ 12�2

�2Uo

�
2

�
1� �

3
��2Uo

�
3=2

� 1�
�
1� �

3
~�i2
maxUo

�
3=2

�
þ�Sibp: (15)

The minus sign in front of the third term in the square
parentheses is owing to the integration of the outside part in
flat and AdS space. For dS space, the minus sign is changed
into the plus. This is because Eq. (12) is used for both the
tunneling solution and the background in evaluating �Sout,
while Eq. (12) is used only for the tunneling solution in
both flat and AdS cases. Equation (15) with the plus sign
and ~�i

maxð�i
maxÞ ¼ 0 will reproduce the result for dS in

Eq. (14).
The position of the wall obtained by extremizing �S is

given by

�� ¼ 2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2o
4 þ 4

3�Uo

q : (16)

This form has the same one as the tunneling in dS space [2]
except that Uo < 0. The transition rate is evaluated to be

�S ¼ 12�2

�2Uo

�
Soffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S2o
4 þ 4

3�Uo

q � 1�
�
1� �

3
~�i2
maxUo

�
3=2

�

þ �Sibp: (17)

We first consider the case for 1< �
3 ~�

i2
maxjUoj. As the

initial value of ~�i
max goes to infinite, the exponent becomes

�S��2�2

ffiffiffiffiffiffiffiffiffi
jUoj
3�

s
~�i3
max:

As the initial space goes to infinite, the transition rate has
an exponentially growing value.
We now consider the case for 1> �

3 ~�
i2
maxjUoj. Then the

final form of �S is evaluated to be

�S�� 64�2

�3S2o
� �2 ~�i2

maxjUoj;

where jUoj is equal to zero for the case of flat space. The
exponent �S has the negative minimum value at � ¼ ��.
The action of the solution is less than the action of the
background for the cases in both flat and AdS space. For
the case in dS space, the action difference has the positive
value, �S > 0.
From the above results, the instanton solution in dS

space can be interpreted as the ordinary formation process
of a kink or domain wall. On the other hand, the solution in
both flat and AdS space can be interpreted as the mixed
state of the two degenerate vacuum states. We expect that
this phenomenon may be interpreted as the analog of the
energy difference, �E< 0, between the energy of the
mixed state and the harmonic oscillator in the left or right
potential.
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III. THE DYNAMICS OF THE SOLUTION IN
LORENTZIAN SPACETIME

In this section, we study the growth of the wall after its
materialization. To obtain the dynamics of the solutions in
Lorentzian spacetime, we now apply the analytic continu-
ation as in Ref. [27]

	 ¼ i�þ �=2; (18)

where �=2 is added for a proper Lorentzian signature
ð�;þ;þ;þÞ. The only difference is that one has to con-
tinue the scalar field as well as Oð4Þ-invariant Euclidean
space into an Oð3; 1Þ-invariant Lorentzian spacetime. This
analytic continuation gives the spherical Rindler-type met-
ric [33] as follows:

ds2 ¼ d�2 þ �2½�d�2 þ cosh2�ðd
2 þ sin2
d�2Þ�
for flat; (19)

ds2 ¼ d�2 þ 3

�
sinh2

ffiffiffiffi
�

3

s

� �½�d�2 þ cosh2�ðd
2 þ sin2
d�2Þ� for AdS;

(20)

ds2 ¼ d�2 þ 3

�
sin2

ffiffiffiffi
�

3

s

� �½�d�2 þ cosh2�ðd
2 þ sin2
d�2Þ� for dS;

(21)

where � ¼ �jUoj and � becomes the timelike coordinate.
In Minkowski spacetime [see Eq. (19)], the inside geome-
try has the relation �2 ¼ �t2 þ r2 for the range of 0 �
�< �max=2. On the other hand, the outside geometry has
the relation ~�2 ¼ �t2 þ r2 for the range of �max=2<� �
�max, where we defined ~� ¼ �max � �. The geometry can
be constructed by joining two spacetimes along the wall,
�� ¼ �max=2. As a result, the spacetime has Z2 symmetry.
At the initial Lorentzian time (t ¼ 0), �� is equal to Ro as
shown in the left figure in Fig. 2. The method obtaining the
left figure in Fig. 2 was studied in Ref. [4].
The geometry and properties of our solutions as com-

pared with the domain wall [34,35] were studied in
Ref. [2]. Domain walls can form in any model having a
spontaneously broken discrete symmetry. An inertial ob-
server sees the domain wall accelerating away with a
specific acceleration. The domain wall has repulsive gravi-
tational fields [34,35]. On the other hand, our solutions are
different from the formation process of a domain wall. The
spacetime in the present work depends only on the cosmo-
logical constant and also has the spherical Rindler-type
metric.
Now we will employ the Israel junction condition. In the

thin-wall limit, all the energy momentum is localized on
the wall and therefore the thin wall has a surface stress-
energy tensor. Thus, it becomes a kind of surface layer
[28]. In this framework, only the vacuum Einstein equa-
tions should be solved on either side of the wall. We use
another coordinate transformation [2,27] forOð3Þ invariant
configurations:

R ¼ � cosh�; T ¼ � sinh�; for flat;

R ¼
ffiffiffiffi
3

�

s
sinh

ffiffiffiffi
�

3

s
� cosh�; T ¼

ffiffiffiffi
3

�

s
tan�1

�
sinh� tanh

ffiffiffiffi
�

3

s
�

�
; for AdS;

R ¼
ffiffiffiffi
3

�

s
sin

ffiffiffiffi
�

3

s
� cosh�; T ¼ 1

2

ffiffiffiffi
3

�

s
ln
cos

ffiffiffiffiffiffiffiffiffi
�=3

p
�þ sin

ffiffiffiffiffiffiffiffiffi
�=3

p
� sinh�

cos
ffiffiffiffiffiffiffiffiffi
�=3

p
�� sin

ffiffiffiffiffiffiffiffiffi
�=3

p
� sinh�

; for dS:

(22)

FIG. 2. The figures illustrate the time evolution after the nucleation. The left figure represents the evolution of the wall under the
inside and outside observers’s point of view. The right figure represents the effective potential in the junction equation.
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Because of the exact Z2 symmetry of the whole spacetime,
both inside and outside have the same behavior. The metric
in Eqs. (19)–(21), becomes

ds2 ¼ �
�
1��

3
R2

�
dT2 þ dR2

ð1� �
3 R

2Þ þ R2d�2
2: (23)

We introduce the Gaussian normal coordinate system near
the wall

dS2 ¼ �d
2 þ d�2 þ �r2ð
; �Þd�2; (24)

where g

 ¼ �1 and �rð
; ��Þ ¼ rð
Þ. It must agree with the
coordinate R of the left and right regions. The angle
variables can be taken to be invariant in all regions. The
induced metric on the wall is given by

dS2� ¼ �d
2 þ r2ð
Þd�2; (25)

where 
 is the proper time measured by an observer at rest
with respect to the wall and rð
Þ is the proper radius of �.
The metrics in both sides of the wall give the same induced
metric on the wall. The following condition should be
satisfied: 1 ¼ ð1��R2=3Þ _T2 � ð1��R2=3Þ�1 _R2, where
the dot is a derivation with respect to 
. Because of the
spherical symmetry, the extrinsic curvature has only two
components, K



 � K�
� and K



. The junction equation is
related to K



 and the covariant acceleration in the normal
direction is related to K



 . The junction condition then
becomesffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1��

3
r2 þ _r2

s
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1��

3
r2 þ _r2

s
¼ �

2
�r; (26)

where � is the surface-energy density and equivalent to the
surface tension of the wall So. After squaring, we obtain
the metric junction equation. The effective potential has
the form

Veff ¼ 1

2

�
��2

16
�2 ��

3

�
r2 þ 1

2
: (27)

The condition for the existence of the expanding solution is
�< 3�2�2=16 for AdS spacetime, while the expanding
solution is always possible for dS spacetime.

The left figure in Fig. 2 represents the time evolution of
the inside and outside spacetime from the inside and out-
side observers’s point of view, respectively. The location of
walls is denoted by Ro. Because the configuration of the
whole spacetime has Z2 symmetry the walls may be iden-
tified. Then both observers in the left and right sides of the
wall feel that they are inside of the wall. The right figure
represents the effective potential describing the dynamics
of the wall under the metric junction equation. We can read
off directly the properties of the trajectory of the wall from
the shape of the effective potential. The location of ro
where Veff ¼ 0 in the right figure in Fig. 2 is given by

ro ¼ 2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2

4 � 4�
3�2

q : (28)

This ro is the same as the position of the wall in Eq. (16).
After the tunneling transition, the wall can expand without
eating up bulk (inside and outside or left and right)
spacetime.

IV. SUMMARYAND DISCUSSIONS

In this paper, we have studied instanton solutions with
Oð4Þ symmetry between the degenerate vacua in curved
space. The boundary conditions we imposed have Z2 sym-
metry, which are different from the usual ones. The solu-
tion also has the exact Z2 symmetry and gives rise to the
geometry of a finite size. We obtained the numerical solu-
tions as well as performed the analytic computations using
the thin-wall approximation. These nontrivial solutions are
possible only if gravity is taken into account. The solutions
which represent the tunneling in the opposite direction,
anti-instanton, are easily obtained by � ! �max � �. The
leading semiclassical exponent �S is given by the instan-
ton solution. To evaluate �S we considered the initial
background space with the finite size ~�i

max cutoff. The
finite size in the initial space will go to infinity as ~�i

max

goes to infinity except for dS space. We studied the effect
as the size increases. In the thin-wall approximation, the
solution describing tunneling in flat space has the negative
minimum value of the exponent �S. This will be the
dominant contribution to the Euclidean path integral. For
AdS space, the transition rate has a negative exponentially
growing value due to the diverging background subtrac-
tion. For dS space, the coefficient �S has a positive value.
The difference among the dS, flat, and AdS space is caused
by the initial size of the background Euclidean space or the
diverging background subtraction depending on the cos-
mological constant. The instanton solution in dS space can
be interpreted as the ordinary formation process of a kink
or domain wall. On the other hand, the solution in both flat
and AdS space can be interpreted as the mixed state of the
two degenerate vacuum states. We expect that this phe-
nomenon may be interpreted as the analog of the energy
difference, �E< 0, between the energy of the mixed state
and the harmonic oscillator in the left or right potential. It
is not clear how to interpret the physical meaning of the
negative value of �S in the present work. However, the
exponent �S can have a finite value if the tunneling
describing our instanton solutions occurs in the initial
background with finite size.
In these solutions mediating tunneling between the de-

generate vacua, the observers’s point of view is different
from the ordinary formation process of the vacuum bubble
or domain wall. Our instanton solutions have specific
dynamics in Lorentzian spacetime. In this formation, there
is only one point of view as inside. For example, every
observer sees themselves surrounded by the wall after the
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tunneling in dS space. In other words, the wall is located at
Roð¼ �maxð�max=2ÞÞ. The inside and the outside observers
are located at r ¼ 0 and r0 ¼ 0, respectively. After the
analytic continuation from Euclidean to Lorentzian the
observer is inside of the wall and the other is also inside
of the wall over the dS horizon. Thus, every observer
remains inside of the wall. The situation will be similar
in both flat and AdS space although they do not have a real
horizon. The wall formed when the particle rolls down and
up the inverted potential in the mechanical analogy. The
middle of the wall has the energy density corresponding to
the top of the potential, which is equivalent to the vacuum
energy of dS space. Thus, the wall somehow plays the role
of the dS horizon, but not the real horizon. The other
observer exists over the wall, which is located at r0 ¼ 0.
It seems that the solutions represent 2-brane formation
with Z2 symmetry. Thus, the topology of the initial space-
time could be changed under the influence of this solution.

In order to get the analytic computation on the action
one may consider carefully the contribution from the
Gibbons-Hawking term. This is because the geometry of
the outside wall of our solutions is different from that of the
background. This is not needed for the usual bubble solu-
tions where the outside geometry does not change. We
expect that the point ~� ¼ 0 after the tunneling process is
smooth due to Z2 symmetry.

We propose the solutions with exact Z2 symmetry can
represent the nucleation of the braneworld-like object if the
mechanism is applied in higher-dimensional theory. The
braneworld having the finite size with the exact Z2 sym-
metry can be nucleated not only in dS but also in flat and

AdS bulk spacetime, and then expand, seen from an ob-
server’s point of view on the wall, without eating up bulk
(inside and outside) spacetime.
It will be interesting to see if this type of solution can be

extended to the theories with gauge fields or in various
dimensions. These solutions are interpreted as an instanton
solution rather than a bounce solution in not only dS but
also flat and AdS space. The study on the instanton solution
in curved space may be important for the understanding of
the properties of the vacuum structure in these theories as
well as to see if the processes may happen in the early
universe. Can we obtain the situation describing each ob-
server as an outside one? It may be related to the worm-
hole. The study including a wormhole solution will also be
interesting.
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