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Advances in the field of numerical relativity now make it possible to calculate the final, most powerful

merger phase of binary black-hole coalescence for generic binaries. The state of the art has advanced well

beyond the equal-mass case into the unequal-mass and spinning regions of parameter space. We present a

study of the nonspinning portion of parameter space, primarily using an analytic waveform model tuned to

available numerical data, with an emphasis on observational implications. We investigate the impact of

varied mass-ratio on merger signal-to-noise ratios for several detectors, and compare our results with

expectations from the test-mass limit. We note a striking similarity of the waveform phasing of the merger

waveform across the available mass ratios. Motivated by this, we calculate the match between our 1:1

(equal-mass) and 4:1 mass-ratio waveforms during the merger as a function of location on the source sky,

using a new formalism for the match that accounts for higher harmonics. This is an indicator of the

amount of degeneracy in mass-ratio for mergers of moderate-mass-ratio systems.
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I. INTRODUCTION

The merger of a black-hole binary will be one of the
strongest sources of gravitational waves, with a greater
luminosity than the combined electromagnetic luminosity
from all the stars in the visible universe. Ground-based
detectors like LIGO, Virgo, and GEO, currently entering
their second generation of development, are sensitive to the
mergers of stellar black holes, while the space-based LISA
will observe mergers of massive and supermassive black
holes. It has long been expected that the final mergers of
black-hole binaries would be significant for interpreting
gravitational wave measurements. While a physically mo-
tivated model, and corresponding template bank, would not
be necessary for detection [1], such a model would be the
only avenue toward extracting all of the available informa-
tion about the system that is contained in the merger signal.
And since the merger is likely to constitute the majority of
the detectable signal for the next generation of ground-
based detectors [2], such a physically motivated model
would be necessary for gaining an understanding of the
physical sources generating the detected signals.

In the absence of merger models, early investigations
had to use information from perturbative approximations
to guess at the impact of mergers. In [1], the Newtonian
approximation for the gradual adiabatic inspiral of the
holes, combined with the understanding of the post-merger
ringdown as the quasinormal modes of a Kerr black hole,
was used to guess at the contribution of mergers to the

signal detectability. This guess was essentially validated by
the observed behavior of numerically simulated merger
signals [2]. However, while the power spectrum could be
approximated, the physics behind the power spectrum, the
amplitude and phase evolution that would lead to that
spectrum, the accuracy with which the merger phase could
be simulated or modeled, and the amount of information
about the source that could be extracted from detected
signals were completely open questions. Over the course
of the last few years, the field of numerical relativity has
provided a means of studying the detailed structure of these
merger signals for the first time. Initially focusing only on
the equal-mass, nonspinning case, several groups have
since explored both the nonspinning axis of parameter
space as well as the vast expanse of spinning parameter
space [2–9]. The current availability of merger waveforms
now makes it possible to address the questions previously
mentioned, through the measurement of these signals.
Because the merger is the dominant contributor to the

overall signal power, particularly for ground-based detec-
tors where it provides the majority of the detectable signal,
answering these questions is a critical exercise actively
being addressed by many groups. Significant attention
has been given to the problem of modeling the signals
with sufficient accuracy for detection with ground-based
observations. Recent work has begun addressing not only
detection [10,11], but also estimating the source parame-
ters using ground-based [12] and space-based detectors
[13–16]. Much work has also gone into interpreting the
available merger waveforms, in an attempt to better under-
stand them, both with regard to a physical interpretation of*Sean.T.McWilliams@nasa.gov
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the source [17] and with regard to understanding what
drives the recoil of systems due to asymmetric radiation
[18–21].

In this paper, we revisit the nonspinning subset of pa-
rameter space, with the goal of studying the observational
implications of nonspinning merger waveforms. In Sec. II,
we briefly describe the procedure for generating complete
nonspinning waveforms. In Sec. III, we study the contri-
bution to the achievable SNR from the inclusion of merg-
ers, and its variation with mass ratio. In Sec. IV, we study
more detailed comparisons of the nonspinning waveforms,
including a novel implementation of the ‘‘match’’ statistic
[22]. In Sec. V, we discuss the general observational im-
plications of nonspinning merger waveforms. In the
Appendix, we derive the formalism for the novel match
implementation employed in Sec. IV.

II. METHODOLOGY

The observable quantity being measured by gravita-
tional wave interferometers, be they ground- or space-
based, is the strain on the spacetime, h ¼ �L=L, or its
derivatives. We therefore require a model of the waveform,
hðtÞ, that we expect to measure from black-hole binaries.
The models we employ are predictions for the emitted
strain, or the strain in the source frame. The detected strain
depends on the distance to the source, the position on the
detector’s sky, and the detector’s response.

In this work, we focus on Advanced LIGO for ground-
based observation, and LISA for space-based observation.
For Advanced LIGO, we assume a constant response as a
function of frequency, which should be adequate for all but
the lowest-mass cases. For the detector noise, we use the
wide-band tuning [23] typically associated with burst
sources as was done in [2], due to the superior sensitivity
at higher frequencies where the merger will occur for lower
masses. For LISA, we employ the effective noise floor
from [24,25], which includes both the contributions from
noise sources as well as the average response of the detec-
tor to signals and instrumental noise, which is nontrivial for
the higher frequencies in LISA’s band. For frequencies in
the range 3� 10�5 Hz � f � 1� 10�4 Hz, we employ a
more conservative estimate of the acceleration noise as was
done in [2], instead assuming a steeper amplitude spectral
density that falls off as f�3 [26]. Below 3� 10�5 Hz, we
assume the detector has no sensitivity. We apply an overall
factor of 3=20 to the LISA power spectral density as
discussed in [27].

The remaining element is the model of the emitted
waveform, which will depend on the intrinsic parameters
(i.e. the mass, mass ratio, spin vectors, and eccentricity),
and which will vary over the sky of the source. The emitted
waveform can be conveniently represented by a harmonic
mode decomposition. If h is the complex strain, then the
mode decomposition is given by

h ¼ X1
‘¼2

X‘
m¼�‘

h‘mðt; RÞ�2Y‘mð�;�Þ; (1)

where �2Y‘m are the spherical harmonics of spin-weight
(� 2) [28]. Being complex, h contains both wave polar-
izations, defined by the relationship h � hþ þ ih�. For an
equal-mass system, hðt; R; �;�Þ is dominated by the quad-
rupole, the combination of ‘ ¼ 2, m ¼ �2 modes:

hquad ¼ h22
�2Y22ð�;�Þ þ h2�2

�2Y2�2ð�;�Þ: (2)

Additionally, symmetry considerations for equal-mass
nonspinning systems demand that h22 ¼ h�2�2; therefore
we will often use h22 as a proxy for the full quadrupole
waveform.
For the waveform comparisons presented in this work,

we use the model first presented in [17], which has been
validated by comparison with available data from numeri-
cal simulations for all harmonic components through ‘ ¼
4. The model, referred to as the IRS-EOB model, uses the
effective-one-body (EOB) Hamiltonian formalism for the
inspiral [29]. For the merger-ringdown, we employ a novel
paradigm which we call the implicit rotating source (IRS),
wherein we apply a fit to a physically motivated functional
form for the phasing (Eq. (A1) in [17]), and, for the
amplitude, a model for the flux constrained to be consistent
with the inspiral flux through 3.5 post-Newtonian (PN)
order and to vanish as it approaches the ringdown fre-
quency (referred to as ‘‘Model 2’’ and given by
Eq. (A11) in [17]). In Fig. 1, we compare the intrinsic
error in phase and amplitude for the model and for our
numerical waveforms, using 4:1 as a representative case.
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FIG. 1 (color online). Comparison of amplitude and phase
errors between the numerical data and the IRS-EOB model,
for the case of a 4:1 waveform. The inherent phase inaccuracy
of the model is significantly smaller than the numerical phase
error, but the amplitude errors are comparable for the model and
numerical data.
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For brevity, we will refer to the unequal-mass runs as
ratios, i. e. the q � M1=M2 ¼ 1=4 run will be the 4:1
run, and the ratio notation will only be used in this context.
We shift all waveforms to peak in amplitude at t ¼ 0, and
to agree in phase at t ¼ �500M. We use the difference
between our two highest resolutions as an indicator of our
numerical error, and we assume errors in the model due to
different model parameters are independent, and calculate

a phase error �� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

ið@�@�i
��iÞ2

q
, where �i is simply the

� parameter as used in [29] for the EOB inspiral, and �i ¼
f�; b; to; _�o;�fg for the IRS merger, using the notation in

[17]. For ��i, we use the values in Table II of [17].
Figure 2 shows the quadrupole radiation for four mass

ratios—1:1, 4:1, 6:1, and 20:1—generated using the IRS-
EOB model. We note that in using the 20:1 mass ratio, we
have extrapolated to mass ratios that cannot, as yet, be
validated by simulation. The amplitudes for all the runs in
Fig. 2 have been rescaled to better agree with the equal-
mass amplitude, using the leading-order Newtonian scal-
ing. This also emphasizes the phasing agreement that
begins in the late inspiral and continues through the merger
waveform, which was discussed in [17] and will be the
topic of further discussion in a later section.

Since many investigations relating to both LIGO and
LISA have focused on detectability, rather than character-
izing the signal, a model of a quadrupole-only signal has
been adequate within their margin of error. However,
higher harmonics can be more significant for calculations

such as determining template fidelity with the match, or
any attempt to extract source parameters from the signal, as
such investigations depend sensitively on the fine detail of
the phase evolution. We will investigate the impact of
higher harmonics in this context, and we will also include
higher harmonics in our calculations of SNR, although the
SNR contribution is essentially negligible for all cases
investigated here with the possible exception of 20:1.

III. SNR AND POWER SCALING

SNR is the most useful statistic for assessing the detect-
ability of a given signal with a particular detector. The
SNR, which we denote as �, is given by

�2 ¼ hhjhi; (3)

where ‘‘h�j�i’’ denotes a noise-weighted inner product,
given by

hh1jh2i � 2
Z 1

0
df

~h�1 ~h2 þ ~h1 ~h
�
2

Sn
; (4)

and SnðfÞ is the power spectral density of the detector noise
discussed in the previous section. The sky-averaged SNR is
given by

h�2i ¼
Z 1

0
dðlnfÞ

�
hcharðfÞ
hnðfÞ

�
2
: (5)

Here, hcharðfÞ � 2fj~hoptðfÞj is the characteristic signal
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FIG. 2 (color online). In the top panel (a), we show quadrupole waveforms generated by using the model presented in [17] for mass
ratios of 1:1 (equal mass), 4:1, 6:1, and 20:1. When the waveforms are aligned in time based on their peak amplitudes, and aligned in
phase to agree at said time, there is significant overlap of the waveforms for the 1:1, 4:1, and 6:1 cases over the final�5 cycles leading
up to merger, which is shown more clearly in the bottom panel (b).
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strain, and hnðfÞ �
ffiffiffi
5

p
hrmsðfÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5fSnðfÞ

p
is the root-

mean-square of the detector noise fluctuations multiplied

by
ffiffiffi
5

p
for sky-averaging. ~hoptðfÞ is the Fourier transform of

the optimally oriented signal strain [1]. For quadrupole-
only cases, the orientation-averaged signal strain is trivi-
ally calculated from the optimally oriented strain by divid-

ing by
ffiffiffi
5

p
.

Before the advent of merger waveforms from numerical
relativity, expectations about the power scaling of the
merger waveforms, and thus the achievable SNRs, were
formed by using the test-mass limit as a surrogate, while
the scaling of the inspiral power can be approximated by
PN expansions in the weak-field limit. Specifically, we
know that the SNR from the inspiral scales as

ffiffiffiffi
�

p
to

leading order, where � � M1M2=M
2 is the symmetric

mass ratio of the binary. It was further assumed in [1],
based on the prediction for total radiated energy in the test-
mass limit [30], that the merger SNR scales as �. We note,
however, that in [17], the peak (2,2)-mode energy flux was
best fit by the function

_E 22 ¼ 4:40� 10�3�2 þ 5:43� 10�2�4; (6)

with _E22 / j _h22j2 / �2. The significant improvement in
performance of the �2 þ �4 fit, compared to a strictly �2

fit, may indicate that differences between the physics of the
merger for comparable masses and the test-mass plunge are
being measured. The absence of a well-defined innermost
stable circular orbit (ISCO) in the equal-mass case [31,32],
compared to the obvious ISCO for sufficiently small mass
ratios, further supports this picture. Certainly as the masses
differentiate more, the test-mass analogy bears out more.
For the equal-mass case, Eq. (6) indicates that the �2 and
�4 terms contribute roughly equally, but the �4 term
obviously becomes less important for ever-smaller mass
ratios.
The different scalings with � are illustrated in Fig. 3,

where we plot the Fourier transform of hybrid waveforms,
constructed analogously to [2] by tying a PN inspiral to our
numerical data at a point where they reach equal accuracy.
We do this in part to emphasize that the change in scaling
of the merger signal is not an artifact of the IRS-EOB
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FIG. 3 (color online). Scaling of the Fourier amplitude of hybrid (PN inspiral/numerical merger) waveforms for different mass ratios
by

ffiffiffiffi
�

p
in the left panel (a), and by � in the right panel (b), which appears to be an excellent approximation.
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FIG. 4 (color online). SNR contours for Advanced LIGO with q ¼ 1 (a) and q ¼ 1=6 (b). Note, when comparing the two panels, that
the masses are total masses, which determine the overall waveform amplitude. The solid lines correspond to the SNR calculated from
the full waveform, including the merger, while the dotted lines correspond to the SNR contribution from the portion of the signal with
frequency lower than the Schwarzschild ISCO frequency.
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model, but is apparent in our raw numerical waveforms.
The left panel demonstrates the

ffiffiffiffi
�

p
scaling of the inspiral

(M! & 0:08) for the 1:1, 2:1, 4:1, and 6:1 quadrupolar
waveforms, and the right panel shows that the merger
scaling is well approximated by a linear dependence on
� for the merger (M! * 0:08). The deviation of the peak
_E22 from a simple quadratic-in-� scaling appears to be due
primarily to differences in the frequency of the peak, since
the signals closely follow a linear-in-� scaling when eval-
uated at the same frequency prior to the peak.

For equal masses and moderate mass ratios,
hðt; R; �;�Þ 	 hquadðt; RÞ, so that averaging the SNR over

the binary’s orientation is trivial. This may be sufficient for
ground-based detectors if they are primarily detecting
stellar-mass black holes (M � 100M
) due to the limited
available mass range. If intermediate-mass black holes
(100M
 � M � 104M
) exist, then smaller mass ratios
(q � 1) may occur, and higher-order modes will contain
progressively more power relative to the quadrupole as
q ! 0. Rather than ignoring higher-order modes or intro-
ducing complexity by averaging over them, we instead
focus on the optimal orientation of the binary, and only
average over the sky of the detector.

To demonstrate the decrease in SNR with a significant
deviation from equal mass, we show the 1:1 and 6:1 cases
for Advanced LIGO and the 1:1 and 20:1 cases for LISA in
Figs 4 and 5, respectively. The panels show contour lines
for both mass ratios, with one set of lines corresponding to
the SNR accumulated before the corresponding
Schwarzschild ISCO, and the other corresponding to the
full signal. As described earlier, the SNR decreases as �
deviates from 0.25, with the inspiral SNR scaling as

ffiffiffiffi
�

p
and the merger SNR scaling as �. We therefore expect the
SNRs to scale roughly as

ffiffiffiffi
�

p
for the lowest masses where

the inspiral matters most, and as � (potentially with terms
of higher power in � as well) for higher masses where the
merger contributes the majority of SNR.

In both mass-ratio cases for each detector, the late
inspiral-merger phase constitutes the majority of the SNR
in high-SNR events. The merger contributes significantly
for masses M * 30M
 for Advanced LIGO, or ð1þ
zÞM * 105M
 for LISA. As previously reported for
equal-mass mergers [1,2], the merger contribution to the
signal tends to dominate strongly for these larger-mass
systems. For the unequal-mass cases the merger plays a
dominant role over a similar range of masses, though the
level to which the merger dominates the overall SNR is
significantly diminished for very unequal masses (right
panels of Figs. 4 and 5) compared to the equal-mass case
(left panels; see also the figures presented in [1,2]). In some
ways the equal-mass case is exceptional, rather than rep-
resentative. For observations of IMBH mergers (M *
100M
) with Advanced LIGO, however, the merger al-
ways dominates, as the relatively sharp wall in low-
frequency sensitivity effectively wipes out the inspiral
contribution.

IV. WAVEFORM COMPARISON

Numerical relativity now provides a reasonably clear
picture of the late stages of merger, specifically in the
form of the waveforms. While considerable progress has
been made in understanding how to detect inspiral signals
and characterize how they depend on system parameters,
including mass-ratio and spin, there is little similar work
addressing observations over the signal-space of mergers.
Most observational work so far has considered these effec-
tively as unmodeled sources. In [17], we examined the
relationships between the merger waveforms and the
physical motion of the source, emphasizing simple com-
mon features in order to form a general characterization of
nonspinning mergers. These features have observational
consequences as well. In particular, we noted general
similarity in the late-time portions of dynamics and wave-
forms, which we now revisit.
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FIG. 5 (color online). SNR contours for LISA with q ¼ 1 (a) and q ¼ 1=20 (b). The solid lines again correspond to the full
waveform SNR, while the dotted lines correspond to the SNR contribution from frequencies lower than the Schwarzschild ISCO
frequency. While the observable range of high-SNR mergers is reduced by a factor of several at 20:1 from what was seen in the 1:1
case, sources are still easily detectable to large redshift over a similarly broad mass range.
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In Fig. 6 we plot model waveforms for the 1:1 case, the
4:1 case with its amplitude rescaled with the leading-order
� dependence, and the difference �h ¼ h1 � h2 between
these twowaveforms. By doing so, we see that the apparent
phase agreement shown in [17] is, not surprisingly, par-
tially an artifact of aligning all the phases at the peak strain
amplitude, and thereby enforcing a node in �h at that time.
However, the merger is unique in the suppression of the
final beat prior to ringdown in �h, and enhancement of that
beat if a �=2 phase shift is applied. This can be seen in the
time series of Fig. 6, but is most evident in the Fourier
representation of Fig. 7. This extended frequency agree-
ment also provides a simple explanation for the

ffiffiffiffi
�

p
differ-

ence in scaling between the inspiral and merger. The
amplitude scales linearly with � to a good approximation
for both the inspiral and merger, but the time interval spent

within a given frequency bin scales as ��3=8 to leading-
order for the inspiral and is nearly constant for the merger

for moderate mass ratios. This results in a relative �5=8

amplitude scaling of ~h, and therefore SNR, between the
inspiral and merger.

While SNR is certainly the most relevant statistic for
detection purposes, it tells us little about the details of the
waveform, in particular, the evolution of the phase, which
may be critical when answering questions regarding signal
characterization. The match [22] is a useful statistic for
more detailed waveform comparisons, as it is sensitive to
small differences in the waveform phase. For any two
waveforms, h1 and h2, the match M is defined using the
noise-weighted inner product (4):

M ¼ hh1jh2iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffihh1jh1ihh2jh2i
p : (7)

The match can be viewed as the fraction of the matched-
filter SNR that is recovered by using h2 as a filter to search
for h1, rather than using h1 itself (the optimal filter). The
left panel of Fig. 8 shows a typical comparison for the 6:1
case, which should have the strongest higher harmonics
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FIG. 7 (color online). The Fourier amplitude of the waveform
difference in Fig. 6, both with the phase shift shown there, as
well as shifted by �=2 to illustrate the dependence of the power
at high frequencies on the phase alignment. The more persistent
phase alignment in Fig. 6 is more conclusively demonstrated
here by the behavior of the final beat (at M!� 0:03), which is
suppressed relative to the other beats when the waveforms are
aligned at merger (dash-dotted), and is enhanced when the
waveforms are misaligned at merger (dotted).
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FIG. 6 (color online). Differences, �h, in 1:1 and rescaled 4:1 mass ratios. The inspiral waveform evolves out of phase on a timescale
shown clearly by the beats in �h (a). The phase alignment persists for a slightly longer time during the merger (b), which can be seen
more clearly in the Fourier domain as shown in Fig. 7.
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among the numerical simulations studied here. Also, we
show a frequency-based comparison for the same case in
the right panel of Fig. 8, where the ð2;�2Þ modes can be
seen to dominate the signal power until well into ringdown
(indicated here by a vertical dashed line). Nonetheless, it is
still possible that a subdominant mode may modulate the
signal to a sufficient degree to significantly diminish the
recoverable SNR, or to impact the template member that
has the highest likelihood, if only the dominant mode is
used as a filter. We will therefore develop an appropriate
formalism for including all modes analytically in a calcu-
lation of the match.

We can further calculate the SNR of the difference in
waveforms, �h (see Fig. 9), which is essentially a mea-
surement of our ability to distinguish two waveforms from
each other. This simple statistic is related to the ‘‘mis-
match,’’ 1�M, as well as the SNR, � (see also [33]):

h�hj�hi � hh1 � h2jh1 � h2i
¼ hh1jh1i þ hh2jh2i � 2hh1jh2i

¼ ðjh1j � jh2jÞ2 þ 2jh1jjh2j
�
1� hh1jh2i

jh1jjh2j
�

	 2�2ð1�MÞ; (8)

where jh1j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffihh1jh1i

p
, and the final approximation comes

from assuming that the SNRs of h1 and h2 are approxi-
mately equal. We note that the curves ‘‘1:1,’’ ‘‘rescaled
4:1’’ and ‘‘1:1–4:1’’ in Fig. 7, are simply the integrands of

jh1j, jh2j and
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffih�hj�hip

, respectively, without noise-
weighting. The latter is roughly an order of magnitude
smaller than jh1j during the entire merger phase. In this
case we can see from Eq. (8) that the match among
moderate-mass-ratio mergers is likely to be quite high for
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FIG. 9 (color online). Luminosity distance where the difference between the 1:1 and rescaled 4:1 mass-ratio waveforms is detectable
with an SNR of 10 for Advanced LIGO (a) and LISA (b), also referred to as the distance horizon. This can be interpreted as being the
maximum distance at which we can distinguish these two sources with each interferometer.
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FIG. 8 (color online). In the left panel (a), we show a time series representation of a 6:1 mass-ratio 106M
 black-hole binary at a
distance of 10 Gpc, using the waveforms from our numerical simulation. This is a typical example of the ð2;�2Þ modes constituting
the vast majority of the overall power content of the waveform. This is further demonstrated in the Fourier-series representation shown
in the right panel (b), where the ð2;�2Þmodes dominate until well into the ringdown, the onset of which is approximately indicated by
the dashed vertical line.
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ground-based interferometers. We can therefore expect
that, for instance, a small subset of merger waveforms
would be capable of sufficiently covering a large range
of nonspinning parameter space for detection purposes, but
the apparent mass-ratio degeneracy in the merger will have
a negative impact on parameter-estimation efforts.

The SNR has a trivial inverse proportionality with lumi-
nosity distance, so swapping SNR and luminosity distance
can give you, for instance, the distance horizon at which
the difference between waveforms can be detected, by
setting the SNR at some fixed threshold. We do so in
Fig. 9, using the same �h as above as an example. We
use a fixed SNR of � ¼ 10 as the threshold of detectability.

The values in Fig. 9 have an interesting implication in light
of Eq. (8), in that for sources farther than the distance
horizon, we cannot distinguish between a 1:1 waveform
at DL, or a waveform with mass ratio � at a distance
ð�=0:25ÞDL.
To further investigate the implications of the apparent

degeneracy in mass ratio for moderate-mass-ratio mergers,
we calculate the match between the full 1:1 and 4:1 wave-
forms, including all available harmonics, as a function of
the source orientation. In Fig. 10, we show as an example a
comparison with redshifted mass ð1þ zÞM ¼ 3� 106M

for LISA and M ¼ 100M
 for Advanced LIGO, although
the result will be qualitatively similar for any masses where
the merger is emphasized relative to the inspiral in the
whitened waveform (see the Appendix and Fig. 11) for a
given detector (i.e. any case where the signal merges at or
below the peak sensitivity of the detector). Figure 10 shows
a sky map of the matches for Advanced LIGO and for
LISA, where the match at each point corresponds to the
equal-mass waveform calculated at that point on the source
sky. The match is maximized over the orientation of the 4:1
waveform in the � direction at a given �, where � is the
azimuthal coordinate and � is the polar coordinate. The
maximum at a given � then corresponds to the ‘‘best’’
match, and the minimum to the ‘‘minimax’’ match [34].
The azimuthal sky position is degenerate with the orbital
phase, so that the maximization procedure is identical to
finding the maximum value in the azimuthal direction for a
particular inclination. We do not maximize over the incli-
nation, since the spin-weighted spherical harmonics are a
more complicated function of polar angle. In the sky maps,
it is clear that the maximization over polar angle would
occur at the poles, where the quadrupole modes are most
dominant. This is consistent with our previous results
showing the striking similarity of the quadrupole radiation
across modest mass ratios. We observe the expected
‘‘north/south’’ symmetry, since all nonspinning binaries
evolve in a fixed plane. The azimuthal asymmetry is great-
est in the orbital plane, where the fractional luminosity of
the higher harmonics relative to the dominant quadrupole
modes is greatest. We note that the sky map would be
uniform for single mode matches, so the structure in
Fig. 10 is the result of the harmonic content, and therefore
requires the formalism contained in the Appendix in order
to maximize quasianalytically. The average match over the
sky of the source for the cases in Fig. 10 is 0.96 for
Advanced LIGO, and 0.95 for LISA. This means that the
1:1 waveform can be considered an effective template (in
the sense of [34]) for typical Advanced LIGO mass ratios
for a large fraction of source orientations.

V. CONCLUSIONS

We have applied a model for nonspinning late inspiral-
merger-ringdown waveforms to answer questions regard-
ing the implications of including the merger phase in data
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FIG. 10 (color online). Sky map of matches between the 1:1
(equal mass) and 4:1 waveforms for Advanced LIGO (a) and
LISA (b). Throughout the text,� is the azimuthal coordinate and
� is the polar coordinate. The specific case shown corresponds to
a mass of M ¼ 100M
 for Advanced LIGO, and ð1þ zÞM ¼
3� 106M
 for LISA (the luminosity distance is irrelevant for
this calculation), but the result will be qualitatively similar for
any mass M � 100M
 for Advanced LIGO and M �
2� 106M
 for LISA, due to the constancy of the detector
response and the similar spectral content of the noise over the
band of the signal for those cases, i.e. cases where the ‘‘whiten-
ing’’ procedure (see the Appendix) emphasizes the merger. The
sky location corresponds to the position on the sky of the 1:1
waveform, with the 4:1 waveform being rotated in the �
direction to maximize the match. Therefore, for a fixed �, the
maximum in � will correspond to the best match, and the
minimum to the minimax match.
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analysis efforts. We have verified that, while the merger
contributes a smaller fraction of the total SNR as we
deviate from the equal-mass case, it still dominates for
moderate mass ratios, providing nearly the entirety of the
detectable signal for ground-based observations of IMBH
systems. In addition, we have studied the commonality
previously observed in the phase evolution of the merger
waveform for moderate mass ratios. While this common-
ality bodes well for detection, since the equal-mass merger
waveform alone would do well as a search filter for all
moderate mass ratios, this has negative implications for
signal characterization. Indeed, by calculating the match as
a function of location on the sky of the source, we have
demonstrated that the equal-mass waveform can be con-
sidered an effective template for detecting other moderate-
mass-ratio signals for a wide range of source orientations
for both Advanced LIGO and LISA.
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APPENDIX: GENERALIZED PHASE
MAXIMIZATION

We are interested in generalizing the procedure pre-
sented in [34] for maximizing the match (7) with respect
to the initial orbital phase constants between a target or
exact (label X) waveform and a template or approximate
(label A) waveform. Specifically, whereas the previous
method is restricted in its validity to radiation that is
quadrupole-only, we wish to derive the general method
for maximizing the match for arbitrary harmonic content.
Wherever possible, we preserve the original notation from
[34].

For the exact and approximate waveforms, we can rep-
resent the measured strain waveform as

hA;Xð� � �Þ ¼ Fþhþ þF�h� ¼<½Fei�h

� <
�
Fei�

X�2

‘m

Y‘mð�;�ÞhA;X‘m ðtA;X � tA;Xc ;’A;XðtÞÞ
�

¼<
�X
‘m

Fj�2Y‘mjjhA;X‘m jeim�e�im’A;XðtÞ
�

¼X
‘m

Fj�2Y‘mjjhA;X‘m j½cosðm�Þcosðm’A;XÞ

þ sinðm�Þ sinðm’A;XÞ
�X

‘m

j�2Y‘mj½�A;X
1m hA;X1‘m þ�A;X

2m hA;X2‘m; (A1)

where �A;X
1m � cosðm’A;XÞ, �A;X

2m � sinðm’A;XÞ, h1‘m �
Fjh‘mj cosðm�Þ, h2‘m � Fjh‘mj sinðm�Þ, Fei� �
Fþ þ iF� is the complex beam pattern function, and �
and � describe the angular position on the source’s sky
(with � absorbed into the definition of �). Since � can be
absorbed into ’, the following procedure maximizes over
the relative azimuthal orientation as well as the orbital
phase. We note that in [35], a procedure was given which
effectively maximizes over �, as our method does, but their
procedure cannot be used to maximize over � or ’, which
are the parameters of greatest interest for maximization.
For this analysis, we assume a common source polar angle
� for the exact and approximate waveforms, although the
procedure could be further generalized to allow maximi-
zation/minimization over all relevant angles.
As in [34], we wish to find the best and minimax match.

We therefore wish to form an appropriate basis in which we
can decompose the exact and approximate waveforms
separately, and subsequently find the projection of the
resulting approximate ‘‘vector’’ on the exact vector.
Conceptually, in [34] the procedure amounted to finding
the ellipse resulting from projecting the circle that the
approximate waveform makes in its 2-plane onto the 2-
plane formed from the decomposition of the exact wave-
form, where the 2-planes are the spaces spanned by the
orthonormal bases constructed using the exact and the
approximate waveforms. In our analysis, we extend this
concept to finding the minimum and maximum radius
resulting from finding the sum of projections of approxi-
mate circles for the available modes on the exact planes
corresponding to those same modes. We could alterna-
tively include in the sum the cross contributions from
particular approximate circles for a given mode on the
planes of all available exact modes. However, while such
a result would be more directly related to the SNR achiev-
able by using the approximate waveform as a template, the
inclusion of cross-mode contributions would be unphysical
and less useful as a gauge for potential parameter estima-
tion. We therefore include only like-mode contributions,
although the following derivation can be trivially altered to
include all cross-mode contributions, and the final result
will be the same in all but the most exotic cases.
To form the desired bases, we first construct a pair of

‘‘whitened’’ vectors [36], as shown in Fig. 11, in both the
approximate and exact planes, to account for the presence
of noise, the detector response to noise, and the detector

response to the raw signal hA;Xn‘m (where n is 1 or 2),

hA;X
0

n‘m ¼
Z þ1

�1
df

~hA;Xn‘mffiffiffiffiffi
Sn

p e�i2�ft; (A2)

where ‘‘~h’’ denotes the Fourier transform of h. With these
whitened vectors, the noise-weighted inner product (4) can
be easily calculated in the time domain:
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hh1jh2i �
Z 1

0
dth0�1 ðtÞh02ðtÞ: (A3)

Instead of attempting to construct a single orthonormal
basis, we generate an orthogonal (not normal) basis for
each ‘m mode, with the normalization chosen so that the
sum over modes is normalized, i.e.

eA;X1‘m ¼ hA;X
0

1‘mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
‘m

hhA;X0
1‘m jhA;X

0
1‘m i

r ;

hA;X
00

2‘m ¼ hA;X
0

2‘m � hhA;X0
2‘m jeA;X1‘mieA;X1‘m

eA;X2‘m ¼ hA;X
00

2‘mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
‘m

hhA;X00
2‘m jhA;X00

2‘m i
r :

(A4)

This expression yields an appropriate normalization over

all modes, since eA;Xn � P
‘me

A;X
n‘m is normalized by con-

struction, with the individual ‘m modes being appropri-
ately weighted by their relative barycentric power and the
response of the detector. Equation (A4) is therefore a set of
orthogonal bases which are all constrained by the total
signal power, and by their common dependence on the
orbital phases of the exact and approximate waveforms.
We therefore retain the original 2 degrees of freedom as in
[34].

If we focus only on like-mode contributions to the
match, we can construct the projection operator, PXðeA	Þ,
and the resulting projection p	, of a vector eA	 onto the
X-plane,

p	 ¼ PXðeA	Þ �
X
n‘m

heA	‘mjeXn‘mi
heXn‘mjeXn‘mi

eXn‘m; (A5)

where
P

n‘m is shorthand for
P

2
n¼1

P‘max

‘¼2

P
‘
m¼�‘ , and e

A;X
	‘m

is defined as

eA;X	‘m � cosðm	ÞeA;X1‘m þ sinðm	ÞeA;X2‘m; (A6)

where 	 is an arbitrary initial orbital angle for the approxi-
mate waveform. Substituting for eA	‘m from (A6) into (A5)

yields

p	 ¼ X
‘m

½cosðm	Þp1‘m þ sinðm	Þp2‘m; (A7)

where

pn‘m � PXðeAn‘mÞ ¼
X2
k¼1

heAn‘mjeXk‘mi
heXk‘mjeXk‘mi

eXk‘m: (A8)

If we again focus only on like-mode contributions for
simplicity, then jp	j can be expressed in a form which
represents, geometrically, a sum of ellipses, given by

jp	j2 ¼
X
‘m

½A‘mcos
2ðm	Þ þ B‘msin

2ðm	Þ

þ 2C‘m cosðm	Þ sinðm	Þ; (A9)

where

A‘m � jp1‘mj2 ¼ heA1‘mjeX1‘mi2
heX1‘mjeX1‘mi

þ heA1‘mjeX2‘mi2
heX2‘mjeX2‘mi

;

B‘m � jp2‘mj2 ¼ heA2‘mjeX1‘mi2
heX1‘mjeX1‘mi

þ heA2‘mjeX2‘mi2
heX2‘mjeX2‘mi

;

C‘m � hp1‘mjp2‘mi

¼ heA1‘mjeX1‘miheA2‘mjeX1‘mi
heX1‘mjeX1‘mi

þ heA1‘mjeX2‘miheA2‘mjeX2‘mi
heX2‘mjeX2‘mi

:

(A10)

While (A9) is trivial to maximize or minimize analyti-
cally for the case of a single mode as in [34], the case of
multiple modes generally requires a numerical solution.
However, if we assume a single mode (or mode pair) is
significantly larger than any other mode, then we can
specify an approximate solution for the value of 	 that
yields the best match. Generally, the condition for extrem-
izing (A9) is given by
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FIG. 11 (color online). Examples of whitened waveforms [36] that we use to form a basis for calculating the match. Examples for
Advanced LIGO are shown in the left panel (a), and examples for LISA are shown in the right panel (b). The ordinate values are
arbitrarily scaled.

MCWILLIAMS, KELLY, AND BAKER PHYSICAL REVIEW D 82, 024014 (2010)

024014-10



X
‘m

½mðA‘m � B‘mÞ sinð2m	Þ � 2mC‘m cosð2m	Þ ¼ 0:

(A11)

We can then apply the aforementioned assumption that a
single mode pair dominates. In geometric terms, this
means that we assume that the semimajor axis for the
dominant mode(s) in Eq. (A9) is larger than the quadrature
sum of the semimajor axes of all other modes. In this case,
the largest value for Eq. (A9) will occur very near the 	
that maximizes the dominant mode(s), with the other
modes providing at most a small perturbation. This condi-
tion can be expressed as

ALM þ BLM

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
ALM � BLM

2

�
2 þ C2

LM

s

� X
‘m�LM

A‘m þ B‘m

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
A‘m � B‘m

2

�
2 þ C2

‘m

s
;

(A12)

where LM corresponds to the dominant mode(s), and we
only include the larger roots of Eq. (A11) corresponding to
the best match. For all cases in this paper, L ¼ jMj ¼ 2,
with jp	LMj ¼ jp	Lð�MÞj by symmetry, so that the con-

dition for (A12) in this case will be ‘m � LjMj. Finally,
we can calculate the condition on 	 for maximizing the
match under these assumptions:

	best 	 1

2M
cos�1

� ðALM � BLMÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðALM � BLMÞ2 þ 4C2

LM

q �
:

(A13)

We reiterate that Eq. (A13) is not valid if subdominant
modes contain comparable power to the dominant mode or
mode pair, and a similar method cannot be used to find the
minimax 	. In these cases, Eq. (A11) can only be solved
numerically. Even if a numerical solution is required, this

method is still more efficient than a brute-force maximi-
zation over ’A and ’X, as it makes it a one-dimensional
search over 	. Since A‘m, B‘m, and C‘m are all less than
unity, the error in the match will be of the same order as the
sampling interval in 	 over the range ð0; 2�, assuming
modes with very large m are negligible. For instance, in
this work we only include ‘ � 4 modes, with m ¼ �4 the
largest relevant m mode. Therefore, in order to calculate
the match to three significant digits, we take 104 samples of
	 and record the global maximum and minimum, corre-
sponding to the best and minimax matches, respectively.
One could implement a more clever algorithm, such as
Brent’s method, if the required accuracy for the match
makes the sampling procedure too computationally expen-
sive. We have verified that the minimum and maximum
from Eq. (A11) agrees with the minimum and maximum
found using a Nelder-Mead simplex over the two-
dimensional ’A-’X space.
We note that, even if we were to include the cross-mode

contributions in our derivation, the result would remain a
sum of a set, albeit a much larger set, of ellipses. It should
be noted that the exclusion of cross-mode content makes
this representation of generalized matches less closely
related to a matched-filtered SNR calculation or even,
potentially, to the maximum likelihood estimator, in that
it does not account for circumstances where the maximum
likelihood occurs at an incorrect value for the parameters.
In such cases, this method will instead ignore all maxima
except the local maximum determined from the largest
match of like-modes. In most cases, the contribution of
cross-mode terms to any match calculation will be negli-
gible compared to like-mode contributions, so this local
maximum will also be the global maximum. In that case,
the optimized parameter choice found from this procedure
will be consistent with the maximum likelihood value, and
the resulting match will be a true representation of the
fraction of recoverable SNR from matched filtering.
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