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3Faculty of Physics, University of Białystok, Lipowa 41, 15-424 Białystok, Poland
4Institute of Mathematics, Polish Academy of Sciences, Śniadeckich 8, 00-950 Warsaw, Poland
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We present theory and algorithms to perform an all-sky coherent search for periodic signals of

gravitational waves in narrow-band data of a detector. Our search is based on a statistic, commonly

called the F -statistic, derived from the maximum-likelihood principle in Paper I of this series. We briefly

review the response of a ground-based detector to the gravitational-wave signal from a rotating neuron star

and the derivation of the F -statistic. We present several algorithms to calculate efficiently this statistic. In

particular our algorithms are such that one can take advantage of the speed of fast Fourier transform in

calculation of the F -statistic. We construct a grid in the parameter space such that the nodes of the grid

coincide with the Fourier frequencies. We present interpolation methods that approximately convert the

two integrals in the F -statistic into Fourier transforms so that the fast Fourier transform algorithm can be

applied in their evaluation. We have implemented our methods and algorithms into computer codes and

we present results of the Monte Carlo simulations performed to test these codes.
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I. INTRODUCTION

Periodic gravitational-wave signals like those originat-
ing from rotating neutron stars are an important class of
sources that can be detected by currently operating ground-
based detectors. Several methods were developed to search
for such sources and several searches were performed. This
paper continues the series of papers [1–4] devoted to
studies of data analysis tools and algorithms needed to
perform an all-sky coherent search for quasiperiodic gravi-
tational waves.

The search presented in the current paper is based on the
maximum-likelihood statistic called theF -statistic that we
have derived in Paper I [1] of this series. It is known that
the coherent search for long observation time needed to
detect weak gravitational-wave signals from rotating neu-
tron stars is computationally prohibitive (see [5] and
Paper III of this series [3]). Promising strategies are hier-
archical semicoherent methods. In these methods data is
broken into short segments. In the first stage each segment
is analyzed using the F -statistic and in the second stage
the F -statistics from the short segments are combined
using a certain algorithm. There are several methods pro-
posed for the second stage: search for coincidences among
candidates from short duration segments [6,7], stack-slide
method [8], power flux method [9,10], and Hough trans-
form method [9,11–14]. Recently an optimal method for
the second stage has been found, the global correlation
coordinate method [15,16], which exploits global parame-
ter space correlations in the coherent detection statistic. In
our paper we shall present methods to optimize the first,
coherent stage of a hierarchical method.

The techniques presented in this paper were used in the
analysis of NAUTILUS bar detector data [17] and are
presently used in the analysis of the VIRGO data.
Alternative techniques for the coherent stage based on
the F -statistic and their application to the real data can
be found in Refs. [6,7,18,19]
The paper is organized as follows. In Sec. II we present

the noise-free response of a ground-based detector to a
gravitational-wave signal from a rotating neutron star. This
response was derived and discussed in detail in Papers I [1]
and IV [4] of our series. In Sec. III we present data analysis
tools to perform a coherent search of the data for a
gravitational-wave signal given in Sec. II. In Sec. III A
we present the F -statistic that was derived in Paper I.
We limit ourselves to the case when the observation time
is an integer multiple of one sidereal day. This simplifies
some general formulas considerably. In Sec. III B we in-
troduce a simplified approximate model for a periodic
gravitational-wave signal. This approximate signal has
the constant amplitude and its phase is parametrized in
such a way that it is a linear function of the parameters. For
such a signal the Fisher matrix is constant and conse-
quently it is independent of the values of the signal’s
parameters. In Sec. III C we briefly review calculation of
the false alarm probability. Section IV is devoted to con-
struction of the grid of templates in the parameter space.
The grid solves a certain covering problem with a con-
straint. Our constraint is that the nodes of the grid coincide
with the Fourier frequencies. This allows to use the fast
Fourier transform (FFT) algorithm to compute the
F -statistic at grid nodes, what greatly accelerates the
calculation. In Sec. V we present various approximations
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that we use in the calculation of the F -statistic in order to
speed up computations. In Sec. VAwe discuss resampling
of the time series to the barycenter that we need to perform
before we can apply the FFT. We develop two algorithms:
one slow and very accurate and the other fast but less
accurate. We compare the two algorithms using the signal
from Sec. II. In Sec. VB we describe interpolation of the
FFT in the Fourier domain. This interpolation method
allows to obtain efficiently an FFT that is twice as fine as
the FFT of original data. In Sec. VC we describe the
Nelder-Mead algorithm that we use to find accurately the
maximum of the F -statistic. In Sec. VI we perform a
number of Monte Carlo simulations of the computer code
where we have implemented the methods and algorithms
from Secs. III, IV, and V. In our simulations we investigate
how well we estimate the parameters of the signal in
comparison to the Cramér-Rao bound.

II. RESPONSE OFA DETECTOR TO A PERIODIC
GRAVITATIONALWAVE

The dimensionless noise-free response h of a
gravitational-wave detector to a weak plane gravitational-
wave in the long wavelength approximation [i.e., when the
size of the detector is much smaller than the reduced
wavelength �=ð2�Þ of the wave] can be written as the
linear combination of the two independent wave polar-
izations hþ and h�,

hðtÞ ¼ FþðtÞhþðtÞ þ F�ðtÞh�ðtÞ; (2.1)

where Fþ and F� are the detector’s beam-pattern func-
tions, which are of the form

FþðtÞ ¼ sin�ðaðtÞ cos2c þ bðtÞ sin2c Þ; (2.2a)

F�ðtÞ ¼ sin�ðbðtÞ cos2c � aðtÞ sin2c Þ: (2.2b)

The beam-patterns Fþ and F� are linear combinations of
sin2c and cos2c , where c is the polarization angle of the
wave. For interferometric detectors the angle � is the angle
between the interferometer arms (usually � ¼ 90�)
whereas for the case of bars one has to put � ¼ 90�. The
functions aðtÞ and bðtÞ are amplitude modulation functions,
which depend on the location of the detector on the Earth
and on the position of the gravitational-wave source in the
sky (described in the celestial coordinate system by the
right ascension � and the declination � of the source).
They are periodic functions of time with the period of one
sidereal day. Analytic form of the functions aðtÞ and bðtÞ
depends on the type of the detector; for the case of bar
detectors they are explicitly given in Eqs. (A11) of Ref. [4],
whereas for interferometric detectors they can be found in
Eqs. (12) and (13) of Ref. [1].

We are interested in periodic waves, for which the wave
polarization functions are of the form

hþðtÞ ¼ h0þ cosð�ðtÞ þ�0Þ; (2.3a)

h�ðtÞ ¼ h0� sinð�ðtÞ þ�0Þ; (2.3b)

where h0þ and h0� are constant amplitudes of the two
polarizations and �ðtÞ þ�0 is the phase of the wave (with
�0 being the initial phase of the waveform). The ampli-
tudes h0þ and h0� depend on the physical mechanism
generating gravitational radiation. E.g., if a neutron star
is a triaxial ellipsoid rotating around a principal axis with
frequency f, then these amplitudes are

h0þ ¼ 1

2
h0ð1þ cos2�Þ; (2.4a)

h0� ¼ h0 cos�; (2.4b)

where � is the angle between the star’s angular momentum
vector and the direction from the star to the Earth, and the
amplitude h0 is given by

h0 ¼ 16�2G

c4
�If2

r
: (2.5)

Here I is the star’s moment of inertia with respect to the
rotation axis, r is the distance to the star, and � is the star’s
ellipticity defined by � ¼ jI1 � I2j=I, where I1 and I2 are
moments of inertia with respect to the principal axes
orthogonal to the rotation axis.
We further assume that the gravitational waveform given

by Eqs. (2.1), (2.2), and (2.3) is almost monochromatic
around some angular frequency !0, which we define as
instantaneous angular frequency evaluated at the solar
system barycenter (SSB) at t ¼ 0. The phase modulation
function �ðtÞ for such a waveform is approximately given
by

�ðtÞ ¼ Xs
k¼0

!k

tkþ1

ðkþ 1Þ!þ
n0 � rdðtÞ

c

Xs
k¼0

!k

tk

k!
; (2.6)

where !k (k ¼ 1; 2; . . . ; s) is the kth time derivative of the
instantaneous angular frequency at the SSB evaluated at
t ¼ 0, n0 is the constant unit vector in the direction of the
star in the SSB reference frame (it depends on the right
ascension � and the declination � of the source), and rd is
the vector joining the SSB with the detector.
Approximations that lead to Eq. (2.6) are discussed in
detail in Sec. II B and Appendix A of Paper I.
The phase� of the waveform given by Eq. (2.6) depends

on the angular frequency !0, the s spin-down parameters
!k (k ¼ 1; . . . ; s), and on the angles �, � (through the
vector n0). We call the parameters ð!0; !1; . . . ; !s; �; �Þ
the intrinsic parameters and the remaining ones
ðh0þ; h0�; �0; c ) the extrinsic (or amplitude) parameters.
As we shall see in the following section we only need to
search for signals over the intrinsic parameter space. The
whole signal h depends on sþ 7 unknown parameters:
ðh0þ; h0�; �0; c ; �; �;!0; !1; . . . ; !sÞ.
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The response function h depends on the position of the
detector with respect to the SSB. This position can be
determined with a great accuracy using JPL Planetary
and Lunar Ephemerides DE405/LE405. We have incorpo-
rated the algorithms and procedures needed to compute, for
a given time and a geographical location of a detector, the
vectors of position and velocity of the detector with respect
to the Earth barycenter and of this barycenter with respect
to the SSB (the sum of these vectors represents the position
and velocity of the detector referred to the SSB) into a set
of FORTRAN subroutines which we have called the
Top2Bary package [20,21]. Our package has the same
functionality as the public domain gravitational-wave bar-
ycentering algorithm LALBarycenter [22] that was devel-
oped by the LIGO Scientific Collaboration and has been
used successfully in the analysis of the LIGO detectors’
data.

The dominant term in the phase �ðtÞ is !0t; typical
gravitational-wave frequency f0 :¼ 2�=!0 is contained
in the range from a few Hz to a few kHz. The
gravitational-wave signal from a rotating neutron star is a
nearly periodic signal that is weakly amplitude and phase
modulated due to the intrinsic variation of the star’s rota-
tion frequency and the motion of the detector with respect
to the star. Moreover the amplitude of this signal is ex-
pected to be very small. Consequently detection of the
signal requires observation time To that is very long with
respect to the gravitational-wave period P0 :¼ 2�=!0.

Combining Eqs. (2.1), (2.2), and (2.3) together one can
decompose the response h into linear combination of four
time-dependent components:

hðtÞ ¼ X4
i¼1

AihiðtÞ; (2.7)

where the functions hi (i ¼ 1; . . . ; 4) are of the form

h1ðtÞ ¼ aðtÞ cos�ðtÞ; h2ðtÞ ¼ bðtÞ cos�ðtÞ;
h3ðtÞ ¼ aðtÞ sin�ðtÞ; h4ðtÞ ¼ bðtÞ sin�ðtÞ; (2.8)

and the four constant amplitudes Ai (i ¼ 1; . . . ; 4) are given
by

Ai ¼ �Ai sin�; i ¼ 1; . . . ; 4; (2.9)

where

�A1 ¼ h0þ cos2c cos�0 � h0� sin2c sin�0; (2.10a)

�A2 ¼ h0þ sin2c cos�0 þ h0� cos2c sin�0; (2.10b)

�A3 ¼ �h0þ cos2c sin�0 � h0� sin2c cos�0; (2.10c)

�A4 ¼ �h0þ sin2c sin�0 þ h0� cos2c cos�0: (2.10d)

One can invert Eqs. (2.10) to obtain formulas for the
parameters h0þ, h0�, �0, and c as functions of the ampli-
tudes �Ai. Let us introduce quantities

A :¼ �A2
1 þ �A2

2 þ �A2
3 þ �A2

4; (2.11a)

D :¼ �A1
�A4 � �A2

�A3: (2.11b)

Then the amplitudes h0þ and h0� can be uniquely deter-
mined from the relations (we assume here, without loss of
generality, that h0þ > 0)

h0þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
ðAþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 � 4D2

p
Þ

s
; (2.12a)

h0� ¼ signðDÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
ðA�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 � 4D2

p
Þ

s
: (2.12b)

The initial phase �0 and the polarization angle c can be
obtained from the following equations:

tan2�0 ¼ 2ð �A1
�A3 þ �A2

�A4Þ
�A2
3 þ �A2

4 � �A2
1 � �A2

2

; (2.13a)

tan4c ¼ 2ð �A1
�A2 þ �A3

�A4Þ
�A2
1 þ �A2

3 � �A2
2 � �A2

4

: (2.13b)

Also Eqs. (2.4) can be solved for the amplitude h0 and the
angle �. The result is

h0 ¼ h0þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h20þ � h20�

q
; (2.14a)

� ¼ arccosðh0�=h0Þ: (2.14b)

In the special case when the star’s angular momentum
vector lies along the line of sight, cos� ¼ �1, and the
number of independent amplitude parameters is reduced
to two. In this situation Eqs. (2.4) read (upper sign is for
cos� ¼ þ1 and lower sign is for cos� ¼ �1)

h0þ ¼ h0; h0� ¼ �h0; (2.15)

and Eqs. (2.10) simplify then to

�A1 ¼ h0 cosð2c ��0Þ; (2.16a)

�A2 ¼ h0 sinð2c ��0Þ; (2.16b)

�A3 ¼ � �A2; (2.16c)

�A4 ¼ � �A1: (2.16d)

III. MAXIMUM-LIKELIHOOD FILTERING

A. The F -statistic

The gravitational-wave signal h given by Eqs. (2.7) and
(2.8) will be buried in the noise of a detector. We are thus
faced with the problem of detecting the signal and estimat-
ing its parameters. A standard method is the method of
maximum-likelihood (ML) detection that consists of max-
imizing the likelihood function, which we shall denote by
�, with respect to the parameters of the signal. If the
maximum of � exceeds a certain threshold calculated
from the false alarm probability that we can afford, we
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say that the signal is detected. The values of the parameters
that maximize � are said to be the ML estimators of the
parameters of the signal. The magnitude of the maximum
of � determines the probability of detection of the signal.

We assume that the noise n in the detector is an additive,
stationary, Gaussian, and zero-mean continuous random
process. Then the data x (if the signal h is present) can
be written as xðtÞ ¼ nðtÞ þ hðtÞ. The logarithm of the like-
lihood function has the form

ln� ¼ ðxjhÞ � 1

2
ðhjhÞ; (3.1)

where the scalar product ð�j�Þ is defined by

ðxjyÞ :¼ 2

�
<
Z 1

0

~xð!Þ~y�ð!Þ
Shð!Þ d!: (3.2)

In Eq. (3.2) a tilde denotes the Fourier transform, an
asterisk means complex conjugation, Sh is the one-sided
spectral density of the detector’s noise, and < denotes the
real part of a complex expression.

We further assume that over the frequency bandwidth of
the signal h the spectral density Sh is nearly constant and
equal to S0 ¼ Shð!0Þ, where !0 is the frequency of the
signal measured at the SSB at t ¼ 0. Then the scalar
products entering Eq. (3.1) can be approximated by means
of the formula

ðxjyÞ � 2

S0

Z To

0
xðtÞyðtÞdt; (3.3)

where To is the observation time, and the observation
interval is h0; Toi. It is useful to introduce the following
notation:

hxi :¼ 1

To

Z To

0
xðtÞdt: (3.4)

After applying this notation and making use of Eq. (3.3),
the log likelihood ratio from Eq. (3.1) can be written as

ln� � 2To

S0

�
hxhi � 1

2
hh2i

�
: (3.5)

In Sec. III of Paper III we have analyzed in detail the
likelihood ratio for the general case of a signal consisting
of several narrow-band components. Here we only sum-
marize the results of Paper III and adapt them to the case of
our signal (2.7). The signal h depends linearly on four
amplitudes Ai. The likelihood equations for the ML esti-

mators Âi of the amplitudes Ai are given by

@ ln�

@Ai

¼ 0; i ¼ 1; . . . ; 4: (3.6)

One can easily find the explicit analytic solution to
Eqs. (3.6). To simplify formulas we assume that the ob-
servation time To is an integer multiple of one sidereal day,
i.e., To ¼ nð2�=�rÞ for some positive integer n, where�r

is the rotational angular velocity of the Earth. In practice a

chosen stretch of data that is an integer multiple of one
sidereal day may contain gaps due to missing or bad data.
We fill the gaps with zeros and this does not affect the
analysis presented in the rest of the paper.
Then the time average of the product of the functions a

and b [introduced in Eqs. (2.2)] vanishes, habi ¼ 0, and the
analytic formulas for the ML estimators of the amplitudes
are given by

Â 1 � 2
hxh1i
ha2i ; Â2 � 2

hxh2i
hb2i ;

Â3 � 2
hxh3i
ha2i ; Â4 � 2

hxh4i
hb2i :

(3.7)

Explicit formulas for the time averages ha2i and hb2i can be
found in Appendix B of Paper IV.
The reduced log likelihood functionF or theF -statistic

is the log likelihood function (3.5) with the amplitude

parameters Ai replaced by their estimators Âi. By virtue
of Eqs. (3.7) from Eq. (3.5) one gets

F � 2

S0To

�jFaj2
ha2i þ jFbj2

hb2i
�
; (3.8)

where

Fa :¼
Z To

0
xðtÞaðtÞ exp½�i�ðtÞ	dt; (3.9a)

Fb :¼
Z To

0
xðtÞbðtÞ exp½�i�ðtÞ	dt: (3.9b)

The ML estimators of the signal’s parameters are ob-
tained in two steps. Firsty, the estimators of the frequency,
the spin-down parameters, and the angles � and � are
obtained by maximizing the functional F with respect to
these parameters. Second, the estimators of the amplitudes
Ai are calculated from the analytic formulas (3.7) with the
correlations hxhii evaluated for the values of the parame-
ters obtained in the first step.
The ML method does not in general provide the most

powerful test for the presence of the gravitational-wave
signal in data. It was recently shown that uniform a priori
distributions of the parameters ðh0; �0; c ; cos�Þ lead to a
statistic (the so-calledB-statistic) that can be more power-
ful than the F -statistic [23].

B. A linear model

In this subsection we describe a useful approximate
model of the gravitational-wave signal from a rotating
neutron star (this model was introduced in Sec. V B of
Paper II [2] of the series). In the present paper this model is
used in Sec. III C to calculate the false alarm probability as
a function of the threshold and in Sec. IV to construct the
grid of templates in the parameter space. This model is not
used in the filtering of the data described in Sec. VI where
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we use the most accurate signal model (presented in
Sec. II) instead.

Our approximate model relies on (i) neglecting all spin
downs in the phase modulation due to motion of the
detector with respect to the SSB; and (ii) discarding this
component of the vector rd (connecting the SSB and the
detector) which is perpendicular to the ecliptic. These
approximations lead to the following phase of the signal:

�linðtÞ ¼
Xs
k¼0

!k

tkþ1

ðkþ 1Þ!þ �1	1ðtÞ þ �2	2ðtÞ: (3.10)

Here �1 and �2 are new constant parameters,

�1 :¼ !0ðsin� cos� cos"þ sin� sin"Þ; (3.11a)

�2 :¼ !0 cos� cos�; (3.11b)

where " is the obliquity of the ecliptic. The functions	1ðtÞ
and 	2ðtÞ are known functions of time,

	1ðtÞ :¼ 1

c
ðRy

ESðtÞ þ Ry
EðtÞ cos"Þ; (3.12a)

	2ðtÞ :¼ 1

c
ðRx

ESðtÞ þ Rx
EðtÞÞ; (3.12b)

where ðRx
ES; R

y
ES; 0Þ are the components of the vector join-

ing the SSB with the center of the Earth in the SSB
coordinate system, and ðRx

E; R
y
E; R

z
EÞ are the components

of the vector joining the center of the Earth and the
detector’s location in the celestial coordinate system.1

We also neglect the slowly varying modulation of the
signal’s amplitude, so finally we approximate the whole
signal hðtÞ by

hðtÞ ¼ A0 cosð�linðtÞ þ�0Þ; (3.13)

where A0 and �0 are the constant amplitude and initial
phase, respectively. The above signal model is called linear
because it has the property that its phase (3.10) is a linear
function of the parameters.

It is convenient to represent the linear model of the
gravitational-wave signal in the following form:

hðt;�Þ ¼ A0 cos

�XM
k¼0


kmkðtÞ þ�0

�
; (3.14)

where the vector � collects all the signal’s parameters,
� :¼ ðA0; �0; �Þ, with the vector � comprising the parame-
ters of the signal’s phase, � :¼ ð!0; !1; . . . ; !s; �1; �2Þ, so

k ¼ !k for k ¼ 0; 1; . . . ; s, 
sþ1 ¼ �1, 
sþ2 ¼ �2; func-
tions mkðtÞ, k ¼ 0; 1; . . . ; sþ 2, are known functions of
time t: mkðtÞ :¼ tkþ1=ðkþ 1Þ! for k ¼ 0; 1; . . . ; s,
msþ1ðtÞ :¼ 	1ðtÞ, andmsþ2ðtÞ :¼ 	2ðtÞ; finally,M :¼ sþ
2.

For the signal (3.14) we will compute the optimal signal-
to-noise ratio �,

� :¼
ffiffiffiffiffiffiffiffiffiffiffi
ðhjhÞ

q
; (3.15)

and the components of the Fisher information matrix �,

�k‘ :¼
�
@h

@�k

�������� @h

@�‘

�
: (3.16)

It is reasonable to assume that the observation time To is
much longer than the period P0 ¼ 2�=!0 of the gravita-
tional wave (typically P0 & 0:1 s and To * 1 day). As a
consequence

hcos½n�linðtÞ	i � 0; hsin½n�linðtÞ	i � 0; (3.17)

for any positive integer n. Making use of these approxi-
mations one easily computes from Eq. (3.15) the signal-to-
noise ratio,

� � A0

ffiffiffiffiffi
To

S0

s
; (3.18)

and from Eq. (3.16) the components of the Fisher infor-
mation matrix,

�A0A0
� �2

A2
0

; ��0�0
� �2; (3.19a)

�A0�0
� �A0
k

� 0; k ¼ 0; . . . ;M; (3.19b)

��0
k
� �2hmki; k ¼ 0; . . . ;M; (3.19c)

�
k
‘
� �2hmkm‘i; k; ‘ ¼ 0; . . . ;M: (3.19d)

Assuming that the signal (3.14) is buried in the sta-
tionary and Gaussian noise, one easily computes its
F -statistic,

F ½xðtÞ;�	 � 2

S0To

��������
Z To

0
xðtÞ exp

�
�i

XM
k¼0


kmkðtÞ
�
dt

��������2

;

(3.20)

where xðtÞ are the data.

C. False alarm probability

Let us calculate the autocovariance function C of the
F -statistic (3.20) in the case when data is only noise. It is
defined as

C ð�; � 0Þ :¼ E0½F ð�ÞF ð�0Þ	 � E0½F ð�Þ	E0½F ð� 0Þ	;
(3.21)

where E0 is the expectation value when data is only noise.
We find that E0½F ð�Þ	 ¼ 1 and that

C ð�Þ �
�
cos

�X
k

kmkðtÞ
��

2 þ
�
sin

�X
k

kmkðtÞ
��

2
;

(3.22)

where � :¼ � � �0. Thus the autocovariance function de-

1The definitions of the SSB and celestial coordinate systems
are given in Sec. II of Paper I.
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pends only on the difference of the parameters at two
points but not on the parameters themselves.

The autocovariance C attains its maximum value equal
to 1 when � ¼ 0. Let us consider Taylor expansion of C
around the maximum up to terms quadratic in �,

C ð�Þ � 1þX
k

@Cð�Þ
@k

���������¼0
k þ 1

2

X
k;‘

@2Cð�Þ
@k@l

���������¼0
k‘:

(3.23)

As C attains its maximum for � ¼ 0, we have

@Cð�Þ
@k

���������¼0
¼ 0: (3.24)

Let us introduce the symmetric matrix G with elements

Gk‘ :¼ � 1

2

@2Cð�Þ
@k@‘

���������¼0
: (3.25)

One can show that G ¼ ~�, where ~� is the reduced Fisher
matrix defined by

~� k‘ :¼ hmkm‘i � hmkihm‘i: (3.26)

For the linear phase model the components of the reduced
Fisher matrix are constants independent of the values of the
parameters. Making use of Eqs. (3.24), (3.25), and (3.26),
the Taylor expansion (3.23) can be written in the form

C ð�Þ � 1�X
k;‘

~�k‘k‘: (3.27)

We define now the correlation hypersurface of the sta-
tistic F by the requirement that the autocovariance C
attains some constant value C0 on it:

C ð�Þ ¼ C0: (3.28)

This equality, by virtue of Eq. (3.27), can be written asX
k;‘

~�k‘k‘ ¼ 1� C0: (3.29)

Equation (3.29) defines an M-dimensional hyperellipsoid.
The main idea is to divide the space of the phase

parameters � into elementary cells whose boundary is
determined by Eq. (3.29). We choose the value C0 ¼ 1=2.
We estimate the numberNc of elementary cells by dividing
the total Euclidean volume Vtotal of the parameter space by
the Euclidean volume Vcell of the correlation hyperellip-
soid, i.e., we have

Nc ¼ Vtotal

Vcell

; (3.30)

where the Euclidean volume of one elementary cell equals

Vcell ¼ �M=2

�ðM=2þ 1Þ ffiffiffiffiffiffiffiffiffiffi
detG

p ; (3.31)

here � denotes the Gamma function.

The values of the statistic F in different cells can be
considered as independent random variables. We approxi-
mate the probability distribution of F in each cell by the
probability distribution p0ðF Þ of F when the signal is
absent. When the signal is absent, 2F has a �2 distribution
with 4 degrees of freedom. The false alarm probability PF

for a given cell is the probability that F exceeds a certain
threshold F 0 when there is no signal; for �2 distribution
with 4 degrees of freedom we have

PFðF 0Þ ¼ ð1þF 0Þ expð�F 0Þ: (3.32)

The probability thatF does not exceed the thresholdF 0 in
a given cell is 1� PFðF 0Þ, where PFðF 0Þ is given by
Eq. (3.32). Consequently the probability that F does not
exceed the threshold F 0 in all the Nc cells is ð1�
PFðF 0ÞÞNc . The probability � that F exceeds F 0 in one
or more cell is thus given by

� ¼ 1� ð1� PFðF 0ÞÞNc : (3.33)

This is the desired false alarm probability. Inverting the
formula (3.33) we can calculate the threshold value F 0

corresponding to a chosen false alarm probability �. The
expected number of false alarms NF is given by

NF ¼ NcPFðF 0Þ: (3.34)

IV. GRID IN THE PARAMETER SPACE

In order to search for a signal in the noise of the detector
we need to construct a grid in the space of the signal’s
parameters. We define a grid in such a way that for any
possible signal there exists a grid point in the parameter
space such that the expectation value of the F -statistic for
the parameters of this grid point is greater than a certain
value.
In the construction of the grid we employ the approxi-

mate linear model of the signal introduced in Sec. III B.
The F -statistic for this signal is given in Eq. (3.20). The
expectation value of the F -statistic, when the signal is
present in the data [i.e., when the data xðtÞ ¼ nðtÞ þ
hðt;�Þ, where � ¼ ðA0; �0;�Þ collects the signal’s parame-
ters], is equal to

E 1½F ½nðtÞ þ hðt;�Þ;�0		 ¼ 1þ �2

2
Cð�Þ; (4.1)

where � is the optimal signal-to-noise ratio computed in
Eq. (3.18) and C is the autocovariance function given in
Eq. (3.22); the vector � :¼ � � �0, where �0 are the phase
parameters of the template. The function C has the maxi-
mum equal to 1 for � ¼ 0. The autocovariance function C
is equal to the square of the match function M originally
defined by Owen [24].
To construct the grid we first choose the minimum value

of the correlation that we can accept. We denote this value
by C0. (Let us note that C0 ¼ MM2, where MM is the
minimal match introduced by Owen [24].) Then we intro-
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duce, as in Sec. III C, the correlation hypersurface of the
statistic F by the equality Cð�Þ ¼ C0, which, after making
the Taylor expansion of C up to the second-order terms in
�, is described by Eq. (3.29).

Construction of the grid of templates presented in this
section and calculation of the false alarm probability in
Sec. III C rely on approximation of the correlation function
with a Fisher matrix. It was found (see Fig. 5 in Ref. [5])
that this should be a good approximation for C0 > 0:7. An
extensive discussion on the use of the Fisher matrix in
gravitational-wave signal processing can be found in
Ref. [25].

A. The covering problem with constraints

The problem of constructing a grid in the parameter
space is equivalent to the so-called covering problem
[26,27]: we want to cover (Mþ 1)-dimensional parameter
space with identical hyperellipsoids (3.29) in such a way
that any point of the space belongs to at least one ellipsoid.
Moreover, we look for an optimal covering, i.e., the one
having the smallest possible number of grid points per unit
volume. The covering thickness � is defined as the average
number of ellipsoids that contain a point in the space. The
optimal covering would have minimal possible thickness.

Let us introduce in the parameter space the new set of
coordinates x ¼ ðx0; . . . ; xMÞ, defined by the equality

� ¼ Mx; (4.2)

where the transformation matrix M is given by

M ¼ U0D
�1
0 : (4.3)

Here D0 is the diagonal matrix whose diagonal compo-

nents are square roots of eigenvalues of ~�, and U0 is a

matrix whose columns are eigenvectors of ~�, normalized to
unity. One can show that U0 is an orthogonal matrix,
U�1

0 ¼ UT
0 (superscript ‘‘T’’ denotes matrix transposition)

and

~� ¼ U0D
2
0U

T
0 : (4.4)

Hyperellipsoid (3.29) in coordinates x reduces to the

(Mþ 1)-dimensional sphere of radius R :¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� C0

p
.

Therefore, the optimal grid can be expressed by means of
a sphere covering.

In general, the thinnest possible coverings are known
only in dimensions 1 and 2. In dimensions up to 5 the
thinnest lattice coverings are known [see Eq. (4.7) below
for the definition of a lattice], while in many higher di-
mensions the thinnest known coverings are lattices [26].
From this point on we consider only lattice coverings.
However, these general results cannot be easily adopted
to our case. For computational reasons, we would like the
nodes of the grid to coincide with Fourier frequencies, so
that we can use the FFT algorithm to calculate the
F -statistic efficiently.

Our grid should meet the following constraint: one of its
basis vectors needs to lie on the frequency axis and have
given length. In other words, we look for the optimal
covering with one of the lattice vectors fixed. We denote
this vector by

a 0 ¼ ð�p0; 0; . . . ; 0Þ; (4.5)

where �p0 is the fixed frequency resolution of our proce-
dure. There is another constraint to be met in an all-sky
search:

a i ¼ ðai0; ai1; . . . ; ais; 0; 0Þ; i ¼ 1; . . . ; s: (4.6)

Having this constraint satisfied, we greatly reduce the
computational overhead of resampling the data to the
barycentric time (see Sec. VA).
As far as we know, the general solution to the covering

problem with constraints is not known. Starting from the
hypercubic covering (i.e., having all the lattice vectors
orthogonal), a covering satisfying both constraints can be
constructed, for the signal (3.14) with any number of
parameters (see [28]). However, in higher dimensions it
may be several times thicker than the thinnest uncon-
strained lattice known. An improved construction is pro-
posed here, which takes as a starting point the thinnest
lattice covering known in a given dimension, and applies a
sequence of modifications to satisfy the constraints. We
will refer to this lattice as the optimal covering.

B. Optimal lattice

A lattice can be conveniently defined as a set of all linear
combinations of its basis vectors ai with integer coeffi-
cients:

� ¼
�X

i

kiai:ki 2 Z
�
: (4.7)

Given lattice �, its fundamental parallelotope is the set of
all points of the form

P
i�iai, with 0 
 �i < 1. The fun-

damental parallelotope is one example of an elementary
cell. The thickness � of a lattice covering is equal to the
ratio of the volume of one hyperellipsoid to the volume of
the fundamental parallelotope.
For any lattice point Pi 2 �, the Voronoi cell around Pi

is defined as

VðPiÞ ¼ f�: Cð� � PiÞ � Cð� � PjÞ for all j � ig;
(4.8)

where Cð�Þ is the Taylor expansion (3.27) of the autoco-
variance function. All Voronoi cells of any lattice � are
congruent, disjoint, and their union is the whole space. The
Voronoi cell is another example of elementary cell and is
sometimes called a Wigner-Seitz cell or Brillouin zone.
The Voronoi cell of � is inscribed into the correlation
ellipsoid (3.29).
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Let � be any lattice with basis vectors ða0; a1; . . .Þ. The
square of minimal match of � is

MM2ð�Þ ¼ inf
�2VðPiÞ

Cð� � PiÞ; (4.9)

where Pi can be any lattice point. Let � 2 VðPiÞ be the
value for which the minimum in (4.9) is found. The func-
tion Cð� � PiÞ has at the point � its absolute minimum
inside the Voronoi cell VðPiÞ, and � is a deep hole of �.
Note that the deep hole must be one of the vertices of the
Voronoi cell. It makes Voronoi cells especially useful for
calculating the minimal match of a given lattice.

We can now outline the construction of an optimal
covering in the parameter space. Given the value of C0,
we look for the thinnest possible lattice covering �, sat-
isfying

MM2ð�Þ ¼ C0: (4.10)

As a starting point, we consider the thinnest lattice cover-
ing known. It is determined by the number of phase pa-
rameters. For example, the thinnest covering of 4-
dimensional space is the so-called Voronoi’s principal
lattice of the first type A�

4 [26], having the thickness �min ¼
1:7655. The generator matrix (a matrix whose rows are the
basis vectors) of this lattice reads

M 0 ¼ R

ffiffiffi
5

2

s
ffiffiffi
2

p
0 0 0

1ffiffi
2

p
ffiffi
2
3

q
þ 1ffiffi

6
p 0 0

1ffiffi
2

p 1ffiffi
6

p 1
2
ffiffi
3

p þ
ffiffi
3

p
2 0

� 1
5
ffiffi
2

p � 2
ffiffi
2

p
5

1
5
ffiffi
6

p �
ffiffi
6

p
5 � 1

5
ffiffi
3

p �
ffiffi
3

p
10 � 1

2
ffiffi
5

p

0
BBBBBB@

1
CCCCCCA;

(4.11)

where R is the covering radius.
Let l be any lattice vector of A�

4, such that jlj � jM�1a0j,
where M and a0 are given by Eqs. (4.3) and (4.5), respec-
tively. The vector l is a linear combination of rows of
(4.11). In order to construct an optimal lattice, satisfying
constraint (4.5), we perform two scaling operations on A�

4:
shrinking in the direction of l by the factor 	 ¼
jM�1a0j=jlj 
 1 and expanding in all directions perpen-
dicular to l by the factor � � 1. The generator matrix of the
shrunk lattice is

M 1 ¼ M0O1 diagð	; 1; 1; 1ÞO�1
1 ; (4.12)

where O1 is an orthogonal transformation defined by the
condition that O1ð1; 0; 0; 0Þ ¼ l=jlj.

The expansion factor � is defined by the condition that
the covering radius R remains unchanged on scaling. In
general, its value can be determined numerically using the
following iteration:

M iþ1 ¼ MiO1 diagð1; �i; �i; �iÞO�1
1 ; for i ¼ 1; 2; . . . ;

(4.13)

where �i ¼ R=ðRi sin�iÞ, Ri is the covering radius of the

lattice given by Mi, and �i 
 �=2 is the largest angle that
a half-line starting at the origin and containing a deep hole
ofMi can form with the direction of l. The above procedure
converges after several iterations, and the expansion factor
is formally � ¼ Q1

i¼1 �i.
After scaling, the lattice thickens by a factor 1=ð	�3Þ �

1, depending on the choice of l. Note that 	�3 ! 0 as the
length of l increases. By enumerating the lattice vectors of
A�
4 in order of increasing magnitude, one can find the

optimal l, such that 1=ð	�3Þ is minimal.
The generator matrix of an optimal lattice, satisfying the

constraint (4.5), is

M opt ¼ M0O1SO
�1
2 MT; (4.14)

where O2 is an orthogonal transformation satisfying
O2ð1; 0; 0; 0Þ ¼ e0=je0j with e0 ¼ M�1a0, S is a diagonal
matrix with elements ð	;�; �; �Þ. The lattice vector l is
chosen in such a way that detS is maximal. The thickness
of this lattice is

� ¼ �min

detS
: (4.15)

For the case of the Virgo antenna, observational time
T0 ¼ 2 days, frequency 750 Hz, effective bandwidth 1 Hz,
and C0 ¼ 3=4, the resulting lattice is thicker than A�

4 only
by 20%, � ’ 2:1, reducing the number of templates to
roughly 10 millions (the corresponding hypercubic lattice
would have 25 millions of templates).
Let us compare our lattice with the recently studied

random template banks and template banks based on re-
laxed lattice coverings [29]. In Table I of Ref. [29] one
finds that the thinnest lattice considered in [29] in n ¼ 4
dimensions has non-normalized thickness equal to � ¼
0:21� �2=2 ffi 1:0, so using this lattice instead of ours
would diminish the number of templates by a factor of2.
One cannot employ however the FFT algorithm for this
lattice because one expects that the required frequency
constraint will not be fulfilled. Using the FFT algorithms
will speed up the computation of the F -statistics and,
depending on the length of the data, may offset the advan-
tage of the random template banks.
The constraint (4.6) can be satisfied without increasing

the lattice thickness by a 4-dimensional rotation O3 such
that O3e0 ¼ e0 and the vector MO3O2O

�1
1 f is orthogonal

to the ð�1; �2Þ plane, where f is a lattice vector of A�
4, f∦l.

The generator matrix of a lattice satisfying both constraints
is now

M opt ¼ M0O1SO
�1
2 O�1

3 MT: (4.16)

C. Two-dimensional example

Let us explain the construction of an optimal lattice on a
simple, two-dimensional example. We consider here the
signal
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hðt;A0; �0; �!0; �!1Þ ¼ A0 cos

�
�!0

t

To

þ �!1

�
t

To

�
2 þ�0

�
;

(4.17)

where To is the observation time and the observation
interval is h0; Toi. The phase of the signal (4.17) depends
on two dimensionless parameters �!0, �!1 (and on the initial
phase parameter �0). The reduced Fisher matrix for this
signal reads

~� ¼
1
12

1
12

1
12

4
45

 !
: (4.18)

The correlation hypersurface (3.29) is now an ellipse:

ð1 þ 2Þ2
12

þ 22
180

¼ 1� C0: (4.19)

The correlation ellipse is shown on both parts of Fig. 1. The
frequency resolution when calculating the F -statistic is
now �; therefore we require the first basis vector of a
lattice to be equal to

a 0 ¼ ð�; 0Þ; (4.20)

in order to satisfy the constraint (4.5).
The thinnest possible covering in two dimensions is the

hexagonal lattice, A�
2. The Voronoi cell of A�

2 is a regular

hexagon, and the covering thickness is �hex ¼
2�=ð3 ffiffiffi

3
p Þ ffi 1:2092. The generator matrix of A�

2 is

M 0 ¼ R
ffiffiffi
3

p 1 0
1
2

ffiffi
3

p
2

� �
; (4.21)

where R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� C0

p
is the covering radius. In order to

cover the parameter space with ellipses (4.19), we have
to transform the hexagonal lattice to the � � ð1; 2Þ co-
ordinates, as given by (4.2). The generator matrix of an
optimal, hexagonal covering in � coordinates is

M hex ¼ M0M
T: (4.22)

The resulting lattice is shown in the upper part of Fig. 1,
along with the correlation ellipse. The Voronoi cell is a
hexagon inscribed into the correlation ellipse (any lattice�
constitutes a covering if and only if the correlation hyper-
surface completely includes its Voronoi cell). Note that
lattice points do not coincide with Fourier frequencies,
represented by open circles.

The requirement (4.20) can be satisfied by the means of
transformation (4.14), at the cost of increasing lattice

thickness. We find that jM�1a0j ¼ �=ð2 ffiffiffi
3

p Þ. For C0 ¼
3=4 (then R ¼ 1=2), the best choice of l is l ¼ffiffiffi
3

p
=4ð3; ffiffiffi

3
p Þ. The hexagonal lattice in coordinates xi is

shrunk in the direction of l by the factor 	 ¼
jM�1a0j=jlj ¼ �=ð3 ffiffiffi

3
p Þ, then expanded by the factor � ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

108� �2
p

=9, and finally rotated in such a way that l
coincides with M�1a0.

The lattice such obtained is shown in the lower part of

Fig. 1. It has the thickness � ¼ �hex=ð	�3Þ ¼
18=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
108� �2

p ffi 1:8171. Note that the Voronoi cell has
changed. It covers more than half of the area of the corre-
lation ellipse and is inscribed in it.

V. SEARCH ALGORITHM

In the case of all-sky searches for gravitational-wave
signals from rotating neutron stars the parameter space is
very large and it is important to calculate the F -statistic as
efficiently as possible.

A. Resampling

The detection statistic F of Eq. (3.8) involves integrals
given by Eqs. (3.9). Let us consider the integral (3.9a) [the

Hexagonal lattice, 1.2092

Voronoi cell
Correlation ellipse

a0 , 0

10 5 0 5 10
10

5

0

5

10

Constrained lattice, 1.8171

Voronoi cell
Correlation

ellipse

10 5 0 5 10
10

5

0

5

10

FIG. 1. Up: Hexagonal covering generated by (4.22), with
C0 ¼ 3=4 and R ¼ 1=2 (dark points). Fourier frequencies are
represented by open circles. Down: Constrained lattice, satisfy-
ing the condition (4.20). Any point in the parameter space
belongs on average to 1.8171 ellipses.
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same arguments will apply to the integral (3.9b)]. The
phase �ðtÞ [see Eq. (2.6)] can be written as

�ðtÞ ¼ !0½tþ�mðtÞ	 þ�sðtÞ; (5.1)

where

�mðtÞ :¼ n0 � rdðtÞ
c

; (5.2a)

�sðtÞ :¼
Xs
k¼1

!k

tkþ1

ðkþ 1Þ!þ
n0 � rdðtÞ

c

Xs
k¼1

!k

tk

k!
: (5.2b)

The functions�mðtÞ and �sðtÞ do not depend on frequency
!0. We can write the integral (3.9a) as

Fa ¼
Z To

0
xðtÞaðtÞe�i�sðtÞ expf�i!0½tþ�mðtÞ	gdt: (5.3)

Next we introduce a new time variable tb, the so-called
barycentric time [1,30],

tbðtÞ :¼ tþ�mðtÞ: (5.4)

In this new time coordinate the integral (5.3) is approxi-
mately given by (see Ref. [1], Sec. III D)

Fa ffi
Z To

0
x½tðtbÞ	a½tðtbÞ	e�i�s½tðtbÞ	e�i!0tbdtb: (5.5)

This integral is a Fourier transform of the data x½tðtbÞ	
multiplied by the function a½tðtbÞ	 exp½�i�s½tðtbÞ		. For
discrete data xðtÞ the integral (5.5) can be converted to a
discrete Fourier transform which can be evaluated by the
FFT algorithm.

Thus to convert the integral (5.3) into a Fourier trans-

form we need to resample the function xðtÞaðtÞe�i�sðtÞ
according to Eq. (5.4). We consider two numerical inter-
polation methods in order to obtain the resampled function.
The first method is the nearest neighbor interpolation also
called the stroboscopic resampling. We assume that the
original data is a time series xk (k ¼ 1; . . . ; N), sampled at
uniform intervals. In this method we obtain the value of the
time series xk at barycentric time tb by taking the value yk0
such that k0 is the nearest integer to tb. We have illustrated
the method in Fig. 2.

The second method has two steps. The first step consists
of obtaining a more finely sampled time series and the
second step consists of interpolating the upsampled time
series to the barycentric time using splines [31]. To per-
form the first step we use an interpolation method based on
the Fourier transform. We take the Fourier transform of the
original time series, pad the Fourier transform series with
an appropriate amount of zeros and then transform it back
to the time domain by inverse Fourier transform. The
Fourier transforms are performed using the FFT algorithm.
We thus obtain an interpolated time series with points
inserted between the original points. If we have a time
series with N points and pad its discrete Fourier transform
with N zeros, by inverse transform we obtain a 2N-point

time series. The second step consists in applying splines to
interpolate the upsampled time series to the barycentric
time for the number of points equal to the number of
original data points. Thus if the original time series con-
tains N points the final interpolated time series contains
also N points.
We have compared the performance of the two interpo-

lation methods and we have also compared these methods
with an exact matched filter. To carry out the comparison
we have used noise-free waveforms given in Eqs. (2.1),
(2.2), (2.3), (2.4), (2.5), and (2.6) with one spin-down
parameter. We have calculated the F -statistic using the
two interpolation methods and exact matched-filtering
method. In the matched-filtering method we have assumed
that we know the frequency of the signal and thus the
Doppler modulation due to the motion of the detector.
However, we have used FFT to calculate the F -statistic

−1 0 1 2 3 4 5 6 7 8 9 10

−2

−1

0

1

2

 Time series and barycentric time

−1 0 1 2 3 4 5 6 7 8 9 10

−2

−1

0

1

2

 Nearest neighbor interpolation

−1 0 1 2 3 4 5 6 7 8 9 10

−2

−1

0

1

2

 Resampled time series

Time

FIG. 2 (color online). Illustration of the nearest neighbor re-
sampling method. The top panel shows the uniformly sampled
original data and the points of the barycentric time. The middle
panel shows the interpolations of the original time series at the
points of the barycentric time, obtained by the nearest neighbor
method. The bottom panel shows the resampled time series
which is the uniformly sampled barycentric time series from
the middle panel.
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for the whole frequency band. The results are shown in
Fig. 3.

We have performed a Monte Carlo simulation consisting
of 1000 trials and we have found that the rms error divided
by maximum of the F -statistic in the second method was
0.1% whereas in the first, fastest method it was 5%. The
nearest neighbor interpolation leads to a greater signal-to-
noise ratio loss than spline interpolation and also, very
importantly, to elevated sidelobes of the F -statistic. In
the presence of noise this can lead to a loss of the parameter
estimation accuracy if the noise elevates the sidelobes
above the main maximum. The stroboscopic resampling
is much faster than the second two-step method however
the second method is much more accurate than the first.

A still different resampling algorithm was recently
studied in Ref. [32], where also a number of practical
issues, like gaps in data, nonstationary and colored data,
were addressed.

B. FFT interpolation

Using the FFT algorithm we can efficiently calculate the
discrete Fourier transform (DFT) XðkÞ (k ¼ 1; . . . ; N) of a
time series x‘ (‘ ¼ 1; . . . ; N). We recall that XðkÞ is given
by the following expression

XðkÞ ¼ XN
‘¼1

x‘e
�2�ið‘�1Þðk�1Þ=N; k ¼ 1; . . . ; N: (5.6)

The frequencies ðk� 1Þ=N are called Fourier frequencies
and DFT components calculated at Fourier frequencies are
called Fourier bins. When the true frequency of a mono-
chromatic signal does not coincide with one of the Fourier
frequencies, the use of the FFT algorithm to evaluate the

sum (5.6) leads a certain loss of signal-to-noise ratio. The
greatest loss equal around 36.3% is when the true fre-
quency is halfway between the Fourier frequencies.
One way to improve this situation is to pad the time

series of N data points with N zeros. This leads to DFT
evaluated at twice as many points as the DFTof the original
time series and the signal-to-noise loss is only 9.97%.
However this procedure leads to evaluating twice as long
FFT as the original ones and thus increases the computa-
tional time by more than a factor of 2.
There exists an approximate interpolation procedure

proposed by pulsar astronomers (see Chapter 7.3.3 in
Ref. [28]), in which the DFT component in the middle of
two Fourier frequencies is approximated by

Xðkþ 1=2Þ ffi ½Xðkþ 1Þ � XðkÞ	= ffiffiffi
2

p
: (5.7)

This interpolation method is called interbinning. One can
show (see Fig. 7.3 in Ref. [28]) that the interpolation based
on Eq. (5.7) leads to maximum loss of signal-to-noise ratio
of 13%.

C. Finding the maximum of the F -statistic accurately

As we calculate the F -statistic on a discrete grid in the
parameter space and as the maximum of the F -statistic
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does not in general coincide with a node of the grid, we
always lose some signal-to-noise ratio and parameter esti-
mation accuracy. To improve this we use a nonlinear
optimization routine to find an improved maximum of
our statistic.

The search for the maximum of the F -statistic is per-
formed in two steps. First we find the maximum of F over
the discrete grid in the parameter space and then the
parameters obtained in this coarse search we input as
initial values to some hill-climbing optimization routine
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FIG. 5 (color online). Standard deviations (left panels) and biases (right panels) of the ML estimators of the intrinsic parameters as
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simulation of 1000 runs. The continuous lines in the left panels are the Cramér-Rao bounds for standard deviations.
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to find an improved maximum. The second step is called a
fine search. As our maximum finding routine we can use a
direct search that does not require calculations of deriva-
tives of F , namely, the Nelder-Mead algorithm or simplex
search algorithm [33]. The Nelder-Mead algorithm is illus-
trated in Fig. 4 for a two-dimensional case where simplices
are triangles.

VI. MONTE CARLO SIMULATIONS

We have implemented the data analysis methods pre-
sented in the previous sections in a computer code and we
have performed a number of Monte Carlo simulations to
test how accurately we can estimate a signal’s parameters
for different values of the signal-to-noise ratio (SNR) and
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how the rms errors of our ML estimators compare to the
Cramér-Rao lower bound. For unbiased estimators the
Cramér-Rao lower bound on variances of the estimators
is given by the diagonal elements of the inverse of the
Fisher matrix. The ML estimators are asymptotically (i.e.
when SNR tends to infinity) unbiased and with variances
approaching the diagonal elements of the inverse of the

Fisher matrix. Our Monte Carlo simulations consisted of
generating the data that were the sum of the white noise
and the gravitational-wave signal presented in Sec. II and
using the filtering procedure from Sec. III to detect the
signal and estimate its parameters. We have taken the
observation time equal to exactly two sidereal days. For
this observation time it is enough to take only the first spin-
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down parameter in the templates (see Refs. [3,5]). To
obtain the Cramér-Rao lower bound we have calculated
the 8� 8 Fisher matrix [defined in Eq. (3.16)] for the
signal model given in Sec. II with one spin-down parame-
ter included.

We have made our simulation to mimic the analysis of
the VIRGO interferometer VSR1 data. We have thus as-
sumed that data comes from an interferometric detector
located at the position of the VIRGO detector and we have
used the detector’s ephemerides corresponding to data
taken sometime in the year 2007. We have generated data
in a narrow frequency band of 50 mHz with the lower edge
of the band equal to 435.1875 Hz. This resulted in a short
time series of 17233 data points greatly reducing the CPU
time needed to perform the simulations. For all the simu-
lations we have chosen the same parameters of the
gravitational-wave signal except for the constant amplitude
h0 that we scaled to obtain data with a chosen SNR
[defined in Eq. (3.15)]. We have found the grid point pg

nearest to the true position of the signal in the parameter
space and we have calculated the F -statistic on a small
grid around the point pg. The size of the grid was �2 grid

points from the point pg in the direction of the parameters

_!, �1, �2 [see Eqs. (3.11)]. For each set of these three
parameters we have evaluated theF -statistic for the whole
50 mHz band.

In all the simulations we have used the constrained grid
constructed in Sec. IV and we have chosen the detection
threshold for theF -statistic equal to 10. This low threshold
ensured that the probability of detection was nearly one
and none of the signals was missed. In each simulation the
estimation of signal’s parameters was performed in two
steps. The first step, called the coarse search, was the
calculation of the F -statistic on the grid described in
Sec. IV. We have registered all the threshold crossings
and we have taken the coarse estimates of the signal’s
parameters as the parameters of the grid point for which
the F -statistic was maximal. In the second step, called the
fine search, we have found the maximum of the F -statistic
for each signal registered in the first step using the Nelder-
Mead algorithm with the initial values equal to the coarse
estimates of the parameters. In this step theF -statistic was
calculated [by means of Eqs. (3.8) and (3.9)] exactly with-
out any approximations. For each value of the SNR we
have repeated the simulation 1000 times with different
realizations of the white Gaussian noise.

In the first simulation we have employed a fine grid with

the minimal match MM ¼ ffiffiffiffiffiffiffi
0:93

p
. We have used the accu-

rate two-step resampling procedure described in Sec. VA
and before applying the FFTwe have padded the data with
15535 zeros resulting in a time series of 215 points. This
ensured an exact interpolation of the DFT between the
Fourier frequencies and the fastest implementation of the
FFT algorithm (because the number of data points was a
power of 2). The results of this simulation are presented in

Fig. 5, where we have depicted standard deviations and
biases of the intrinsic parameters of the signal: frequency,
spin-down, declination, and right ascension, as functions of
the SNR. The results of the simulation of 1000 runs are
marked by the circles. Additionally in the left panels we
have shown the Cramér-Rao bounds for the standard devi-
ations calculated from the inverse of the Fisher information
matrix. We see that for the SNRs greater than 9 the
standard deviations obtained from simulation are very
close to the Cramér-Rao bounds and the simulated biases
are small fractions of a percent of the true values.
In the second simulation we have tested how accuracy of

the parameter estimation is affected by various options of
the algorithms described in the previous section. All these
options aim at speeding up computations. In the simulation
we were changing the thickness of the grid, we were
comparing the two-step spline resampling with the nearest
neighbor resampling, and we were also testing the inter-
binning interpolation [defined in Eq. (5.7)]. In all the runs
we have used a thicker grid corresponding to the minimal

match MM ¼ ffiffiffi
3

p
=2. We have studied three specific cases:

(i) zero padding and spline interpolation; (ii) interbinning
and spline interpolation; (iii) interbinning and the nearest
neighbor interpolation. The results of the simulation are
presented in Fig. 6. From comparison of the three cases it
follows that with a coarser grid and with the use of different
approximations the rms errors of the parameter estimators
are greater but still at a reasonable level. In the range of the
SNRs from 9 to 15, the standard deviations obtained
from simulation are twice as large as the Cramér-Rao
bounds, when we use spline resampling. For the nearest
neighbor interpolation, for some parameters, the simulated
rms error is twice as large as the Cramér-Rao bound for the
SNRs up to 30.
In the third simulation we have studied another three

specific cases: (i) interbinning and spline interpolation,

with a coarse grid of MM ¼ ffiffiffi
3

p
=2; (ii) interbinning with

the nearest neighbor interpolation, with a fine grid of

MM ¼ ffiffiffiffiffiffiffi
0:93

p
; (iii) interbinning with the nearest neighbor

interpolation, with a coarse grid of MM¼ ffiffiffi
3

p
=2. The re-

sults of the simulation are presented in Fig. 7. This simu-
lation shows that with a sufficiently fine grid even the use
of the least accurate (but the fastest) resampling by the
nearest neighbor interpolation leads to the rms errors of the
intrinsic parameters very close to the Cramér-Rao bounds.
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