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M. Bračko,22,14 T. E. Browder,8 M.-C. Chang,4 P. Chang,29 A. Chen,27 K.-F. Chen,29 P. Chen,29 B. G. Cheon,7 I.-S. Cho,51

Y. Choi,40 J. Dalseno,23,43 M. Danilov,13 M. Dash,50 A. Drutskoy,3 W. Dungel,11 S. Eidelman,1,34 D. Epifanov,1,34

N. Gabyshev,1,34 A. Garmash,1,34 P. Goldenzweig,3 B. Golob,21,14 H. Ha,18 J. Haba,9 H. Hayashii,26 Y. Horii,46 Y. Hoshi,45

W.-S. Hou,29 Y. B. Hsiung,29 H. J. Hyun,19 T. Iijima,25 K. Inami,25 M. Iwabuchi,51 M. Iwasaki,47 Y. Iwasaki,9 N. J. Joshi,42

T. Julius,24 D. H. Kah,19 J. H. Kang,51 P. Kapusta,30 N. Katayama,9 T. Kawasaki,32 C. Kiesling,23 H. J. Kim,19 H. O. Kim,19

J. H. Kim,17 M. J. Kim,19 Y. J. Kim,6 K. Kinoshita,3 B. R. Ko,18 P. Kodyš,2 S. Korpar,22,14 P. Križan,21,14 P. Krokovny,9
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We present a new measurement of the unitarity triangle angle �3 using a Dalitz plot analysis of the

K0
S�

þ�� decay of the neutral D meson produced in B� ! Dð�ÞK� decays. The method exploits the

interference between D0 and �D0 to extract the angle �3, strong phase �, and the ratio r of suppressed and

allowed amplitudes. We apply this method to a 605 fb�1 data sample collected by the Belle experiment.

The analysis uses three decays: B� ! DK�, and B� ! D�K� with D� ! D�0 and D� ! D�, as well as

the corresponding charge-conjugate modes. From a combined maximum likelihood fit to the three modes,

we obtain �3 ¼ 78:4
� þ10:8�
�11:6� � 3:6�ðsystÞ � 8:9�ðmodelÞ. CP conservation in this process is ruled out at

the confidence level ð1� CLÞ ¼ 5� 10�4, or 3.5 standard deviations.

DOI: 10.1103/PhysRevD.81.112002 PACS numbers: 12.15.Hh, 13.25.Hw, 14.40.Nd

I. INTRODUCTION

Determinations of parameters of the Cabibbo-
Kobayashi-Maskawa (CKM) matrix [1] are important as
checks on the consistency of the standard model and as
ways to search for new physics. Among the angles of the
CKM unitarity triangle,�3 (also widely known as �) is the
least-well constrained by direct measurements, so new
results are of particular interest. The principal experimen-
tal resource is CP violation in the family of decays B !
DK: various methods for extracting a �3 measurement
have been proposed [2–5], following the original discus-
sion of direct CP violation measurement by Bigi, Carter,
and Sanda [6]. The most sensitive technique relies on
three-body final states [7,8] such as K0

S�
þ��.

In the Wolfenstein parameterization of the CKM matrix
elements [9], the weak parts of the amplitudes that con-
tribute to the decay Bþ ! DKþ are given by V�

cbVus �
A�3 (for the �D0Kþ final state) and V�

ubVcs � A�3ð�þ i�Þ
(for D0Kþ); the two amplitudes interfere as the D0 and �D0

mesons decay into the same final state K0
S�

þ��.
Assuming no CP asymmetry in neutral D decays, the
amplitude for the process B� ! ðK0

S�
þ��ÞDK� as a

function of the Dalitz plot variables m2þ ¼ m2
K0

S
�þ and

m2� ¼ m2
K0

S
�� is

M� ¼ fðm2�; m2�Þ þ re�i�3þi�fðm2�; m2�Þ; (1)

where fðm2þ; m2�Þ is the amplitude of the �D0 ! K0
S�

þ��
decay, r is the ratio of the magnitudes of the two interfering
amplitudes, and � is the strong phase difference between
them. The �D0 ! K0

S�
þ�� decay amplitude f can be

determined from a large sample of flavor-tagged �D0 !
K0

S�
þ�� decays produced in continuum eþe� annihila-

tion. Once f is known, a simultaneous fit to Bþ and B�
data allows the contributions of r, �3, and � to be sepa-
rated. The method has a twofold ambiguity: ð�3; �Þ and
(�3 þ 180�, �þ 180�) solutions cannot be separated. We
always choose the solution with 0<�3 < 180�. We ne-
glect the effects of charm mixing in this formalism. Given
the current precision of �3 and the constraints on the D0

mixing parameters (xD; yD � 0:01 [10]), these effects can
be safely neglected [11], although it is possible to take
them into account if they appear to be significant for future
precision measurements. References [7,12] give a more
detailed description of the technique.
This method can be applied to other decay modes: in

addition to Bþ ! DKþ,1 excited states of neutral D and K
can also be used, although the values of � and r can differ

1Charge-conjugate modes are implied throughout the paper
unless noted otherwise.
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for these decays. Both the BABAR and Belle
Collaborations have successfully applied this technique

to B� ! Dð�ÞKð�Þ� modes with D0 decaying to K0
S�

þ��
[12–16]. In addition, the BABAR Collaboration reported a
measurement of�3 using theB

� ! DK� modewith theD
decaying to the K0

SK
þK� [16] and �0�þ�� [17] final

states.
Here we present a measurement of �3 using the modes

Bþ ! DKþ and Bþ ! D�Kþ with D ! K0
S�

þ��, based
on a 605 fb�1 data sample (657� 106 B �B pairs) collected
by the Belle detector at the KEKB asymmetric eþe�
collider. The Belle detector is described in detail elsewhere
[18,19]. It is a large-solid-angle magnetic spectrometer
consisting of a silicon vertex detector, a 50-layer central
drift chamber for charged particle tracking and specific
ionization measurement (dE=dx), an array of aerogel
threshold Cherenkov counters, time-of-flight scintillation
counters, and an array of CsI(Tl) crystals for electromag-
netic calorimetry located inside a superconducting sole-
noid coil that provides a 1.5 T magnetic field. An iron flux
return located outside the coil is instrumented to detect KL

mesons and identify muons.
The results presented in this paper supersede our pre-

vious measurement based on a sample of 386� 106 B �B
pairs [12]. In addition to B� ! DK� and the B� ! D�K�
mode with D� ! D�0, this analysis exploits B� ! D�K�
with D� ! D�. The D� ! D� mode has nearly the same
parameters as B� ! D�K� with D� ! D�0, the only
difference being that due to the opposite C parities of the
� and �0, the strong phases for these modes differ by 180�
[20]. This provides an additional cross-check for the analy-
sis and allows systematic uncertainties in the combined
measurement to be reduced. The analysis procedure is also
improved. It uses additional variables in the maximum
likelihood fit for the separation of signal from background;
this allows one to relax some selection requirements, thus
increasing the sample size.

II. EVENT SELECTION

The decay chains Bþ ! DKþ and Bþ ! D�Kþ with
D� ! D�0 and D� ! D� are selected for the analysis.
The neutralDmeson is reconstructed in the K0

S�
þ�� final

state in all cases. We also select decays D�� ! �D0��
produced via the eþe� ! c �c continuum process as a
high-statistics sample to determine the �D0 ! K0

S�
þ��

decay amplitude.
Charged tracks are required to satisfy criteria based on

the quality of the track fit and the distance from the
interaction point. We require each track to have a trans-
verse momentum greater than 100 MeV=c. (The reference
axis is given by the direction of the eþ beam.) Separation
of kaons and pions is accomplished by combining the
responses of the aerogel threshold Cherenkov counters
and the time-of-flight scintillation counters with the
dE=dx measurement from the central drift chamber.

Photon candidates are required to have an energy measured
by the electromagnetic calorimeter greater than 30 MeV.
Neutral pion candidates are formed from pairs of photons
with invariant masses in the range 120–150 MeV=c2.
Neutral kaons are reconstructed from pairs of oppositely
charged tracks with an invariant mass M�� within
7 MeV=c2 of the nominal K0

S mass and forming a vertex

more than 1 mm from the interaction point in the transverse
plane.
To determine the �D0 ! K0

S�
þ�� decay amplitude we

use D�� mesons produced via the eþe� ! c �c continuum
process. The flavor of the neutralDmeson is tagged by the
charge of the slow pion (which we denote as �s) in the
decayD�� ! �D0��

s . The slow pion track is fitted to the �D0

production vertex to improve the momentum and angular
resolution of the �s. To select neutral D candidates we
require the invariant mass of the K0

S�
þ�� system to be

within 11 MeV=c2 of the D0 mass. To select events orig-
inating from a D�� decay we impose a requirement on the
difference �M of the invariant masses of the D�� and the
neutral D candidates: 144:9 MeV=c2 < �M<
145:9 MeV=c2. Suppression of the combinatorial back-
ground from B �B events is achieved by requiring the D��
momentum in the center-of-mass (CM) frame to be greater
than 3:0 GeV=c. The number of events in the signal region
is 290:9� 103; the background fraction is 1.0%.
The selection of B candidates is based on the CM energy

difference �E ¼ P
Ei � Ebeam and the beam-constrained

B meson mass Mbc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
beam � ðP ~piÞ2

q
, where Ebeam is

the CM beam energy and Ei and ~pi are the CM energies
and momenta of the B candidate decay products. We select
events with Mbc > 5:2 GeV=c2 and j�Ej< 0:15 GeV for
further analysis. We also impose a requirement on the
invariant mass of the neutral D candidate as above:
jMK0

S
�þ�� �MD0 j< 11 MeV=c2. To obtain the Dalitz

plot variables m2þ and m2�, a kinematical fit is employed
with the constraint that the K0

S�
þ�� invariant mass be

equal to MD0 .
We consider two major background sources in our data:

the continuum process eþe� ! q �q, where the light com-
ponent with q ¼ u; d; s and the charmed component are
treated separately; and B �B decays, where events with real
D0 (due to B� ! D��, etc.) are treated separately. To
suppress background from continuum events, we calculate
two variables that characterize the event shape. One is the
cosine of the thrust angle cos�thr, where �thr is the angle
between the thrust axis of the B candidate daughters and
that of the rest of the event, calculated in the CM frame.
The other is a Fisher discriminant F composed of 11
parameters [21]: the production angle of the B candidate,
the angle of the B thrust axis relative to the beam axis, and
nine parameters representing the momentum flow in the
event relative to the B thrust axis in the CM frame. In the
first stage of the analysis, the ðMbc;�EÞ distribution is
fitted in order to obtain the fractions of the background
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components, and we require jcos�thrj<0:8 andF >�0:7.
In the Dalitz plot fit, we do not reject events based on these
variables (as in the previous analysis [12]) but rather use
them in the likelihood function to better separate signal and
background events. This leads to a 7%–8% improvement in
the expected statistical error.

The �E andMbc distributions for the B
þ ! DKþ mode

are shown in Fig. 1(a) and 1(b). For the selected events a
two-dimensional unbinned maximum likelihood fit in the
variables Mbc and �E is performed, with the fractions of

continuum, B �B, and B� ! Dð�Þ�� backgrounds as free
parameters, and their distributions fixed from generic
Monte Carlo (MC) simulation. [The continuum component
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FIG. 1 (color online). �E andMbc distributions for the B
þ ! DKþ (a),(b), Bþ ! D�Kþ with D� ! D�0 (c),(d), and Bþ ! D�Kþ

with D� ! D� (e),(f) event samples. Points with error bars are the data, and the histograms are fitted contributions due to signal,
misidentified B� ! Dð�Þ�� events, and B �B, charm, and ðu; d; sÞ backgrounds; in (e), a B� ! DK� contribution with a random photon
is also included. �E distributions are plotted with a Mbc > 5:27 MeV=c2 requirement; Mbc distributions use a j�Ej< 30 MeV
requirement. j cos�thrj< 0:8 and F >�0:7 requirements are used in all the plots.
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is also split into ðu; d; sÞ and charm components in the
figure, based on fractions in the MC.] The resulting signal
and background fractions are used in the Dalitz plot fit to
obtain the event-by-event signal-to-background ratio. A
more detailed description of the two-stage procedure is
given in Sec. IV. The number of events in the signal box
(Mbc > 5:27 GeV=c2, j�Ej< 30 MeV, j cos�thrj< 0:8,
F >�0:7) is 756, with a signal purity of ð70:5� 1:2Þ%.
The ðMbc;�EÞ fit yields a continuum background fraction
of ð17:9� 0:7Þ%, a B �B background fraction of ð7:3�
0:5Þ%, and a B� ! D�� background fraction of ð4:3�
0:3Þ% in the signal box. Figure 2 shows the distributions of
cos�thr andF variables in theMbc;�E signal region for the
Bþ ! DKþ mode. The distributions for the other modes
are similar.

To select Bþ ! D�Kþ events with D� ! D�0, in addi-
tion to the requirements described above, we require that
the mass difference �M of neutral D� and D candidates
satisfies 140 MeV=c2 < �M< 144 MeV=c2. The �E
and Mbc distributions for this mode are shown in
Fig. 1(c) and 1(d). The background fractions are obtained
in the same way as for the B� ! DK� mode. The number
of events in the signal box is 149, with ð79:7� 2:5Þ%
signal purity. The continuum background fraction is ð5:7�
0:7Þ%, the B �B background fraction is ð7:6� 1:9Þ%, and
the B� ! D��� background fraction is ð7:0� 1:3Þ%.

Selection of the Bþ ! D�Kþ mode with D� ! D� is
performed in a similar way. The photon candidate is re-
quired to have an energy greater than 100 MeV, and the
mass difference requirement is �M< 152 MeV=c2.
Because of the larger number of background sources for
this mode, the treatment of background differs. The B �B
background is subdivided into events with combinatorial
D, studied using a generic MC sample; and those with real
neutralDmesons, for which a dedicated simulation of each
component is performed. The fractions of background
components are obtained from an unbinned 4D fit of the

distribution of variables Mbc, �E, cos�thr, and F . The
relative fractions of B �B backgrounds with a realD0 (except
for B� ! D��� and B� ! DK�) are fixed according to
their Particle Data Group branching ratios [22] and MC
efficiencies. The �E and Mbc distributions for this mode
are shown in Fig. 1(e) and 1(f). The number of events in the
signal box is 141, and the signal purity is ð41:7� 3:6Þ%.
The continuum background fraction is ð15:8� 1:3Þ%, the
fraction of B �B background with combinatorial D0 is
ð21:3� 3:0Þ%, the contribution of B� ! D���, D� !
D� is ð6:5� 1:2Þ%, and the fraction of the rest of B �B
events with real D0 is ð14:7� 1:1Þ%.
The Dalitz distributions of D ! K0

S�
þ�� decay in the

signal box for each of the B� ! DK� and B� ! D�K�
processes are shown in Fig. 3.

III. DETERMINATION OF THE �D0 ! K0
S�

þ��
DECAYAMPLITUDE

As in our previous analysis [12], the �D0 ! K0
S�

þ��
decay amplitude is represented using the isobar model. The
list of resonances is also the same, the only difference
being the free parameters (mass and width) of the
K�ð892Þ� and �ð770Þ states. A modified amplitude, where
the scalar �� component is described using the K-matrix
approach [23], is used in the estimation of the systematic
error.
The amplitude f for the �D0 ! K0

S�
þ�� decay is de-

scribed by a coherent sum ofN two-body decay amplitudes
and one nonresonant decay amplitude,

fðm2þ; m2�Þ ¼
XN

j¼1

aje
i	jAjðm2þ; m2�Þ þ aNRe

i	NR ; (2)

where Ajðm2þ; m2�Þ is the matrix element, aj and 	j are

the amplitude and phase of the matrix element, respec-
tively, of the jth resonance, and aNR and 	NR are the
amplitude and phase, respectively, of the nonresonant
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FIG. 2 (color online). cos�thr and F distributions for the Bþ ! DKþ event sample. Points with error bars show the data with
Mbc > 5:27 MeV=c2 and j�Ej< 30 MeV requirements, and the histograms are fitted contributions due to signal, B �B, charm, and
ðu; d; sÞ backgrounds.
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component. The description of the matrix elements follows
Ref. [24]. We use a set of 18 two-body amplitudes. These
include five Cabibbo-allowed amplitudes: K�ð892Þþ��,
K�ð1410Þþ��, K�

0ð1430Þþ��, K�
2ð1430Þþ��, and

K�ð1680Þþ��; their doubly Cabibbo-suppressed partners;
and eight amplitudes with K0

S and a �� resonance: K0
S�,

K0
S!, K0

Sf0ð980Þ, K0
Sf2ð1270Þ, K0

Sf0ð1370Þ, K0
S�ð1450Þ,

K0
S
1, and K0

S
2.

We use an unbinned maximum likelihood technique to
fit the Dalitz plot distribution to the model described by

Eq. (2) with efficiency variation, background contribu-
tions, and finite momentum resolution taken into account.
The free parameters of the minimization are the amplitudes
aj and phases 	j of the resonances, the amplitude aNR and

phase 	NR of the nonresonant component, and the masses
and widths of the 
1 and 
2 scalars. We also allow the
masses and widths of the K�ð892Þþ and �ð770Þ states to
float.
The procedures for determining the background density,

the efficiency, and the resolution are the same as in the
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FIG. 3. Dalitz distributions of D ! K0
S�

þ�� decays from selected B� ! DK� (a),(b), B� ! D�K� with D� ! D�0 (c),(d), and
B� ! D�K� with D� ! D� (e),(f), shown separately for B� (left) and Bþ (right) tags.
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previous analyses [12,14]. The background density for
�D0 ! K0

S�
þ�� events is extracted from �M sidebands.

The shape of the efficiency over the Dalitz plot, as well as
the invariant mass resolution, is extracted from the signal
Monte Carlo simulation.

The fit results are given in Table I. The fit fraction for
each mode is defined as the ratio of the integrals of the
squared absolute value of the amplitude for that mode and
the squared absolute value of the total amplitude. The fit
fractions do not sum up to unity due to interference effects.
The parameters obtained for the 
1 resonance [M
1

¼
ð522� 6Þ MeV=c2, �
1

¼ ð453� 10Þ MeV=c2] are simi-

lar to those found by other experiments [25,26]. The sec-
ond scalar term 
2 is introduced to account for a structure
observed at m2

�� � 1:1 GeV2=c4: the fit finds a small but
significant contribution with M
2

¼ ð1033� 7Þ MeV=c2,

�
2
¼ ð88� 7Þ MeV=c2. Allowing the parameters of the

dominant K�ð892Þþ and �ð770Þ resonances to float results
in a significant improvement in the fit quality. We obtain
MðK�ð892ÞÞ ¼ ð893:7� 0:1Þ MeV=c2, �ðK�ð892ÞÞ ¼
ð48:4� 0:2Þ MeV=c2, Mð�Þ ¼ ð771:7� 0:7Þ MeV=c2,
and �ð�Þ ¼ ð136:0� 1:3Þ MeV=c2.

We perform a �2 test using 54� 54 bins in the region
bounded by m2� ¼ 0:3 and 3:0 GeV2=c4. The bins with an
expected population of less than 50 events are combined
with adjacent ones. We find �2=ndf ¼ 2:35 for 1065
degrees of freedom (ndf), which is large. We find that
the main features of the Dalitz plot are well-reproduced,
with some significant but numerically small discrepancies
at peaks and dips of the distribution. In our final results we

include a conservative contribution to the systematic error
due to uncertainties in the �D0 decay model.

IV. DALITZ PLOTANALYSIS OF Bþ ! Dð�ÞKþ
DECAYS

As in our previous analysis [12] and in analyses carried
out by the BABAR Collaboration [15,16], we fit the Dalitz
distributions of the Bþ and B� samples separately, using
Cartesian parameters x� ¼ r� cosð��3 þ �Þ and y� ¼
r� sinð��3 þ �Þ, where the indices ‘‘þ’’ and ‘‘�’’ corre-
spond to Bþ and B� decays, respectively. In this approach
the amplitude ratios (rþ and r�) are not constrained to be
equal for the Bþ and B� samples. Confidence intervals in
r, �3, and � are then obtained from the ðx�; y�Þ using a
frequentist technique. The advantage of this approach is
low bias and simple distributions of the fitted parameters,
at the price of fitting in a space with higher dimensionality
ðxþ; yþ; x�; y�Þ than that of the physical parameters
ðr; �3; �Þ; see Sec. V.
Following the procedure described in Sec. II, back-

ground events for the B� ! DK� and B� ! D�K�,
D� ! D�0 modes are classified into four components:
eþe� ! q �q (where q ¼ u; d; s), charm, B �B (except for

B� ! Dð�Þ��), and B� ! Dð�Þ�� background. This is a
refinement of the previous analysis, where three back-
ground components were used, without separation of the
continuum background into ðu; d; sÞ and charm. In the case
of the B� ! D�K� mode with D� ! D�, the B �B back-
ground is divided into events with combinatorial D and
seven types of events with realDmesons (including modes

with a neutral or charged B meson decaying to Dð�Þ and a
K, �, or � meson).
The distributions of each of the background components

are assumed to be factorized into products of a Dalitz plot
distribution ðm2þ; m2�Þ, and distributions in ðMbc;�EÞ, and
ðcos�thr;F Þ. The shapes of these distributions are extracted
fromMC simulation. The six-dimensional probability den-
sity function (PDF) used for the fit is thus expressed as

p ¼ X

i

piðm2þ; m2�ÞpiðMbc;�EÞpiðcos�thr;F Þ; (3)

where the index i runs over all background contributions
and signal. The distributions piðMbc;�EÞ and
piðcos�thr;F Þ are parameterized functions. The parame-
terization of piðMbc;�EÞ differs for different components:
sums of two two-dimensional Gaussian distributions with

correlations for signal and Bþ ! Dð�ÞKþ; products of the
empirical shape proposed by the ARGUS Collaboration in
Mbc [27] and a linear function in�E for q �q, charm, and B �B
components. In addition, the parameterization for B �B
background includes a product of a Gaussian peak in Mbc

and a sum of exponential and Gaussian distributions in�E.
We represent piðcos�thr;F Þ as the product of two terms:
(i) the exponential of a fourth-degree polynomial in
cos�thr, and (ii) a sum of bifurcated Gaussian distributions

TABLE I. Fit results for �D0 ! K0
S�

þ�� decay. Errors are
statistical only.

Intermediate state Amplitude Phase (�) Fit fraction (%)

KS
1 1:56� 0:06 214� 3 11:0� 0:7
KS�

0 1.0 (fixed) 0 (fixed) 21:2� 0:5
KS! 0:0343� 0:0008 112:0� 1:3 0:526� 0:014
KSf0ð980Þ 0:385� 0:006 207:3� 2:3 4:72� 0:05
KS
2 0:20� 0:02 212� 12 0:54� 0:10
KSf2ð1270Þ 1:44� 0:04 342:9� 1:7 1:82� 0:05
KSf0ð1370Þ 1:56� 0:12 110� 4 1:9� 0:3
KS�

0ð1450Þ 0:49� 0:08 64� 11 0:11� 0:04
K�ð892Þþ�� 1:638� 0:010 133:2� 0:4 62:9� 0:8
K�ð892Þ��þ 0:149� 0:004 325:4� 1:3 0:526� 0:016
K�ð1410Þþ�� 0:65� 0:05 120� 4 0:49� 0:07
K�ð1410Þ��þ 0:42� 0:04 253� 5 0:21� 0:03
K�

0ð1430Þþ�� 2:21� 0:04 358:9� 1:1 7:93� 0:09
K�

0ð1430Þ��þ 0:36� 0:03 87� 4 0:22� 0:04
K�

2ð1430Þþ�� 0:89� 0:03 314:8� 1:1 1:40� 0:06
K�

2ð1430Þ��þ 0:23� 0:02 275� 6 0:093� 0:014
K�ð1680Þþ�� 0:88� 0:27 82� 17 0:06� 0:04
K�ð1680Þ��þ 2:1� 0:2 130� 6 0:30� 0:07
Nonresonant 2:7� 0:3 160� 5 5:0� 1:0
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in F , where the mean and the various widths have a
polynomial dependence on cos�thr. The function
piðm2þ; m2�Þ is represented by Gaussian smoothing of the
MC data.

At the first stage of the analysis (as described in Sec. II)
we determine the relative fractions of each background
component by performing an unbinned maximum likeli-
hood fit to the experimental data inMbc and �E (Mbc, �E,
cos�thr, and F for B� ! D�K�, D� ! D�). The free
parameters in the fit are the fractions of continuum, B �B,

and B� ! Dð�Þ�� events. The relative fractions of the
ðu; d; sÞ and charm components of the continuum back-
ground and the relative fractions of B �B backgrounds with
real D0 for the B� ! D�K�, D� ! D� mode are fixed
from the MC simulation.

At the second stage, separate Dalitz distributions are
formed for the Bþ and B� samples with the signal require-
ment for Mbc and �E (Mbc > 5:27 GeV=c2, j�Ej<
30 MeV) and no requirements for cos�thr and F . In each
case, a fit with free parameters x and y is performed with
the unbinned maximum likelihood technique, using varia-
bles m2þ, m2�, Mbc, �E, cos�thr, and F ; only the first four
variables were used in the previous analysis [12]. Possible
deviations from the factorization assumption for the back-
ground distribution and disagreements between MC and

experimental background densities are treated in the sys-
tematic error. The efficiency variation as a function of the
Dalitz plot variables is obtained from signal MC simulation
and is taken into account in the likelihood function.
To test the consistency of the fit, the same procedure as

used for the Bþ ! Dð�ÞKþ signal was applied to the Bþ !
Dð�Þ�þ control samples. For the B� ! D�� and B� !
D��� (D� ! D�0) modes, the results are consistent with
the expected value r� 0:01 for the amplitude ratio. For
B� ! D��� (D� ! D�), we find r ¼ 0:05� 0:02, which
is larger than the expected value by 2 standard deviations.
Inspection of the Dalitz distributions shows visible differ-
ences between Bþ and B� data in this mode: we interpret
the large value of r as a statistical fluctuation.
The results of the separate Bþ and B� data fits are shown

in Fig. 4. The values of the fit parameters x� and y� are
listed in Table II. As expected, the values of x� and y� for
the D� ! D� and D� ! D�0 modes from B� ! D�K�
agreewithin the statistical errors after reversing the signs in
one of the modes.

V. EVALUATION OF THE STATISTICAL ERRORS

We use a frequentist technique to evaluate the statistical
significance of the measurements. The procedure is iden-
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FIG. 4 (color online). Results of signal fits with free parameters x ¼ r cos� and y ¼ r sin� for Bþ ! DKþ (a) and Bþ ! D�Kþ (b)
samples, separately for B� and Bþ data. Contours indicate 1, 2, and 3 (for B� ! DK�) and 1 standard deviation regions (for B� !
D�K�) obtained in the maximum likelihood fit. For the B� ! D�K�, D� ! D� mode, the sign of x� and y� is swapped to account
for the relative strong phase difference of 180� with respect to the B� ! D�K�, D� ! D�0 sample.

TABLE II. Results of the signal fits in parameters ðx; yÞ. The first error is statistical, and the second is experimental systematic error.
Statistical correlation coefficients between x and y are also shown. Model uncertainty is not included.

Parameter Bþ ! DKþ Bþ ! D�Kþ, D� ! D�0 Bþ ! D�Kþ, D� ! D�

x� þ0:105� 0:047� 0:011 þ0:024� 0:140� 0:018 þ0:144� 0:208� 0:025
y� þ0:177� 0:060� 0:018 �0:243� 0:137� 0:022 þ0:196� 0:215� 0:037
x� � y� correlation �0:289 þ0:440 �0:207
xþ �0:107� 0:043� 0:011 þ0:133� 0:083� 0:018 �0:006� 0:147� 0:025
yþ �0:067� 0:059� 0:018 þ0:130� 0:120� 0:022 �0:190� 0:177� 0:037
xþ � yþ correlation þ0:110 �0:101 þ0:080
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tical to that in our previous analysis [12]. This method
requires knowledge of the PDF of the reconstructed pa-
rameters x and y as a function of the true parameters �x and
�y. To obtain this PDF, we use a simplified MC simulation
of the experiment which incorporates a maximum like-
lihood fit with the same efficiencies, resolution, and back-
grounds as used in the fit to the experimental data.

Figure 5 shows the projections of the three-dimensional
confidence regions onto the ðr;�3Þ and ð�3; �Þ planes for
the B� ! DK� and B� ! D�K� modes. In the results for
the B� ! D�K� mode, we combine both D� ! D�0 and
D� ! D� final states, taking into account the relative
strong phase of 180� between them by swapping the sign
of the x and y parameters for theD� ! D�mode. We show
the 20%, 74%, and 97% confidence level regions, which
correspond to 1, 2, and 3 standard deviations for a three-
dimensional Gaussian distribution. The values of the pa-
rameters r, �3, and � obtained for the B� ! DK� and
B� ! D�K� modes separately are given in Table III. The
values of �3 in these modes agree within the statistical
errors. In general, r and � may differ: our results for r are
similar for the two modes, while the � values are distinct.

Note that our statistical procedure gives three-
dimensional confidence level regions. The coverage for
the set of three parameters ðr;�3; �Þ is exact. One-
dimensional intervals are obtained by projecting the
three-dimensional regions onto each of the parameter

axes: exact coverage for this procedure is ensured only in
the case of Gaussian errors. In our case, Gaussian behavior
of the errors is reached when
ðrÞ � r, and undercoverage
(effectively, underestimation of statistical errors) occurs if

ðrÞ � r. The amount of undercoverage depends on the
true value �r: errors are underestimated by a factor ranging
from 1.4 for �r ¼ 0 to 1.03 for �r equal to the measured
value.

VI. ESTIMATION OF SYSTEMATIC ERROR

Experimental systematic errors come from uncertainty
in the knowledge of the distributions used in the fit [i.e.
Dalitz plot distributions of the background components,
and the ðMbc;�EÞ and ðcos�thr;F Þ distributions of the
backgrounds and signal], fractions of different background
components, and the distribution of the efficiency across
the Dalitz plot. Uncertainties in background shapes are
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FIG. 5 (color online). Projections of confidence regions for the Bþ ! DKþ (a),(b) and Bþ ! D�Kþ (c),(d) mode onto the ðr;�3Þ
and ð�3; �Þ planes. Contours indicate projections of 1, 2, and 3 standard deviation regions.

TABLE III. CP fit results. The first error is statistical, the
second is experimental systematic, and the third is the model
uncertainty.

Parameter Bþ ! DKþ mode Bþ ! D�Kþ mode

�3 ð80:8þ13:1
�14:8 � 5:0� 8:9Þ� ð73:9þ18:9

�20:2 � 4:2� 8:9Þ�
r 0:161þ0:040

�0:038 � 0:011þ0:050
�0:010 0:196þ0:073

�0:072 � 0:013þ0:062
�0:012

� ð137:4þ13:0
�15:7 � 4:0� 22:9Þ� ð341:7þ18:6

�20:9 � 3:2� 22:9Þ�
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estimated by using alternative distributions in the fit (ex-
tracted from experimental data where possible).
Uncertainties in the background fractions are obtained by
varying each fraction within its error. Possible correlations
in the distributions for background components that are not
described by the formula (3) are estimated by using inde-
pendent background distributions in the bins of Mbc, �E,
cos�thr, and F variables.

In the case of B� ! D�K�, D� ! D� decay, an addi-
tional uncertainty arises from the significant cross feed
from the B� ! D�K�, D� ! D�0 mode. The base-
line D� ! D� fit uses x and y values obtained from
the B� ! D�K�, D� ! D�0 fit for modeling the D� !
D�0 cross feed; to estimate the systematic uncertainty,
we vary x and y within their errors and also take x ¼ y ¼
0. As an additional check, we apply a D� ! D�0 veto to
the B� ! D�K�, D� ! D� sample: the results of this fit
are consistent with the baseline results within statistical
errors.

The procedure for estimating the uncertainty due to
the detection efficiency is different from that in the pre-
vious analysis [12]: here we use an alternative efficiency
shape obtained by MC simulation from the parameterized
track finding efficiency (extracted from experimental
data) as a function of transverse momentum and polar
angle �.

Compared to our previous analysis [12], an additional
source of systematic error exists due to the use of cos�thr
and F variables in the fit. However, the use of these
variables increases the effective signal-to-background ra-
tio, so the total systematic error is comparable.

Systematic errors in the physical parameters r,�3, and �
are calculated from the systematic errors on the fitted
parameters ðx; yÞ. Values ðx; yÞ are generated according to
Gaussian distributions with standard deviations equal to
the corresponding total systematic errors; parameters r,
�3, and � are then obtained for each ðx; yÞ set, and the
root-mean-square deviations of the resulting values are
calculated. We perform this procedure in two ways: with-
out correlation of ðx; yÞ biases for Bþ and B�, and with
100% correlation between them. The larger root-mean-
square deviation of the two options is chosen as the system-
atic error. The systematic errors in the x and y variables are
shown in Table II.

The model used for the �D0 ! K0
S�

þ�� decay ampli-

tude is one of the main sources of error for our analysis: we
list this contribution separately. The model uncertainty
splits into two contributions: one due to imperfect descrip-
tion of the observable D0 Dalitz plot distribution, and one
due to uncertainty of the phase of the complex amplitude f,
which is based purely on the model assumptions and
appears even in the case of a perfect description of the
experimental �D0 data. To estimate the former contribution,
we use model variations that give a similar �D0 !
K0

S�
þ�� fit quality to that of the default model. For the

latter contribution, we take the complex phase of
fðm2þ; m2�Þ from models with a reduced number of reso-
nances as in the previous analysis [12] while keeping the
absolute value of the amplitude the same as in the default
model. The total model uncertainty ��3 ¼ 8:9� is domi-
nated by the uncertainty due to the complex phase. Note
that the model errors on r are highly asymmetric. While an
imperfect description of theD0 density can lead to a bias in
both directions, a wrong complex phase introduces a bias
only to lower values.
Our estimate of the model uncertainty can be considered

conservative. When the various S-wave terms—the most
theoretically controversial part of the model—are replaced
by a K-matrix amplitude [23], the change in �3 from the
baseline fit does not exceed 2�. However, we retain our
default 8.9� uncertainty as theK matrix describes only part
of the amplitude.
Using a different approach, it is possible to remove the

current model uncertainty, exploiting constraints on the
complex phase in the �D0 ! K0

S�
þ�� amplitude that can

be obtained experimentally from the analysis of
c ð3770Þ ! D0 �D0 decays. Such a measurement was re-
cently performed by CLEO [28]. The results show good
agreement with the isobar model; however, a quantitative
estimate of the model uncertainty for a model-dependent fit
is hard to obtain from these data. Instead, a model-
independent analysis [7,29,30] involving a binned fit of
the �D0 ! K0

S�
þ�� Dalitz distribution is possible. The

model error in this analysis will be replaced by a statistical
error of about 1�–2� due to the finite c ð3770Þ ! D0 �D0

sample, while the statistical error associated with the B
data sample should increase by 10%–20% due to the
binned fit procedure. At the current level of precision,
this will not result in a significant improvement in the
precision of �3, but future analyses with larger samples
of B decays should benefit from the model-independent
technique.

VII. COMBINED �3 MEASUREMENT

The two event samples Bþ ! DKþ and Bþ ! D�Kþ
are combined in order to improve the sensitivity to�3. The
confidence levels for the combination of the two modes are
obtained using the same frequentist technique as for the
single mode, with the PDF of the two measurements being
the product of the probability densities for the individual
modes. Confidence intervals for the combined measure-
ment together with systematic and model errors are shown
in Table IV. The statistical confidence level of CP violation
is 1� C:L: ¼ 1:5� 10�4, or 3.8 standard deviations. With
the systematic and model errors taken into account, CP
conservation is ruled out at the confidence level 5� 10�4,
or 3.5 standard deviations. The systematic errors are as-
sumed to be uncorrelated in this calculation; the resulting
estimate is conservative, as most of the systematic biases
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are correlated between Bþ and B� samples and thus do not
introduce CP violation.

VIII. CONCLUSION

We report the results of a measurement of the unitarity
triangle angle �3, using a method based on Dalitz plot

analysis of �D0 ! K0
S�

þ�� decay in the process Bþ !
Dð�ÞKþ. A new measurement of �3 using this technique
was performed based on 605 fb�1 of data collected by the
Belle detector: 70% larger than the previous sample [12].
The statistical sensitivity of the measurement has also been
improved by modifications to the event selection and fit
procedure, and by adding the sample with D� decaying to
the D� final state.

From the combination of Bþ ! DKþ and Bþ ! D�Kþ
modes, we obtain the value �3 ¼ 78:4�ðstatÞ �
3:6�ðsystÞ � 8:9�ðmodelÞ � 11:6� þ 10:8�; of two pos-
sible solutions we have chosen the one with 0<�3 <
180�. We also obtain values of the amplitude ratios rDK ¼
0:160þ0:040

�0:038ðstatÞ � 0:011ðsystÞþ0:050
�0:010ðmodelÞ and rD�K ¼

0:196þ0:072
�0:069ðstatÞ � 0:012ðsystÞþ0:062

�0:012ðmodelÞ. The CP con-

servation in the combined measurement is ruled out at the
confidence level 5� 10�4, or 3.5 standard deviations.

The statistical precision of the �3 measurement is al-
ready comparable to the estimated model uncertainty.
However, it is possible to eliminate this model uncertainty
using constraints on the �D0 ! K0

S�
þ�� decay amplitude

obtained by the CLEO Collaboration in the analysis of
c ð3770Þ ! D0 �D0 decays [28–30]. The statistical errors
in the proposed binned fit procedure are 10%–20% larger,
but the model uncertainty is replaced by a small (1�–2�)
statistical error due to the finite c ð3770Þ ! D0 �D0 sample.
This should result in an improvement of the�3 precision in
future high-statistics analyses.
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