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The lattice superalgebra of the link approach is shown to satisfy a Hopf algebraic supersymmetry where

the difference operators are introduced as momentum operators. The violation of the Leibniz rule for the

lattice difference operators is interpreted as the coproduct structure of a (quasi)triangular Hopf algebra and

the associated field theory is consistently defined as a braided quantum field theory. An algebraic

formulation of the path integral is defined perturbatively and the corresponding Ward-Takahashi identities

can be derived on the lattice. The claimed inconsistency of the link approach related to an ordering

ambiguity for the product of fields is solved by introducing an almost trivial braiding structure

corresponding to the triangular structure of the Hopf algebraic superalgebra. This can be seen as a

generalization of the spin-statistics relation on the lattice. For the consistency of this braiding structure of

fields a grading of the momentum operator is required.
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I. INTRODUCTION

We believe that a constructive definition of regularized
supersymmetric field theories is becoming increasingly
important. There are several reasons: first, from a phe-
nomenological point of view, there is the possibility that
superparticles might be discovered at LHC in the near
future. If supersymmetry is experimentally confirmed, ob-
viously we need a constructive formulation of supersym-
metric field theories that can provide a basis for the
numerical study of nonperturbative supersymmetry phe-
nomenology. It is natural to expect that a lattice formula-
tion of supersymmetry may play a crucial role just as
lattice QCD plays an important role as the only numerical
tool for strong interaction phenomenology. We expect that
a fermionic counterpart of the QCD region may exist in the
new energy scale.

Secondly, from a more theoretical point of view, it is not
obvious that the lattice fermion problem [1,2] is well
understood from the lattice regularization point of view.
There is, however, a general consensus that the chiral
fermion problem is solved for lattice QCD [3–5]. One
may say that the species doublers of a chiral fermion on
a lattice are lattice artifacts so that it would be better if they
were not there. However it was also claimed that these
extra species doubler degrees of freedom are needed as
they correspond to the extra degrees of freedom of ex-
tended twisted supersymmetry [6–9]. It was shown that
twisted supersymmetry can be derived by the Dirac-Kähler
twisting procedure [10] in any dimensions:N ¼ 2 in two
dimensions, N ¼ 4 in three dimensions, and N ¼ 4 in
four dimensions which coincides with the twisted algebra

derived by Marcus [11]. In these formulations the fermi-
onic internal degrees of freedom can be defined semilo-
cally on a lattice to be compatible with the differential form
nature of the Dirac-Kähler fermions [6–9,12,13]. This type
of correspondence had been anticipated in older papers
[14]. However it turns out that the lattice Dirac-Kähler
fermion formulation [15] is equivalent to the staggered
fermion formulation [16], with the introduction of a mild
noncommutativity between differential forms and fields to
accommodate a modified Leibniz rule for the lattice dif-
ference operator. These results suggest that the regulariza-
tion of fermions on a lattice naturally leads to the necessity
of introducing supersymmetry in a fundamental way.
In the path integral formulation of field theory, fermionic

fields are treated as odd Grassmann variables and thus have
an anticommuting nature compatible with the spin and
statistics theorem which originates from Lorentz invari-
ance [17]. Since Lorentz invariance is broken on the lattice
it is not obvious that the anticommuting nature of the
fermion fields at the scale of the lattice constant is a
mandatory requirement. In this paper we explore a possi-
bility that the commuting and anticommuting nature of
fields are modified with the introduction of a mild non-
commutativity compatible with the Leibniz rule of the
difference operator on the lattice. This may be interpreted
as a generalization of the spin and statistics theorem on the
lattice.
Attempts to formulate supersymmetric theories on a

lattice have a long history. Since the lattice is not invariant
under infinitesimal translations, it is difficult not to break
supersymmetry which includes in its superalgebra the
infinitesimal translation generator. To overcome this diffi-
culty, various approaches and formulations have been pro-
posed so far. If we focus on the treatment of the algebraic
aspects of lattice supersymmetry, there are essentially three
possible approaches:
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(1) superalgebra is kept on the lattice approximately,
with corrections of the order of the lattice spacing;

(2) only one supersymmetry charge, which is nilpotent
and does not contain the momentum operator, is
preserved exactly on the lattice; or

(3) the continuum superalgebra is deformed into a lat-
tice version of superalgebra, keeping exactly all
supersymmetry charges.

A long list of attempts following the first approach,
where supersymmetry is kept up to lattice corrections, is
reviewed in [18–20] (see also previous references therein).
There are also some later developments along this line [21–
24]. In this approach one has to check if and how super-
symmetry is restored in the continuum limit. In order to see
the recovery of supersymmetry for the whole range of
coupling constants, it is inevitable to find reliable methods
for numerical analysis. Influenced by the developments of
the renormalization group analysis and the Ginsparg-
Wilson relation of chiral symmetry analysis for lattice
QCD, there have been recent systematic applications of
this method to supersymmetric models [25–27].

In the second approach [28–36], only one or at most two
nilpotent supercharges are preserved exactly on the lattice.
It is again particularly important to examine how the full
continuum supersymmetry is recovered in the continuum
limit. In this approach the recovery of supersymmetry in
the infrared region is expected due to the suppression of
supersymmetry breaking operators as a consequence of the
partial preservation of the supersymmetry algebra [36,37].
In fact in some specific cases it can be shown that the part
of supersymmetry which is realized exactly on the lattice is
enough to avoid nonmanageable fine-tuning to preserve
supersymmetry in the continuum limit [28,30–32,36,38].
One can then use such models as constructive definitions of
the corresponding continuum supersymmetric models. We
should, however, note that in extracting the sector of the
superalgebra which can be preserved exactly on the lattice,
extended supersymmetry and its twisting [10,39] play an
important role.

In the third approach [6–8,12,13,34,40], one defines a
lattice version of superalgebra in which the momentum
operator of the continuum superalgebra is replaced by the
finite difference operator on the lattice. This seems the
most natural and naive deformation of the continuum
algebra. Nevertheless, it is not straightforward due to the
following obvious reason. In fact since finite difference
operators are not infinitesimal operators, and hence they
are not strictly speaking elements of an algebra, the de-
formed ‘‘superalgebra’’ is not strictly an algebra in the
usual sense. This is actually not simply a question of
terminology, but is crucial in the formulation. Namely,
the finite difference operators do not obey the Leibniz
rule, which just amounts to saying that they are not ele-
ments of an algebra. On the other hand, because of the
nilpotency of Grassmann parameters, ‘‘normal’’ super-

charges would always obey exactly the Leibniz rule. This
mismatch of natures between finite difference operators
and supercharges makes the naive realization of a lattice-
deformed superalgebra in the above sense difficult. In this
paper we follow a formulation, originally proposed in [6–
8], that gives an answer to this difficult problem. We shall
denote this formulation in general as the link approach but
we shall use the term DKKN formalism (where DKKN is
D’Adda, Kanamori, Kawamoto, and Nagata) when we
refer strictly to the algebraic aspects of the formulation.
In this approach, the notion of modified Leibniz rules is
introduced to overcome the difficulty raised by the viola-
tion of the Leibniz rule. However, it is not clear whether
this is sufficient to make the approach entirely consistent.
In fact, it is first of all rather unclear whether a symmetry
obeying the modified Leibniz rule, being different from the
standard Lie algebraic symmetry and unsuitable to be used
in a functional integral, is actually a symmetry of a quan-
tum field theory. We will present an answer to this issue
here, by showing that the deformed algebra forms a Hopf
algebrawhich generalizes the Lie algebraic symmetry, and
that a quantum field theory which has a Hopf algebraic
symmetry can be constructed at least perturbatively within
the framework known as braided quantum field theory
(BQFT) [41]. It is important for this purpose to identify
the DKKN superalgebra as a rigorous Hopf algebra,
namely, to prove that it obeys the set of axioms defining
a Hopf algebra. It is also crucial to determine a braiding
structure on the representation space of the Hopf algebra.
With the use of the BQFT formulation, we can then derive
a series of Ward-Takahashi identities corresponding to the
Hopf algebraic symmetry, thus giving to the deformed
symmetry a clear interpretation as a physical symmetry
of the quantum theory.
The second and most crucial aspect to be clarified in the

link approach is about the claim of inconsistency raised in
Ref. [42], where it is argued that the modified Leibniz rule
inevitably leads to an ordering ambiguity caused essen-
tially by the asymmetric nature of the deformation. In order
to clarify the ordering problem, a matrix formulation for a
one-dimensional model was explicitly analyzed. It was
shown that there is no ambiguity at the superfield level
but the problem remains at the component level [40].
Fortunately, our Hopf algebraic description also resolves
this problem: given the Hopf algebraic symmetry together
with an appropriate treatment of a braiding structure of
BQFT, we will show that this difficulty no longer exists.
The braiding structure, which could be interpreted as a
kind of generalized statistics or a mild noncommutativity,
is again the key ingredient for this argument. Gauge theo-
ries however will require a separate treatment, which is
outside the scope of this paper.
Recently it has been pointed out that the orbifold con-

struction, used to formulate supersymmetric theories on
the lattice with one supersymmetry exactly realized, and

ALESSANDRO D’ADDA, NOBORU KAWAMOTO, AND JUN SAITO PHYSICAL REVIEW D 81, 065001 (2010)

065001-2



the construction leading to the link approach are essentially
equivalent [34,35]. It had been already remarked that a
particular choice of the ‘‘shift’’ parameters appearing in the
link approach can make the scalar supercharge in twisted
supersymmetry shiftless and that with this choice the
N ¼ D ¼ 2 super Yang-Mills action of the link construc-
tion coincides with the one of the orbifold construction [7].
It was, however, argued in [34,35] that supercharges carry-
ing shifts lead to a violation of supersymmetry, due to the
nonstandard definition of the shifted (anti)commutators.
Therefore in the so-called symmetric choice of the parame-
ters in the link approach, as all supercharges carry shifts, no
supersymmetry is exact, although the corresponding action
has larger discrete chiral and spacetime symmetries than
that of the orbifold construction [35]. This is exactly the
point we want to stress in the present paper: all super-
charges of the link construction preserve exactly a de-
formed lattice supersymmetry in which shifts play a
crucial role.

Recently a no-go theorem has been proved [43], stating
that under the conditions of translational invariance and
locality on the lattice a proper definition of products of
lattice fields naturally leads to a violation of the Leibniz
rule for differential operators on the lattice. In a separate
approach to the problem it was also shown that the exten-
sion to the supersymmetric case of a blocked symmetry
transformation realizing the Ginsparg-Wilson relation
leads to a SLAC-type derivative [44] as the only consistent
solution [27], in agreement with the aforementioned no-go
theorem. It is known, however, that the SLAC derivative is
a highly nonlocal differential operator and it should be
noted in this respect that the modified Leibniz rule or
equivalently the deformation of the supersymmetry algebra
is compatible with the results of those analyses.

This paper is organized as follows. In Sec. II we shall
briefly review the formalism of the link approach in a
somewhat general form, including the difficulties men-
tioned above. In Sec. III we will describe how to treat the
superalgebra on the lattice as a deformed/modified algebra
in the scheme of the Hopf algebra theory. We shall list all
the necessary and sufficient formulas which form the basic
structure of a Hopf algebra. We also derive the explicit
form of the braiding which is necessary for the full con-
sistency of the representation. Twisting of our Hopf algebra
will be discussed, too, which naturally explains why our
lattice theory should have a braiding or a mild noncommu-
tativity. Using the general formulation of BQFT we shall
illustrate how a quantum field theory endowed with this
Hopf algebraic symmetry can be defined perturbatively. As
a concrete example we show a two-dimensional N ¼ 2
Wess-Zumino model. Some conclusions and a brief dis-
cussion of some remaining issues are given in the last
section. In the appendix we give a concise summary of
the Hopf algebra to fix the notation and the terminology
used in the text.

II. GENERAL FRAMEWORK OF THE LINK
FORMULATION OF THE DIRAC-KÄHLER

TWISTED SUPERSYMMETRY ON A LATTICE

A. General formalism

The link approach [6–8] to lattice supersymmetry is
based on the simple assumption that the continuum super-
algebra1

fQA;QBg ¼ 2��ABP�; ½QA; P�� ¼ ½P�; P�� ¼ 0

(2.1)

has some natural counterpart on the lattice

fQlat
A ;Qlat

B g ¼ 2��ABP
lat
� ; ½Qlat

A ; Plat
� � ¼ ½Plat

� ; Plat
� � ¼ 0:

(2.2)

Here �
�
AB is just a constant coefficient, and Qlat

A and Plat
� are

both understood as deformed operators on the lattice which
reproduceQA and P�, respectively, in the naive continuum

limit:

lim
a!0

¼ Qlat
A ¼ QA; lim

a!0
¼ Plat

� ¼ P�: (2.3)

We require that

X
x

Plat
� ’ðxÞ ¼ 0 (2.4)

for the ‘‘momentum’’ operator Plat
� and any field ’ðxÞ on

the lattice. This is because, in the continuum, superinvar-
iance of the Lagrangian is up to a total divergence which
vanishes under the integral, and the same thing should
happen on the lattice to have exact supersymmetry, for
which the above property is necessary. We shall also
require translational invariance and (semi)locality for the
operator Plat

� , so that the whole theory will satisfy these

properties. Another possible requirement might be
Hermiticity (or the reflection (Osterwalder-Schrader) pos-
itivity [45] of transfer matrices on the lattice [46]), but we
do not force it here because it is related to the subtlety of
the doubling phenomenon [1,2] for which we defer the
discussion to later sections.
The simplest candidates for the momentum operator Plat

�

are the finite difference operators on the lattice,

Plat
� ¼ i@��; i@s�; etc:; (2.5)

where

@þ�’ðxÞ :¼ 1

a
ð’ðxþ a�̂Þ � ’ðxÞÞ

ðforward difference operatorÞ;
(2.6)

1The notation here is schematic; indices A and B could contain
both spinor and internal d.o.f., and their conjugates as well.
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@��’ðxÞ :¼ 1

a
ð’ðxÞ � ’ðx� a�̂ÞÞ

ðbackward difference operatorÞ;
(2.7)

@s�’ðxÞ :¼ 1

2
ð@þ� þ @��Þ’ðxÞ

¼ 1

2a
ð’ðxþ a�̂Þ � ’ðx� a�̂ÞÞ

ðsymmetric difference operatorÞ:

(2.8)

Here �̂ is the unit vector in the direction of x� and a is the
lattice constant.2 The symmetric difference is self anti-
Hermitian: ð@s�Þy ¼ �@s�, while the others are anti-

Hermitian conjugate to each other; ð@��Þy ¼ �@��. An

immediate consequence of using these finite difference
operators is that they break the Leibniz rule, or to put it
mildly, obey the modified Leibniz rule as in

@��ð’1’2ÞðxÞ ¼ @��’1ðxÞ’2ðxÞ þ ’1ðx� a�̂Þ@��’2ðxÞ
¼ @��’1ðxÞ’2ðx� a�̂Þ þ ’1ðxÞ@��’2ðxÞ
¼ @��’1ðxÞ’2ðxÞ þ ’1ðxÞ@��’2ðxÞ

� a@��’1ðxÞ@��’2ðxÞ; (2.9)

and

@s�ð’1’2ÞðxÞ¼@s�’1ðxÞ’2ðx�a�̂Þþ’1ðxþa�̂Þ@s�’2ðxÞ
¼@s�’1ðxÞ’2ðxþa�̂Þþ’1ðx�a�̂Þ@s�’2ðxÞ
¼@s�’1ðxÞ’2ðxÞþ’1ðxÞ@s�’2ðxÞ
þa

2
ð@þ�’1ðxÞ@þ�’2ðxÞ

�@��’1ðxÞ@��’2ðxÞÞ: (2.10)

Although in each of these equations the term breaking the
Leibniz rule is proportional to the lattice constant a, it is
not granted in general that it will vanish in the continuum
limit, due to the contribution of the momentum from the
cutoff scale regions: @��’ðxÞ �Oð1=aÞ [24]. Note also

that the last term in (2.10) is proportional to a total differ-
ence @��ð@þ�’1ðxÞ@þ�’2ðxÞÞ, so that one may think that

this term is irrelevant when the summation over the lattice
sites is taken. But this is true only for products of two
fields, so that it might be a good property only in a free
theory, not in an interacting case. (Even in the free case
there is an associated doubler problem for the anti-
Hermitian symmetric difference. We will see this later in
more detail.) One might also try to impose constraints on
fields to make the breaking terms vanish, but this would
only result in a nonlocal formulation [18]. Thus, as long as
we use the simple difference operators (2.5), we cannot
naively neglect the breaking of the Leibniz rule. In fact, it

is more generally shown [27,43] that we have to admit
breaking of the Leibniz rule of any momentum operators
on a lattice, unless we allow nonlocal operators like the so-
called SLAC derivative [44] or, alternatively, many multi-
flavors. These facts are already enough for the lattice
counterpart of the superalgebra (2.2) to lose the nature of
strict Lie superalgebra, which is the most evident and
crucial obstacle to formulating supersymmetry on a lattice
as based entirely on a superalgebra.
One possibility to overcome this difficulty is to interpret

the superalgebra on the lattice (2.2) as a deformed Lie
superalgebra with a deformation parameter that vanishes
in the continuum limit. This is in fact the basic strategy in
the link approach as we can see below.
Since, in the first equation of (2.2), the right-hand side

obeys the modified Leibniz rule, it is natural to deform the
algebra so that the generators in the left-hand side also
obey a modified Leibniz rule. In the link approach, the
central ansatz is that the supercharge Qlat

A obeys a modified
Leibniz rule of the form3

Qlat
A ð’1’2ÞðxÞ ¼ Qlat

A ’1ðxÞ’2ðxÞ
þ ð�1Þj’1j’1ðxþ aAÞQlat

A ’2ðxÞ; (2.11)

where xþ aA is to be interpreted as denoting the coordi-
nate of an additional lattice site which merges with x in the
naive continuum limit. Introducing a translation or shift
operator TaA in the ‘‘fundamental’’ representation such that

TaA’ðxÞ ¼ ’ðxþ aAÞ; (2.12)

the Leibniz rule can be written as

Qlat
A ð’1’2ÞðxÞ ¼ Qlat

A ’1ðxÞ’2ðxÞ
þ ð�1Þj’1jTaAð’1T

�1
aA Q

lat
A ’2ÞðxÞ;

i:e: T�1
aA Q

lat
A ð’1’2ÞðxÞ ¼ ðT�1

aA Q
lat
A ’1ÞðxÞ’2ðx� aAÞ

þ ð�1Þj’1j’1ðxÞðT�1
aA Q

lat
A ’2ÞðxÞ;

(2.13)

showing that the operator T�1
aA Q

lat
A obeys a slightly different

modified Leibniz rule. We may also write it in a symmetric
form as

T�1=2
aA Qlat

A ð’1’2ÞðxÞ ¼ ðT�1=2
aA Qlat

A ’1ÞðxÞ’2ðx� aA=2Þ
þ ð�1Þj’1j’1ðxþ aA=2Þ
� ðT�1=2

aA Qlat
A ’2ÞðxÞ; (2.14)

which is still a modified version of the Leibniz rule. We
could have begun with a little more generalized modifica-
tion such as

2We always write the lattice constant a explicitly in this paper
unless otherwise specified.

3Here j’j is 0 or 1, depending on whether ’ is bosonic or
fermionic, respectively.
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Qlat
A ð’1’2ÞðxÞ ¼ Qlat

A ’1ðxÞ’2ðxþ arAÞ
þ ð�1Þj’1j’1ðxþ alAÞQlat

A ’2ðxÞ; (2.15)

but, with a redefinition of Qlat
A to T�1

ar
A
Qlat

A , this is always

equivalent to the original one (2.11), which can be seen in a
similar fashion as in the above. Such a redefinition only
produces a total difference in the algebra (2.2), hence the
original form (2.11) suffices without loss of generality.

Fields in the fundamental representation of the trans-
lation/shift operator (2.12) could be interpreted as normal
functions on the lattice. If, by contrast, we introduce the
‘‘adjoint’’ representation of the translation/shift operator as
in

TaA’ðxÞT�1
aA ¼ ’ðxþ aAÞ; (2.16)

the Leibniz rule (2.11) can be written as

Qlat
A ð’1’2ÞðxÞ ¼ Qlat

A ’1ðxÞ’2ðxÞ
þ ð�1Þj’1jTaA’1ðxÞT�1

aA Q
lat
A ’2ðxÞ;

i:e: T�1
aA Q

lat
A ð’1’2ÞðxÞ ¼ T�1

aA Q
lat
A ’1ðxÞ’2ðxÞ

þ ð�1Þj’1j’1ðxÞT�1
aA Q

lat
A ’2ðxÞ:

(2.17)

Now we can see that the operator T�1
aA Q

lat
A obeys the usual

exact Leibniz rule. We could write this further as

T�1
aA Q

lat
A ð’1’2ÞðxÞTa0

A
¼ T�1

aA Q
lat
A ’1ðxÞTa0

A
’2ðx� a0AÞ

þ ð�1Þj’1j’1ðxÞT�1
aA Q

lat
A ’2ðxÞTa0A ;

(2.18)

which shows that the operator T�1
aA Q

lat
A TQ a0

A
(where the

arrow denotes the multiplication from the right) follows a
different Leibniz rule. We would thus again find that the
original modified Leibniz rule (2.11) itself is equivalent to
the more general form (2.15), and even to the usual Leibniz
rule (2.17) with suitable redefinitions of the operator Qlat

A .
Notice that in this adjoint representation such a redefinition
would change the algebra (2.2) in a nontrivial way, except
for the case arA ¼ alA in which the algebra, or more pre-
cisely the momentum operator, would remain unchanged
up to a total difference so that the momentum operator still
obeys the modified Leibniz rule. In other words, unless
arA ¼ alA, we have a possibility to redefine both the opera-
tors Qlat

A and Plat
� so as to follow the usual Leibniz rule for

which the usual representation exists. This fact may play
an important role for an explicit representation of the
lattice superalgebra. Another point to observe is that, in
the adjoint representation, the field itself should be identi-
fied as an operator or a matrix which formally belongs,
together with the shift operator, to an algebra (which would
be a universal enveloping algebra of a Lie superalgebra,
just as in a canonical quantization scheme). Left/right
multiplication of a field by the operator TaA produces a

new field whose commutation properties with other fields
are different from the original one. For instance, suppose
’1ðxÞ and ’2ðxÞ commute with each other: ’1ðxÞ’2ðxÞ ¼
’2ðxÞ’1ðxÞ. Then TaA’1ðxÞ and ’2ðxÞ no longer commute

strictly, but commute with a shift in the sense that
TaA’1ðxÞ’2ðxÞ ¼ TaA’2ðxÞT�1

aA TaA’1ðxÞ ¼ ’2ðxþ
aAÞTaA’1ðxÞ. This type of mild noncommutativity does not

simply appear in the fundamental case since ðTaA’1Þ�
ðxÞ’2ðxÞ ¼ ’2ðxÞðTaA’1ÞðxÞ. We will see in the next sec-

tion how the modified Leibniz rules in the fundamental
representation (2.11), (2.13), and (2.14) can be more sys-
tematically treated in the framework of a Hopf algebraic
symmetry. Here we continue the discussion on the adjoint
representation case.
Suppose now that Qlat

A also belongs to the same algebra
formed by TaA and ’ðxÞ. The fact that the combination

T�1
aA Q

lat
A in (2.17) follows the usual Leibniz rule thus mo-

tivates us to write formally

T�1
aA Q

lat
A ¼: Q̂lat

A � iadðQ̂lat
A Þ; (2.19)

which acts on a field as4

T�1
aA Q

lat
A ’ðxÞ ¼ iadðQ̂lat

A Þ’ðxÞ :¼ i½Q̂lat
A ; ’ðxÞ�ð�1Þj’jþ1 ;

or Qlat
A ’ðxÞ ¼ iTaA½Q̂lat

A ; ’ðxÞ�ð�1Þj’jþ1 : (2.20)

It can also be written as

Qlat
A ’ðxÞ ¼ iTaAQ̂

lat
A ’ðxÞ � ð�1Þj’jiTaA’ðxÞT�1

aA TaAQ̂
lat
A

¼ iQlat
A ’ðxÞ � ð�1Þj’j’ðxþ aAÞiQlat

A

¼: i½Qlat
A ; ’ðxÞ�latð�1Þj’jþ1 ¼: iadlatðQlat

A Þ’ðxÞ;
(2.21)

where Qlat
A

:¼ TaAQ̂
lat
A . In this last equation we have de-

fined a kind of deformed adjoint operation adlat which was
referred to as the shifted (anti)commutator in the DKKN
formalism. It illustrates the general fact that an operator
which obeys a modified Leibniz rule could be expressed by
a shifted (anti)commutator. We have, however, introduced

objects like Q̂lat
A ,Qlat

A , and their (anti)commutator (adQ̂lat
A )

and shifted (anti)commutator adlatðQlat
A Þ, respectively, only

in a formal way; we have neither specified explicit forms
nor even justified the existence of them. So far we have

only found that T�1
A Qlat

A ¼ Q̂lat
A obeys the usual Leibniz

rule, so that it would be regarded as a normal operator. The

operator Qlat
A would in turn be expressed as Qlat

A ¼ TaAQ̂
lat
A .

The point here is as follows: as we mentioned above, we
assume that the shift parameter aA reduces to zero in the
naive continuum limit. Correspondingly the translation/
shift operator TaA would go to unity in that limit: TaA !

4Here in Eq. (2.20) ½A; B�� :¼ AB� BA.
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1, and thus the formal expression Qlat
A ¼ iTaAadðQ̂lat

A Þ ¼
iadlatðQlat

A Þ reduces to the normal (anti)commutator QA ¼
iadðQAÞ. This implies that normal (anti)commutators in
the continuum, if used in any algebraic expressions, should
be simply replaced with the shifted (anti)commutators on
the lattice to accommodate the modified Leibniz rule
(2.11). This reminds us of the correspondence principle
between the Poisson brackets in a classical theory and
commutators in a quantum theory. We are motivated by
this analogy to think of the lattice version of superalgebra
of a ‘‘quantization’’ of the continuum superalgebra. This
viewpoint for the formulation is discussed in the next
section.

Let us move on to the algebra (2.2). Here, for generality,
we consider the modified Leibniz rule (2.15). The left-hand
side of the algebra acts on a product ’1’2 as follows:

fQlat
A ;Qlat

B gð’1’2ÞðxÞ ¼ fQlat
A ;Qlat

B g’1ðxÞ’2ðxþ arA þ arBÞ
þ’1ðxþ alA þ alBÞfQlat

A ;Qlat
B g’2ðxÞ

¼X
�

2��ABðPlat
� ’1ðxÞ’2ðxþ arA þ arBÞ

þ’1ðxþ alA þ alBÞPlat
� ’2ðxÞÞ;

(2.22)

while the right-hand side gives

2��ABP
lat
� ð’1’2ÞðxÞ ¼

X
�

2��ABðPlat
� ’1ðxÞ’2ðxþ ar�̂Þ

þ ’1ðxþ al�̂ÞPlat
� ’2ðxÞÞ;

(2.23)

where al and ar are, depending on the choice of Plat
� ,

ðal; arÞ ¼
� ð�a; 0Þ or ð0;�aÞ for Plat

� ¼ i@��;
ðþa;�aÞ or ð�a;þaÞ for Plat

� ¼ i@s�:

(2.24)

The algebra (2.2) requires these two equations to be equal.
As a necessary condition, we find that the coefficient ��AB
should have the form

��AB ¼ �AB�
�
�ðA;BÞ (2.25)

for a certain vector index �ðA; BÞ uniquely determined by
combinations of the spinor indices A and B. Namely, only
one, at most, of D momenta5 Plat

1 ; � � � ; Plat
D could appear in

the right-hand side of the algebra for each combination of
A and B. Then the corresponding algebra in the continuum
would be such as fQA;QBg ¼ 2�ABP�ðA;BÞ, which violates

the Lorentz covariance of the algebra except in the case
when A or B also have a ‘‘vector’’ index. It is known that
the basis in which a supercharge has a vector index is the
basis of twisted supersymmetry [10,39]. In fact in the link

formalism and also in the other approaches to lattice
supersymmetry the twisted basis for the spinor indices is
commonly adopted, and it is in the twisted version of
extended supersymmetry that lattice formulations are con-
structed in all these approaches. Here we see that the twist
is necessary for the algebraic consistency in the link for-
malism, but the reason why the twist, or extended super-
symmetry itself from a more general point of view, comes
naturally into the lattice formulation is deeply connected to
the doubling phenomenon on the lattice. Namely, the dou-
bler’s d.o.f., sometimes called ‘‘taste,’’ is used as that of the
R-symmetry ‘‘flavor’’ of the extended supersymmetry, and
is put on the lattice in such a way that the theory becomes
free from the mismatch of d.o.f. between fermions and
bosons. In this way the theory meets the nonperturbative
criterion for supersymmetry, namely, that the partition
function must be one. We will come to this point again
later.
At any rate suppose the coefficient �

�
AB satisfies the

condition (2.25). The condition that (2.22) coincides with
(2.23) leads in this case to

alA þ alB ¼ al�̂ðA; BÞ; arA þ arB ¼ ar�̂ðA; BÞ:
(2.26)

For the link formalism to work, it is necessary that these

equations have consistent solutions for al;rA . Recalling that

for the operator Qlat
A , which satisfies the modified Leibniz

rule (2.15), the combination T�1
alA

Qlat
A TQ ar

A
follows the usual

Leibniz rule in the adjoint representation, we may consider
the corresponding algebra

fT�1
alA

Qlat
A TQ ar

A
; T�1

alB
Qlat

B TQ arBg ¼ 2�ABT
�1
alA

T�1
alB

Plat
�̂ðA;BÞTQ arAT

Q
arB
;

(2.27)

where we have assumed that the condition (2.26) is met.
The relation (2.26) assures that the operator in the right-
hand side of this equation also follows the usual Leibniz
rule. In fact, we find

Tal
A
TalB

¼ Tal�̂ðA;BÞ; Tar
A
TarB

¼ Tar�̂ðA;BÞ; (2.28)

and we may write Plat
�̂ðA;BÞ as, up to the lattice constant and

other constant factors,

Plat
�̂ðA;BÞ ¼ AdðTal�̂ðA;BÞÞ � AdðTar�̂ðA;BÞÞ;

i:e: Plat
�̂ðA;BÞ’ðxÞ ¼ Tal�̂ðA;BÞ’ðxÞT�1

al�̂ðA;BÞ
� Tar�̂ðA;BÞ’ðxÞT�1

ar�̂ðA;BÞ; (2.29)

where we define AdðTal�̂ðA;BÞÞ’ðxÞ ¼ Tal�̂ðA;BÞ’ðxÞ�
T�1
al�̂ðA;BÞ which should be compared with the definition of

(adQ̂lat
A ) in (2.20). Then5We denote the spacetime dimension as D.
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T�1
alA

T�1
alB

Plat
�̂ðA;BÞTQ arAT

Q
arB

¼ �adðT�1
al�̂ðA;BÞTar�̂ðA;BÞÞ;

i:e: T�1
al
A

T�1
alB

Plat
�̂ðA;BÞ’ðxÞTarA

TarB
¼ �ðT�1

al�̂ðA;BÞTar�̂ðA;BÞ’ðxÞ
� ’ðxÞT�1

al�̂ðA;BÞTar�̂ðA;BÞÞ;
(2.30)

which is a normal commutator. Notice that, as mentioned
before, this redefinition of the momentum operator is
possible only for arA � alA, which is assured here by the
requirement that (2.26) holds. We have seen that all ‘‘gen-
erators’’ in the algebra (2.27) follow the usual Leibniz rule,
so that would give a basis for the construction of super-
symmetry on the lattice in a manner quite parallel to that in
the continuum.

B. Twisted basis and the doubling of chiral fermion

When one regularizes chiral fermions on the lattice
species doublers of chiral fermions inevitably appear
[1,2]. It was shown that the naive fermion formulation
where the continuum differential operator in the Dirac
action is simply replaced by the lattice difference operators
can be spin diagonalized and leads to the staggered fermion
formulation [47] which is shown to be essentially equiva-
lent [48,49] to the Kogut-Susskind fermion formulation
[50]. The equivalence of the staggered fermion formulation
and that of Dirac-Kähler fermion has been proved exactly
with the introduction of a mild noncommutativity between
differential forms and fields [16]. This means that all these
lattice fermion formulations are equivalent and mild non-
commutativity seems to play an important role in this
context. Among these fermion formulations the Dirac-
Kähler fermion formulation has a clear geometrical corre-
spondence with respect to the fields since the differential
form and the lattice simplex have a one to one
correspondence.

The main point of the Dirac-Kähler twisting procedure
is that the species doublers are not just lattice artifacts but
fundamental d.o.f. for the regularization of fermions [10].
In fact these d.o.f. are identified with the extra fermionic
d.o.f. of the twisted extended supersymmetry: N ¼ 2 in
two dimensions,N ¼ 4 in three and four dimensions. The
four-dimensional Dirac-Kähler twisting procedure coin-
cides with the twisting derived by Marcus [11]. These
arguments apply in higher dimensions, too, requiring that

in D dimensions, which has 2D=2 (on-shell) doubler’s

degeneracy, should be treated with N ¼ 2D=2 extended
supersymmetry. (In two dimensions N ¼ 2, for example,
does not correspond to the number of total charges and thus
it is sometimes denoted as N ¼ ð2; 2Þ instead.)

In the Dirac-Kähler twisting procedure the spinor index
and the flavor index are both regarded as indices of the
twisted algebra and combine into forming scalar, vector,
tensor, . . . supercharges. In other words the flavor d.o.f.
which are originally the species doubler’s d.o.f. are now

identified as the extended supersymmetry d.o.f. The cor-
responding suffix can be rotated by the internal
R-symmetry generator of extended supersymmetry. In
this way the internal d.o.f. play the role of changing the
spin of fields. The mechanism of how spin and internal
flavor are related should be understood from the lattice
point of view. This issue is fundamentally related to the
spin and statistics problem on the lattice. Since the Lorentz
invariance is broken on the lattice it is natural to expect that
the (anti)commuting nature of fields will be modified.
Let us begin with the two-dimensional case. Here we

only consider the simplest cases. Superalgebra in the
Dirac-Kähler twisted basis on the lattice is given as

fQlat; Qlat
� g ¼ Plat

� ; f ~Qlat; Qlat
� g ¼ ����P

lat0
�;

fothersg ¼ 0;
(2.31)

which is the twisted version ofN ¼ ð2; 2Þ superalgebra in
two dimensions. We have put a prime on the second
momentum operator to distinguish from the first one, since
there is an ambiguity for the lattice momentum operator as
explained above. Note that in each commutator the right-
hand side contains only one momentum operator for each
given combination of indices, which is necessary for the
algebraic consistency as claimed in the preceding section.
The reason we specifiedN ¼ ð2; 2Þ is that the correspond-
ing supermultiplet contains four fermions, which has the
same (on-shell) d.o.f. as that of the Dirac-Kähler/staggered
fermions which originate the doubler’s d.o.f. on the lattice
in two dimensions.
The shift variable condition (2.26) reads in this case

al;r þ al;r� ¼ al;r�̂; ~al;r þ al;r� ¼ j���ja0l;r�̂: (2.32)

With the same argument given in the original link formal-

ism these lead to al;r þ al;r1 þ al;r2 þ ~al;r ¼ ðal;r þ
a0l;rÞ1̂ ¼ ðal;r þ a0l;rÞ2̂, which is only possible if al;r ¼
�a0l;r. In our simple choices of the momentum operators,
it implies that, due to (2.24),

Plat
� ¼ i@��; Plat0

� ¼ i@�� or Plat
� ¼ Plat0

� ¼ i@s�:

(2.33)

The former possibility was considered in the original link
formulation, whereas the latter one, although a solution
from the consistency point of view, might not be so good
from the viewpoint of the doubling issue: it would create, if
naively used, a doubling degeneracy again. In any of these
cases, the shift conditions become

al;r þ al;r� ¼ al;r�̂; ~al;r þ al;r� ¼ �j���jal;r�̂;

(2.34)

which are four conditions with one constraint, so three
remaining conditions in total, for four shift variables. It
thus seems that one shift variable could be free. In view of
the lattice structure, however, this free parameter should
not be irrational, otherwise it would lead to an uncountable
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number of ‘‘dual’’ lattice points, which spoils the lattice
regularization! Although in principle any set of rational
numbers is allowed, we would in general have unnecessary
d.o.f. and/or an unnatural lattice structure, except for the
case when the free shift parameter (for instance the scalar
one) is fixed to zero or to half the lattice constant. These
choices of the free parameter were referred to as the
asymmetric and symmetric choices, respectively, in the
link formalism.

Similarly in four dimensions, we take the superalgebra

fQlat; Qlat
� g ¼ Platþ�; fQlat

��;Q
lat
� g ¼ ���;��P

lat��;

f ~Qlat; ~Qlat
� g ¼ Plat��; fQlat

��; ~Q
lat
� g ¼ �����P

latþ�;

(2.35)

and the other commutators all vanish. This is the Dirac-
Kähler twisted superalgebra of N ¼ 4 which is required,
as explained above, from the general argument on the
fermionic d.o.f. We can show that these combinations of
Plat�� indeed lead to the Leibniz rule conditions for the shift

variables which have a nontrivial set of solutions [7].

C. The claimed inconsistency

What is intriguing in the link formalism is the algebraic
structure based on the modified Leibniz rule for the sym-
metry operators. If a suitable representation of this algebra
is unambiguously obtained, it seems at first sight that it
gives a consistent formulation of supersymmetry on the
lattice. It turns out, however, that such a representation
would conflict with the conventional component field path
integral formulation on the lattice. This problem can be
seen as the fact that, although supertransformations of
single component fields are well-defined, supertransforma-
tions of products of fields become sensitive to the order of
the fields in the products. If such an order is uniquely
determined, it is nothing harmful. However, we have no
criteria to introduce such an order on the conventional
lattice and thus we have a serious difficulty that super-
transformations are not totally defined in a unique and
consistent manner as transformations of path integral var-
iables. In fact, this difficulty was claimed to result in an
inconsistency of the link formalism in [42]. The criticism is
twofold: one is for the nongauge theories [6], the other is,
also investigated in a similar attitude in [34], for the case of
gauge theories [7,8], and they both can be summarized by
saying that supercharges in the link formalism add non-
trivial link structure to the component fields changing the
original link nature of the fields in an ordering sensitive
way.

Let us see these arguments more explicitly. In the link
formalism, scalar fields �ðxÞ defined on sites of the lattice
are naturally assumed to be commutative:

�1ðxÞ�2ðxÞ ¼ �2ðxÞ�1ðxÞ: (2.36)

Applying a supertransformation on the both sides of this

equation, we have, from the left-hand side, that

Qlat
A ð�1ðxÞ�2ðxÞÞ¼ c 1AðxÞ�2ðxþarAÞþ�1ðxþalAÞc 2AðxÞ;

(2.37)

where c 1;2AðxÞ :¼ Qlat
A �1;2ðxÞ, and from the right,

Qlat
A ð�2ðxÞ�1ðxÞÞ ¼ c 2AðxÞ�1ðxþ arAÞ

þ�2ðxþ alAÞc 1AðxÞ: (2.38)

These two equations must be the same as they are the
transformations of one and the same quantity; otherwise
supertransformations on products of fields are not uniquely
defined. But actually these two conflict with each other if
the fermions c 1;2A are also assumed to be simple (anti)

commuting objects: the term containing c 1AðxÞ in the first
equation has the factor �2ðxþ arAÞ, whereas in the second
has �2ðxþ alAÞ, and they are different unless alA ¼ arA,
which, however, would not be a consistent solution for
the shift variable conditions as already explained in the
previous subsections. The discrepancy between these two
equations cannot be expressed as a total difference, so that
it gives an essential obstacle for the invariance of any
possible action. It causes similar difficulties also in the
gauge theory actions.
In the following sections, we will propose a possible

solution to the above-mentioned first criticism for the non-
gauge theories by introducing the following mild noncom-
mutativity [8]:

’AðxÞ’BðyÞ ¼ ð�1Þj’Ajj’Bj’Bðyþ aAÞ’Aðx� aBÞ;
(2.39)

where ’AðxÞ and ’BðyÞ are assumed to carry the shifts aA
and aB, respectively. In fact we can easily check that the
expressions of (2.37) and (2.38) coincide if we assume that
c 1;2A carry a shift alA � arA while �1;2 carry no shift and

that they satisfy the noncommutative relation (2.39). The
key point is to treat each field as a noncommutative object,
or an object with nontrivial statistics, to uniquely define the
ordering which is necessary to avoid the conflict.
If we introduce the noncommutative nature for the fields

as in (2.39), the formulation of field theory should be
modified from the conventional definition in such a way
that any algebraic manipulation of fields and operators
should be compatible with the new deformed supersym-
metry. In the following section we show that it is possible
to define a new lattice field theory which has the exact
deformed supersymmetry with Hopf algebraic nature.
Addressing similar questions in gauge theories is out of
the scope of this paper.

III. HOPF ALGEBRAIC STRUCTURE OF THE
LATTICE SUPERALGEBRA

In this section, we investigate the ‘‘lattice superalgebra’’
from a yet different algebraic viewpoint, namely, in terms
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of Hopf algebra. As it has been shown in recent years,
extending the notion of symmetry in a field theory to that of
Hopf algebraic symmetry provides a framework which is
useful in some specific cases, especially in noncommuta-
tive theories [41,51–54]. A slightly different application is
found in [16]. In the present case, the superalgebra on the
lattice is understood as a deformed algebra on the lattice
and turns out to be a Hopf algebra. This identification
guarantees that the deformed algebra is mathematically
consistent. Using the general scheme called braided quan-
tum field theory [41,53], we will show that the field theory
whose symmetry is prescribed by the deformed algebra can
be constructed at least perturbatively. The deformed sym-
metry leads to the corresponding Ward-Takahashi identi-
ties on the lattice, which provide a good physical
interpretation of the deformed symmetry itself.

In Appendix A a brief description of the mathematical
basis on Hopf algebra is given and our notation and termi-
nology are summarized.

A. Lattice superalgebra as a Hopf algebra

To begin with we consider the lattice superalgebra in its
original form (2.2), or in the twisted basis (2.31) and (2.35).
Here we treat each of them as an abstract Lie superalgebra
which we denote as A, so that Plat

� , Qlat
A 2 A. We then

introduce the space of fields on the lattice as X ¼ Xe 	 Xo,
where Xe consists of all bosonic fields and Xo of all
fermionic fields. We need a multiplication/product of fields
to construct a field theory, which is in general noncommu-
tative. We assume here this multiplication is associative for
our current application. Then the space X is supposed to be
an associative graded algebra. However in a quantum field
theory products of fields, i.e. composite fields, are distinct
from single fields, i.e. elementary fields. This occurs be-
cause the elementary fields are the integration variables of
the path integral (if any are defined), and the ones obeying
the canonical (anti)commutation relations, whose behavior
is clearly different from that of the composite fields. We
thus denote by X the elementary fields and extend the
definition to the formal space of tensor products of the
elementary fields to include every composite field:

X̂ :¼ M1
n¼0

Xn; X0 :¼¼ X0
e 	 X0

o;

Xn :¼ X 
 � � � 
 X|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
n

;
(3.1)

where X0
e and X0

o are the space of bosonic and fermionic
constant functions, respectively. Multiplications/products

of fields are naturally defined in X̂ as mð’ 
 ’0Þ ¼ ’ �
’0 2 X̂ (’, ’0 2 X̂).

We now consider the action (see Appendix A) of A on

the space of fields X̂. We denote the action of an operator
a 2 A as ax. With successive actions, we are naturally
led to the notion of an (associative) universal enveloping

algebra UðAÞ of A, as in ða � bÞx :¼ ax � bx :¼
axðbxÞ, for a, b 2 A, and a � b 2 UðAÞ. We also in-
troduce the identity operator 1 as the unit element of the
universal enveloping algebra. We may define the unit map
by 	ðcÞ :¼ c1, c 2 C.
Even on the lattice, actions or representations of the

operators Qlat
A and Plat

� on elementary fields would be

well-defined without any difficulty. We denote these for-
mally as

Qlat
A x’ðxÞ ¼ ðQlat

A ’ÞðxÞ;
Plat
� x’ðxÞ ¼ ðPlat

� ’ÞðxÞ; ’ 2 X:
(3.2)

The explicit form of Qlat
A ’ depends on the model we take.

An example is listed in Appendix B. As for the expression
Plat
� ’, we could essentially take some of the difference

operators as in (2.5), but it turns out that the lattice mo-
mentum operator Plat

� should carry a nontrivial grading

structure, which is required from a Hopf algebraic consis-
tency. We will see this point in the following subsection.
Actions on trivial/constant fields are also easily defined

as in

Qlat
A xf ¼ 0; Plat

� xf ¼ 0; f 2 X0
e: (3.3)

As a matter of convention, we write these equations in
terms of a map � called counit as in

Qlat
A xf ¼ �ðQlat

A Þf ¼ 0; i:e: �ðQlat
A Þ ¼ 0;

Plat
� xf ¼ �ðPlat

� Þf ¼ 0; i:e: �ðPlat
� Þ ¼ 0:

(3.4)

The essential nontriviality comes in the actions of op-
erators on composite fields, i.e. products of elementary
fields, due to the failure of the usual Leibniz rule. The
link formalism manages this difficulty with the introduc-
tion of appropriate deformation or modification of the
Leibniz rule when operators act on composite fields.
Mathematically, this is understood as equipping the uni-
versal enveloping algebra UðAÞ with an additional struc-
ture, coproduct/comultiplication, denoted by �. To be
specific, consider the actions of Qlat

A and Plat
� on a product

of two elementary fields’1ðxÞ,’2ðxÞ 2 X. Introducing the
modified Leibniz rule (2.15) and (2.23) is equivalent to
defining these actions to be

Qlat
A xð’1ðxÞ � ’2ðxÞÞ :¼ mð�ðQlat

A Þxð’1ðxÞ 
 ’2ðxÞÞÞ;
Plat
A xð’1ðxÞ � ’2ðxÞÞ :¼ mð�ðPlat

A Þxð’1ðxÞ 
 ’2ðxÞÞÞ;
(3.5)

together with the coproducts

�ðQlat
A Þ ¼ Qlat

A 
 TarA
þ ð�1ÞF � TalA


Qlat
A ;

�ðPlat
� Þ ¼ Plat

� 
 Tar�̂ þ Tal�̂ 
 Plat
� ;

(3.6)

where F is the fermion number operator with which
ð�1ÞF takes care of the statistics factors, and the shift
operator Tb, which is also assumed to belong to UðAÞ,

FORMULATION OF SUPERSYMMETRY ON A LATTICE AS . . . PHYSICAL REVIEW D 81, 065001 (2010)

065001-9



acts as

Tbx’ðxÞ :¼ ’ðxþ bÞ: (3.7)

For these operators we set

�ðTbÞ ¼ 1; �ðTbÞ ¼ Tb 
 Tb; (3.8)

and

�ðð�1ÞF Þ ¼ 1; �ðð�1ÞF Þ ¼ ð�1ÞF 
 ð�1ÞF : (3.9)

Note that these definitions are natural, since the counit
essentially prescribes the action on constants, whereas
the coproduct defines the action on products. We also
list, though obvious, the action of the identity operator 1
on X̂. It must be, by definition, such that 1x’ ¼ ’, ’ 2
X. On a constant field, f ¼ 1xf ¼ �ð1Þf, f 2 X0, so that

�ð1Þ ¼ 1: (3.10)

On a product of elementary fields, ’1 � ’2 ¼ 1xð’1 �
’2Þ ¼ mð�ð1Þxð’1 
 ’2ÞÞ so that

�ð1Þ ¼ 1 
 1: (3.11)

The counit � and coproduct � have to satisfy some
consistency conditions. First, we note that any single ele-
mentary field ’ can be written as the product of unity and
itself: ’ ¼ mð1 
 ’Þ ¼ mð’ 
 1Þ. The action of an opera-
tor should be uniquely determined regardless of the way
the field is written. More specifically, this requires that

ðQlat
A ’ÞðxÞ ¼ Qlat

A x’ðxÞ ¼ Qlat
A xmð1 
 ’ðxÞÞ

¼ mð�ðQlat
A Þxð1 
 ’ðxÞÞÞ

¼ mððQlat
A x1Þ 
 ðTar

A
x’ðxÞÞ

þ ðTal
A
x1Þ 
 ðQlat

A x’ðxÞÞÞ
¼ mðð�ðQlat

A Þ1Þ 
 ðTar
A
x’ðxÞÞ

þ ð�ðTal
A
Þ1Þ 
 ðQlat

A x’ðxÞÞÞ
¼ mð1 
 ðQlat

A ’ÞðxÞÞ ¼ ðQlat
A ’ÞðxÞ; (3.12)

which is consistently realized. Similarly we have another
consistency condition:

ðQlat
A ’ÞðxÞ ¼ Qlat

A x’ðxÞ ¼ Qlat
A xmð’ðxÞ 
 1Þ

¼ mð�ðQlat
A Þxð’ðxÞ 
 1ÞÞ

¼ mððQlat
A x’ðxÞÞ 
 ðTarA

x1Þ
þ ðð�1ÞF � Tal

A
x’ðxÞÞ 
 ðQlat

A x1ÞÞ
¼ mððQlat

A x’ðxÞÞ 
 ð�ðTar
A
Þ1Þ

þ ðð�1Þj’jTal
A
x’ðxÞÞ 
 ðQlat

A Þ1ÞÞ
¼ mððQlat

A ’ÞðxÞ 
 1Þ ¼ ðQlat
A ’ÞðxÞ: (3.13)

Similar results hold for Plat
� . As for Tb,

’ðxþ bÞ ¼ Tbx’ðxÞ ¼ Tbxmð1 
 ’ðxÞÞ
¼ mð�ðTbÞxð1 
 ’ðxÞÞÞ
¼ mððTbx1Þ 
 ðTbx’ðxÞÞÞ
¼ mðð�ðTbÞ1Þ 
 ’ðxþ bÞÞ ¼ mð1� ’ðxþ bÞÞ
¼ ’ðxþ bÞ; (3.14)

which is again consistent. These results show that the
definitions of counit and coproduct in (3.4), (3.6), and
(3.8) are compatible with the trivial structure of the algebra

X̂ obtained by unit multiplication. A second consistency
condition is the so-called coassociativity. Since the multi-

plication on X̂ is associative, the action of an operator on
the product of three elementary fields should respect this
associativity. This requires coassociativity for the copro-
duct. It also means that the action on products of three
elementary fields is defined in a natural way as in

m�ðm
 idÞ�ð�
 idÞ��ðQlat
A Þxðð’1ðxÞ
’2ðxÞÞ
’3ðxÞÞ

¼Qlat
A xðð’1ðxÞ �’2ðxÞÞ �’3ðxÞÞ

¼Qlat
A xð’1ðxÞ �’2ðxÞ �’3ðxÞÞÞ

¼Qlat
A xð’1ðxÞ � ð’2ðxÞ �’3ðxÞÞÞ

¼m�ðid
mÞ�ðid
�Þ��ðQlat
A Þxð’1ðxÞ


ð’2ðxÞ
’3ðxÞÞÞ: (3.15)

Since the product m is associative,

m � ðm 
 idÞ ¼ m � ðid 
mÞ; (3.16)

it requires that

ð� 
 idÞ � �ðQlat
A Þ ¼ ðid 
�Þ ��ðQlat

A Þ: (3.17)

The same condition should apply to Plat
� and Tb. These

conditions are indeed satisfied for the coproducts in the
present case. Using (3.6), we compute6

ð� 
 idÞ ��ðQlat
A Þ

¼ ð� 
 idÞðQlat
A 
 Tar

A
þ ð�1ÞF � Tal

A

Qlat

A Þ
¼ ðQlat

A 
 Tar
A
þ ð�1ÞF � Tal

A

Qlat

A Þ 
 Tar
A

þ ðð�1ÞF � TalA

 ð�1ÞF � TalA

Þ 
Qlat
A

¼ Qlat
A 
 Tar

A

 Tar

A
þ ð�1ÞF � Tal

A

Qlat

A 
 Tar
A

þ ð�1ÞF � TalA

 ð�1ÞF � TalA


Qlat
A ; (3.18)

and

6Here we use the relation �ðð�1ÞF � TbÞ ¼ �ðð�1ÞF Þ �
�ðTbÞ, which will be explained shortly.
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ðid 
 �Þ ��ðQlat
A Þ ¼ ðid 
�ÞðQlat

A 
 TarA

þ ð�1ÞF � Tal
A

Qlat

A Þ
¼ Qlat

A 
 ðTarA

 TarA

Þ þ ð�1ÞF � TalA


 ðQlat
A 
 Tar

A
þ ð�1ÞF � Tal

A

Qlat

A Þ
¼ Qlat

A 
 Tar
A

 Tar

A

þ ð�1ÞF � Tal
A

Qlat

A 
 TarA

þ ð�1ÞF � Tal
A

 ð�1ÞF � Tal

A

Qlat

A ;

(3.19)

which shows that (3.17) holds for Qlat
A . We have thus found

unambiguously that

Qlat
A xð’1ðxÞ � ’2ðxÞ � ’3ðxÞÞ

¼ ðQlat
A ’1ÞðxÞ � ’2ðxþ arAÞ � ’3ðxþ arAÞ

þ ð�1Þj’1j’1ðxþ alAÞ � ðQlat
A ’2ÞðxÞ � ’3ðxþ arAÞ

þ ð�1Þj’1jþj’2j’1ðxþ alAÞ � ’2ðxþ alAÞ
� ðQlat

A ’3ÞðxÞ: (3.20)

The same is true for Plat
�

Plat
� xð’1ðxÞ � ’2ðxÞ � ’3ðxÞÞ

¼ ðPlat
� ’1ÞðxÞ � ’2ðxþ ar�̂Þ � ’3ðxþ ar�̂Þ

þ ’1ðxþ al�̂Þ � ðPlat
� ’2ÞðxÞ � ’3ðxþ ar�̂Þ

þ ’1ðxþ al�̂Þ � ’2ðxþ al�̂Þ � ðPlat
� ’3ÞðxÞ: (3.21)

Similarly, Tb satisfies coassociativity, namely

ð� 
 idÞ ��ðTbÞ ¼ ð� 
 idÞðTb 
 TbÞ ¼ ðTb 
 TbÞ 
 Tb

¼ Tb 
 ðTb 
 TbÞ ¼ ðid 
�ÞðTb 
 TbÞ
¼ ðid 
 �Þ�ðTbÞ; (3.22)

so that

Tbxð’1ðxÞ � ’2ðxÞ � ’3ðxÞÞ ¼ ’1ðxþ bÞ � ’2ðxþ bÞ
� ’3ðxþ bÞ: (3.23)

The same result for ð�1ÞF is obvious.
Now that we have shown that the operators Qlat

A , Plat
� , Tb

are well-defined in regard to their action on the elementary
fields, constants, and products of two or three elementary
fields, we find that any other action of those operators is
also consistently defined (needless to say actions as well as
the maps introduced above are all linear). In particular their
action on any number of elementary fields can be com-
puted inductively using the coassociativity. We need now
to define the action of products of operators. As stated
above, a product of operators is defined as the operator
obtained by successive applications of each operator in the
product. On the elementary fields, this is easily understood,
because it is nothing but the definition. On the trivial (i.e.

constant) fields, this implies a consistency condition on the
counit map, namely

�ða � bÞf ¼ ða � bÞxf ¼ ax � bxf ¼ �ðaÞ�ðbÞf;
(3.24)

i.e.

�ða � bÞ ¼ �ðaÞ�ðbÞ: (3.25)

Similarly, the product of operators should act on a product
of elementary fields by acting successively with the opera-
tors of the product, that is

mð�ða � bÞxð’1 
 ’2ÞÞ ¼ ða � bÞxð’1 � ’2Þ
¼ ax � bxð’1 � ’2Þ
¼ axmð�ðbÞxð’1 
 ’2ÞÞ
¼ mð�ðaÞx�ðbÞxð’1 
 ’2ÞÞ
¼ mðð�ðaÞ ��ðbÞÞxð’1 
 ’2ÞÞ;

(3.26)

which implies

�ða � bÞ ¼ �ðaÞ � �ðbÞ: (3.27)

As an example, we compute

�ðQlat
A �Qlat

B Þ ¼�ðQlat
A Þ ��ðQlat

B Þ
¼ ðQlat

A 
Tar
A
þð�1ÞF �Tal

A

Qlat

A Þ
� ðQlat

B 
TarB
þð�1ÞF �TalB


Qlat
B Þ

¼Qlat
A �Qlat

B 
Tar
A
�TarB

þQlat
A � ð�1ÞF �TalB


TarB
�Qlat

B þð�1ÞF �Tal
A
�Qlat

B 
Qlat
A �TarB

þð�1ÞF �TalA
� ð�1ÞF �TalB


Qlat
A �Qlat

B :

(3.28)

Other simple examples are

�ðQlat
A � Plat

� Þ ¼ �ðQlat
A Þ � �ðPlat

� Þ
¼ ðQlat

A 
 Tar
A
þ ð�1ÞF � Tal

A

Qlat

A Þ
� ðPlat

� 
 Tar�̂ þ Tal�̂ 
 Plat
� Þ

¼ Qlat
A � Plat

� 
 Tar
A
� Tar�̂ þQlat

A � Tal�̂ 
 Tar
A

� Plat
� þ ð�1ÞF � Tal

A
� Plat

� 
Qlat
A � Tar�̂

þ ð�1ÞF � Tal
A
� Tal�̂ 
Qlat

A � Plat
� ; (3.29)

and

�ðTb �Qlat
A Þ ¼ �ðTbÞ ��ðQlat

A Þ
¼ ðTb 
 TbÞ � ðQlat

A 
 TarA
þ ð�1ÞF � Tal

A

Qlat

A Þ
¼ Tb �Qlat

A 
 Tb � Tar
A

þ Tb � ð�1ÞF � Tal
A

 Tb �Qlat

A ; (3.30)
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�ðTb � TcÞ ¼ �ðTbÞ � �ðTcÞ ¼ ðTb 
 TbÞ � ðTc 
 TcÞ
¼ Tb � Tc 
 Tb � Tc: (3.31)

Let us recall now the superalgebra (2.2), and introduce a
natural algebra with respect to Tb as in

fQlat
A ;Qlat

B g ¼ 2��ABP
lat
� ; ½Qlat

A ; Plat
� � ¼ ½Plat

� ; Plat
� � ¼ 0;

½Qlat
A ; Tb� ¼ ½Plat

� ; Tb� ¼ ½Tb; Tc� ¼ 0: (3.32)

The last relations are in a way obvious, and state that

Qlat
A ’ðxþ bÞ ¼ TbðQlat

A ’ÞðxÞ;
Tb’ðxþ cÞ ¼ Tc’ðxþ bÞ ¼ ’ðxþ bþ cÞ ¼ Tbþc’ðxÞ;

(3.33)

and similarly for Plat
� . We also list here the obvious algebra

for ð�1ÞF :
fQlat

A ; ð�1ÞF g ¼ ½Plat
A ; ð�1ÞF � ¼ ½Tb; ð�1ÞF � ¼ 0;

ð�1ÞF � ð�1ÞF ¼ 1: (3.34)

From these relations and using (3.28), we find that

�ðfQlat
A ;Qlat

B gÞ ¼ fQlat
A ;Qlat

B g 
 Tar
A
� TarB

þ Tal
A
� TalB


 fQlat
A ;Qlat

B g; (3.35)

reproducing the general result found in (2.22). Just as an
additional explicit check of the consistency, we compute
the action of the product Qlat

A �Qlat
B on the product of three

fields ’1 � ’2 � ’3, which is given by the expression

ð� 
 idÞ � ðQlat
A �Qlat

B Þ ¼ ð� 
 idÞ � ð�ðQlat
A Þ ��ðQlat

B ÞÞ
¼ �ðQlat

A �Qlat
B Þ 
 TarA

� TarB
þ �ðQlat

A � ð�1ÞF � TalB
Þ


 Tar
A
�Qlat

B ��ðQlat
B � ð�1ÞF � Tal

A
Þ 
Qlat

A � TarB

þ�ðTal
A
� TalB

Þ 
Qlat
A �Qlat

B (3.36)

and then this can be computed using (3.28), (3.30), and
(3.31). This of course leads to

ð� 
 idÞ ��ðfQlat
A ;Qlat

B gÞ ¼ ð� 
 idÞ � ðf�ðQlat
A Þ;�ðQlat

B ÞgÞ
¼ �ðfQlat

A ;Qlat
B g 
 Tar

A
� TarB

þ�

� ðTal
A
� TalB

Þ 
 fQlat
A ;Qlat

B g
¼ fQlat

A ;Qlat
B g 
 Tar

A
� TarB


 Tar
A

� TarB
þ Tal

A
� TalB


 fQlat
A ;Qlat

B g

 Tar

A
� TarB

þ Tal
A
� TalB


 Tal
A

� TalB

 fQlat

A ;Qlat
B g: (3.37)

Equations (3.10), (3.25), (3.11), and (3.27) naturally
require that the counit and coproduct are both consistent
with the structure of the algebra UðAÞ, i.e. that both are
algebra maps (algebra homomorphisms).7 With these prop-

erties, we can compute the action of any operator on any
field (fundamental or composite) in a consistent manner.
Mathematically, all these features assure that our lattice
superalgebra actually forms a bialgebra.
Notice that our bialgebra is a mixture of both algebralike

elements, like Qlat
A or Plat

� , and grouplike elements, like Tb.

The latter elements have their inverse, like T�1
b . The for-

mer would also have a sort of inverse, �Qlat
A and �Plat

� ,

implying a naive connection between group and algebra. In
fact, we need one more ingredient, namely, the antipode, to
claim that the DKKN lattice superalgebra is a Hopf alge-
bra. The antipode is essentially a map that gives the ‘‘in-
verse’’ element of each operator. It can be introduced as a
linear map which satisfies the identity

� �ðS 
 idÞ �� ¼ � � ðid 
 SÞ �� ¼ 	 � �; (3.38)

where we have used the notation �ða 
 bÞ ¼ a � b for prod-
ucts of operators. We define it explicitly, on the single
operators, as

SðQlat
A Þ ¼ �T�1

al
A

� ð�1ÞF �Qlat
A � T�1

ar
A
;

SðPlat
� Þ ¼ �T�1

al�̂
� Plat

� � T�1
ar�̂;

SðTbÞ ¼ T�1
b ;

Sðð�1ÞF Þ ¼ ð�1Þ�F ¼ ð�1ÞF ; (3.39)

and extend it so that it becomes linear and antialgebraic
namely Sða � bÞ ¼ SðbÞ � SðaÞ, Sð1Þ ¼ 1, (a, b 2 UðAÞ).
In fact it is shown that its antialgebraic nature automati-
cally follows if the identity (3.38) holds for the antipode.
Here we just see what this identity implies in our super-
algebra, without going into details. Applying the first two
terms of (3.38) on Qlat

A , we find8

� � ðS 
 idÞ ��ðQlat
A Þ ¼ � � ðS 
 idÞðQlat

A 
 Tar
A

þ ð�1ÞF � Tal
A

Qlat

A Þ
¼ �ð�T�1

alA
� ð�1ÞF �Qlat

A � T�1
ar
A

 Tar

A

þ T�1
alA

� ð�1ÞF 
Qlat
A Þ

¼ �T�1
al
A

� ð�1ÞF �Qlat
A

þ T�1
al
A

� ð�1ÞF �Qlat
A ¼ 0; (3.40)

and

7These conditions are equivalent to imposing that the product
m and unit 	 are coalgebra maps.

8We use here Sðð�1ÞF � TbÞ ¼ SðTbÞ � Sðð�1ÞF Þ as explicitly
shown as (3.49).
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� � ðid 
 SÞ ��ðQlat
A Þ ¼ � � ðid 
 SÞðQlat

A 
 TarA

þ ð�1ÞF � Tal
A

Qlat

A Þ
¼ �ðQlat

A 
 T�1
ar
A
� ð�1ÞF � TalA


 T�1
al
A

� ð�1ÞF �Qlat
A � T�1

ar
A
Þ

¼ Qlat
A � T�1

ar
A
�Qlat

A � T�1
ar
A
¼ 0;

(3.41)

while the last term gives

	 � �ðQlat
A Þ ¼ 0: (3.42)

Thus the identity (3.38) holds for the operator Qlat
A with the

definition (3.39). Similar calculations show that Plat
� also

obeys the same identity. As for Tb, we compute

� �ðS 
 idÞ ��ðTbÞ ¼ � � ðS 
 idÞðTb 
 TbÞ
¼ �ðT�1

b 
 TbÞ ¼ 1; (3.43)

and

� �ðid 
 SÞ ��ðTbÞ ¼ � � ðid 
 SÞðTb 
 TbÞ
¼ �ðTb 
 T�1

b Þ ¼ 1; (3.44)

whereas

	 � �ðTbÞ ¼ 1; (3.45)

again showing the consistency. Let us calculate antipode of
a product of operators by using the identity (3.38).
Applying the left-hand side of the identity to Tb � Tc, we
have

� � ðS 
 idÞ ��ðTb � TcÞ ¼ � � ðS 
 idÞðTb � Tc 
 Tb � TcÞ
¼ �ðSðTb � TcÞ 
 Tb � TcÞ
¼ SðTb � TcÞ � ðTb � TcÞ; (3.46)

while the right-hand side gives

	 � �ðTb � TcÞ ¼ 	ð�ðTbÞ�ðTcÞÞ ¼ 	ð1Þ ¼ 1; (3.47)

so that the identity reads

SðTb � TcÞ ¼ ðTb � TcÞ�1 ¼ T�1
c � T�1

b ¼ SðTcÞ � SðTbÞ;
(3.48)

showing the antialgebraic nature of the antipode. In a
similar way can we show that in general

Sðg1 � � � gnÞ ¼ SðgnÞ � � � Sðg1Þ;
gi ¼ Tb or ð�1ÞF : (3.49)

Applying the same identity to Tb �Qlat
A , we get for the left-

hand side

� � ðS
 idÞ ��ðTb �Qlat
A Þ ¼ � � ðS
 idÞðTb �Qlat

A 
 Tb � TarA

þ Tb � ð�1ÞF � Tal
A

 Tb �Qlat

A Þ
¼ SðTb �Qlat

A Þ � Tb � Tar
A

þ SðTb � ð�1ÞF � Tal
A
Þ

� Tb �Qlat
A ; (3.50)

while the right-hand side is

	 � �ðTb �Qlat
A Þ ¼ 	ð�ðTbÞ�ðQlat

A ÞÞ ¼ 	ð0Þ ¼ 0; (3.51)

and thus the identity gives

SðTb �Qlat
A Þ ¼ �SðTb � ð�1ÞF � Tal

A
Þ � Tb �Qlat

A � T�1
ara

� T�1
b

¼ �T�1
al
A

� ð�1ÞF �Qlat
A � T�1

ara
� T�1

b

¼ SðQlat
A Þ � SðTbÞ: (3.52)

Now we proceed to do the same calculation for Qlat
A �Qlat

B :
the left-hand side reads

� � ðS 
 idÞ ��ðQlat
A �Qlat

B Þ ¼ � � ðS 
 idÞðQlat
A �Qlat

B 
 Tar
A
� TarB

þQlat
A � ð�1ÞF � TalB


 Tar
A
�Qlat

B

þ ð�1ÞF � Tal
A
�Qlat

B 
Qlat
A � TarB

þ ð�1ÞF � Tal
A
� ð�1ÞF � TalB


Qlat
A �Qlat

B Þ
¼ SðQlat

A �Qlat
B Þ � Tar

A
� TarB

þ SðQlat
A � ð�1ÞF � TalB

Þ � Tar
A
�Qlat

B

þ Sðð�1ÞF � Tal
A
�Qlat

B Þ �Qlat
A � TarB

þ Sðð�1ÞF � Tal
A
� ð�1ÞF � TalB

Þ �Qlat
A �Qlat

B ; (3.53)

and the right-hand side

	 � �ðQlat
A �Qlat

B Þ ¼ 	 � ð�ðQlat
A Þ�ðQlat

B ÞÞ ¼ 	ð0Þ ¼ 0; (3.54)

so that the identity requires that

SðQlat
A �Qlat

B Þ � Tar
A
TarB

¼ T�1
alB

� ð�1ÞF � T�1
al
A

� ð�1ÞF �Qlat
A � T�1

ar
A
� Tar

A
�Qlat

B

þ T�1
alB

� ð�1ÞF �Qlat
B � T�1

arB
� T�1

alA
� ð�1ÞF �Qlat

A � TarB
� T�1

alB
� ð�1ÞF � T�1

alA
� ð�1ÞF �Qlat

A �Qlat
B ;

i:e: SðQlat
A �Qlat

B Þ ¼ T�1
alB

� ð�1ÞF �Qlat
B � T�1

arB
� T�1

alA
� ð�1ÞF �Qlat

A � T�1
arA

¼ SðQlat
B Þ � SðQlat

A Þ; (3.55)

thus we find that the antialgebraic nature of the antipode map holds regardless of the fermionic nature of the supercharges.

FORMULATION OF SUPERSYMMETRY ON A LATTICE AS . . . PHYSICAL REVIEW D 81, 065001 (2010)

065001-13



The other identity � � ðid 
 SÞ ¼ 	 � � also gives the same
result.

With all these algebraic consistencies satisfied, we con-
clude that the universal enveloping algebra,UðAÞ, i.e. our
lattice superalgebra, can be regarded as a Hopf algebra. We
nowmove on to the construction of a field theory which has
this Hopf algebraic symmetry. We follow the general
scheme formulated by Oeckl [41] and called braided quan-
tum field theory (BQFT). To this purpose, we have to
specify the complete algebraic nature of the fields which
should be consistent with the algebraic structure of the
Hopf algebra. This requires one more nontrivial ingredient
called braiding, or ‘‘shifted commutation’’ in our language.
It is in a way a generalization of the statistics of fields. In
short, covariance of the field theory under the Hopf alge-
braic symmetry forces us to introduce the braiding in a
consistent way. We will see this below for our specific case
of the lattice superalgebra and the corresponding field
theory.

B. Shift structure as a braiding

Here we explain why we need braiding or shift structure
in the space of fields, beginning with a simple illustration.
Suppose we are considering normal supersymmetry with a
bosonic field � and a fermionic field c . Needless to say,
bosonic fields commute with any other fields, while fermi-
onic fields anticommute only with other fermions. Now
take a supertransformation Q� ¼ 
 with a normal super-
charge Q which is supposed to obey the Leibniz rule

Qð’1’2Þ ¼ Q’1’2 þ ð�1Þj’1j’1Q’2. In the Hopf alge-
braic description we may say that it has the coproduct
�ðQÞ ¼ Q 
 1þ ð�1ÞF1 
Q as before. We ‘‘know’’
that the field 
 is fermionic, as a field resulting from a
supersymmetry transformation of the boson�. The point is
that this fact is indeed inevitable; we are forced to choose 

to be fermionic for the algebraic consistency. In fact, note
that the quantity Qð�c Þ ¼ 
c þ�ðQc Þ is equal to
Qðc�Þ ¼ ðQc Þ�� c
, because� is defined as a boson,
i.e. �c ¼ c�. Comparing these two relations, we find

c þ c
 ¼ ðQc Þ���ðQc Þ, which is zero again due
to the fact that� is bosonic. As a result we have that 
c ¼
�c
, ‘‘proving’’ that 
 is a fermion. The essence of this
proof is twofold: on one side the coproduct structure of the
transformation operator Q, especially the factor ð�1ÞF ,
and on the other the covariance of the transformation Q
under the exchange of fields. Namely, when we exchange
the order of the fields in a product and then apply the
transformation Q, the result is the same as when we first
apply the transformation Q on the product of fields and
then exchange the order of the transformed objects. It is
nothing but the statistics of fields that prescribes how the
order of fields can be exchanged. Here we have just seen a
natural and obvious fact that the statistics of fields should
be consistent with the algebraic structure and the covari-
ance of the transformations applied to the fields. It might

still be worth stressing it, however, because it is the reason
why we need braiding for our present application of a Hopf
algebraic symmetry on fields. It is also the reason why we
think of braiding as giving a generalized statistics. We are
going to investigate these issues in detail in the following.
Let us introduce the general notion of exchanging the

order of fields. We denote the exchanged object of ’1 
 ’2

as

�X1;X2
ð’1 
 ’2Þ; ’1 2 X1; ’2 2 X2: (3.56)

The map � is called a braid when it satisfies some natural
consistency conditions (see Appendix A). The trivial braid-
ing is given as the normal transposition and, in the appli-
cation to the link formalism, we assume that the scalar
fields on the sites of the lattice would have the trivial
braiding nature:

�Xs;Xs
ð�1 
�2Þ ¼ �2 
�1;

�1; �2 2 Xs: scalar fields on sites:
(3.57)

Repeating the argument above, we may apply Qlat
A on the

product of scalar fields, or equivalently, take the action of
coproduct of Qlat

A as

�ðQlat
A Þxð�1 
�2Þ ¼ ðQlat

A �1Þ 
�2ðxþ arAÞ
þ�1ðxþ alAÞ 
 ðQlat

A �2Þ: (3.58)

Similarly on the exchanged product,

�ðQlat
A Þxð�2 
�1Þ ¼ �ðQlat

A Þx�Xs;Xs
ð�1 
�2Þ

¼ ðQlat
A �2Þ 
�1ðxþ arAÞ

þ�2ðxþ alAÞ 
 ðQlat
A �1Þ: (3.59)

We now assume the covariance of the braiding under
symmetry transformations or, in other words, we assume
the braiding to be an intertwiner of the transformations. In
the present case, this requires that

�ðQlat
A Þx�Xs;Xs

ð�1 
�2Þ ¼ �0ð�ðQlat
A Þxð�1 
�2ÞÞ:

(3.60)

The left-hand side is given by (3.59), while the right-hand
side is

�0ð�ðQlat
A Þxð�1 
�2ÞÞ ¼�XfA;XsððQlat

A �1Þ 
�2ðxþ arAÞÞ
þ�Xs;XfA

ð�1ðxþ alAÞ

 ðQlat

A �2ÞÞ; (3.61)

where we have denoted the space of fermionic fields of the
index A as XfA to which the transformed fields Qlat

A �1;2 are

to belong. Comparing these two equations, and noting that
the fields �1 and �2 could be completely independent, we
find
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�XfA;XsððQlat
A �1Þ 
�2ðxþ arAÞÞ

¼ �2ðxþ alAÞ 
 ðQlat
A �1Þ;

�Xs;XfA
ð�1ðxþ alAÞ 
 ðQlat

A �2ÞÞ
¼ ðQlat

A �2Þ 
�1ðxþ arAÞ:

(3.62)

This is not the trivial braiding as in (3.57). Instead, this
braiding means that when we exchange the order of the
fermionQlat

A � with the other field, it changes the argument
of the other field by the amount alA � arA under the ex-
change from the left to the right, and by the opposite
amount under the exchange from the right to the left.
Recalling that the scalar fields obey the trivial braiding,
we might interpret this fact as that the transformed fields,
which are fermions, inherited the nontrivial braiding nature
from the supercharge, which, in a way, shows that the
nontrivial braiding is already in the structure of coproduct.
In fact, this kind of nontrivial braiding is referred to as the
shifted commutation structure in the link formalism.

We have to emphasize here that the ‘‘claimed inconsis-
tency’’ [42] explained in Sec. II no longer appears after
incorporating this nontrivial braiding in the nongauged link
formalism. Our approach which is purely based on the
Hopf algebraic description clarifies the necessity of the
braiding and shows how that claimed inconsistency can
be resolved.

As a further example, to show how things work, let us
consider

�ðQlat
A Þxðc 1AðxÞ 
�2ðxÞÞ ¼ ðQlat

B c 1AÞðxÞ 
�2ðxþ arBÞ
� c 1Aðxþ alBÞ 
 c 2BðxÞ;

(3.63)

where c 2 :¼ Qlat
B �2, and thus

�0ð�ðQlat
B Þxðc 1AðxÞ 
�2ðxÞÞÞ

¼ �XAB;XsððQlat
B c 1AÞðxÞ 
�2ðxþ arBÞÞ

��XfA;XfB
ðc 1Aðxþ alBÞc 2BðxÞÞ; (3.64)

whereas

�ðQlat
B Þxð�2ðxþ alA � arAÞ 
 c 1AðxÞÞ

¼ �ðQlat
B Þx�XfA;Xs

ðc 1AðxÞ 
�2ðxÞÞ
¼ c 2Bðxþ alA � arAÞ 
 c 1Aðxþ arBÞ

þ�2ðxþ alA � arA þ alBÞ 
 ðQlat
B c 1AðxÞÞ: (3.65)

Here XAB is such that Qlat
B c A 2 XAB. Assuming again the

covariance

�0ð�ðQlat
B Þxðc 1AðxÞ 
�2ðxÞÞÞ

¼ �ðQlat
B Þx�XfA;Xs

ðc 1AðxÞ 
�2ðxÞÞ; (3.66)

we obtain the following braiding relations:

�XAB;XsððQlat
B c 1AÞðxÞ 
�2ðxþ arBÞÞ

¼ �2ðxþ alA � arA þ alBÞ 
 ðQlat
B c 1AðxÞÞ;

�XfA;XfB
ðc 1Aðxþ alBÞ 
 c 2BðxÞÞ

¼ �c 2Bðxþ alA � arAÞ 
 c 1Aðxþ arBÞ:

(3.67)

Notice, in passing, that from the first equation of (3.67), we
have

�XAB;XsððQlat
B c 1AÞðxÞ 
�2ðxÞÞ

¼ �2ðxþ alA � arA þ alB � arBÞ 
 ðQlat
B c 1AÞðxÞ;

�XAB;XsððQlat
A c 1BÞðxÞ 
�2ðxÞÞ

¼ �2ðxþ alB � arB þ alA � arAÞ 
 ðQlat
A c 1BÞðxÞ;

(3.68)

so that, summing up these two,

�XAB;XsððfQlat
B ;Qlat

A g�1ÞðxÞ 
�2ðxÞÞ
¼ 2�

�
AB�XAB;XsððPlat

� �1ÞðxÞ 
�2ðxÞÞ
¼ �2ðxþ alA � arA þ alB � arBÞ 
 ðfQlat

B ;Qlat
A g�1ÞðxÞ

¼ 2�
�
AB�2ðxþ alA � arA þ alB � arBÞ 
 ðPlat

� �1ÞðxÞ:
(3.69)

The previous examples show how the braiding relation
works in general. We can write it as

�ðA0���Ap
ðxÞ 
 ’0

B0���Bq
ðyÞÞ

¼ ð�1Þpq’0
B0���Bq

�
yþXp

i¼1

ðalAi
�Ai

arAi
Þ
�


 ’A0���Ap

�
x�Xq

i¼1

ðalBi
� arBi

Þ
�
; (3.70)

where we have used the abbreviation ’A0���Ap
:¼

� � �Qlat
Ap

� � �Qlat
A1
’A0

, (which could vanish) and ’A0
:¼ �.

If we had introduced a scalar field with a nontrivial braid-
ing/shift structure itself, we would have had to further
generalize this relation.
The exchanging of a product of more than three fields

should be naturally introduced. In the case of the trivial
braiding, we have

�X1
X2;X3
ðð�1
�2Þ 
�3Þ ¼�3
 ð�1
�2Þ

¼�3
�1
�2

¼�X1;X3
ðð�1
�3Þ 
�2Þ

¼�X1;X3
��X2;X3

�ðð�1
�2Þ 
�3ÞÞ; (3.71)

which can be extended in the general case to
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�X1
X2;X3
¼ �X1;X3

��X2;X3
;

�X1;X2
X3
¼ �X1;X3

��X1;X2
:

(3.72)

For example,

�X1;X2
X3
ð�1ðxÞ 
�2ðxÞ 
 c 3AðxÞÞ

¼ �2ðxÞ 
 c 3AðxÞ 
�1ðx� alA þ arAÞ: (3.73)

For the exchanging with the trivial or constant fields, we
should impose

�X0
e ;X

¼ �X;X0
e
¼ id; (3.74)

where X0
e denotes the space of trivial bosonic fields. Using

these rules, let us calculate one more example:

ðid 
 �Þ ��ðQlat
A Þxð�1 
�2 
 c 3BÞ

¼ c 1AðxÞ 
�2ðxþ arAÞc 3BðxþA arAÞ
þ�1ðxþ alAÞ 
 c 2AðxÞ 
 c 3Bðxþ arAÞ
þ�1ðxþ alAÞ 
�2ðxþ alAÞ 
 ðQlat

A c 3BÞðxÞ; (3.75)

where we have used the coassociativity (3.18). Applying
�X1;X2
X3

, and comparing it with

ðid
�Þ��ðQlat
A Þxð�X1;X2
X3

ð�1ðxÞ
�2ðxÞ
 c 3BðxÞÞÞ
¼ ðid
�Þ��ðQlat

A Þxð�2ðxÞ
c 3BðxÞ

�1ðx�alBþarBÞÞ

¼ c 2AðxÞ
 c 3BðxþarAÞ
�1ðxþarA�alBþarBÞ
þ�2ðxþalAÞ
 ðQlat

A c 3BÞðxÞ
�1ðxþarA�alBþarBÞ
��2ðxþalAÞ
c 3BðxþalAÞ
 c 1Aðx�alBþarBÞ;

(3.76)

where we have used (3.73) and (3.18) again, we find that

�X1;X2
X3
ðc 1AðxÞ 
 ð�2ðxþ arAÞ 
 c 3Bðxþ arAÞÞÞ

¼ ��2ðxþ alAÞ 
 c 3Bðxþ alAÞ 
 c 1Aðx� alB þ arBÞ;
�X1;X2
X3

ð�1ðxþ alAÞ 
 ðc 2AðxÞ 
 c 3Bðxþ arAÞÞÞ
¼ c 2AðxÞ 
 c 3Bðxþ arAÞ 
�1ðxþ arA � alB þ arBÞ;
�X1;X2
X3

ð�1ðxþ alAÞ 
 ð�2ðxþ alAÞ 
 ðQlat
A c 3BÞðxÞÞÞ

¼ �2ðxþ alAÞ 
 ðQlat
A c 3BÞðxÞ 
�1ðxþ arA � alB þ arBÞ:

(3.77)

These examples show that the braiding, i.e. the amount of
shifts of the arguments of fields induced under exchanging,
is additive; for a field ’1 with the shift a1 and another ’2

with the shift a2, the product’1 
 ’2 has the shift a1 þ a2.
This is a simple consequence of the natural braiding rule
(3.72).

These observations motivate us to introduce the notion
of shift structure of fields as a kind of an additive ‘‘grad-
ing’’ determined by which supercharges are acting on the

scalar fields to produce the given field. We may thus
introduce, in addition to the normal graded structure of
fields, i.e. bosonic and fermionic statistics, a graded struc-
ture which we call the shift structure so that the space of
elementary fields X is decomposed in general as

X ¼ M
grading

Xe 	 Xo: (3.78)

The space of whole fields, X̂, is also decomposed with
respect to the shift/grading structure the same way;

X̂ ¼ M1
n¼0

M
grading

Xn: (3.79)

The field contents and their shift structure are determined
in each model, mainly with the use of the Leibniz rule
consistency conditions. We have to emphasize that this
grading structure is especially crucial to define an explicit
form of the momentum operator Plat

� . As mentioned at the

beginning of the previous subsection, we might have
started with taking a difference operator as its representa-
tion: ðPlat

� �ÞðxÞ ¼ a�1ð�ðxþ al�̂Þ ��ðxþ ar�̂ÞÞ. This,
however, does not satisfy the relation (3.69), since we have
assumed that � obeys the trivial braiding and thus
a�1ð�ðxþ al�̂Þ ��ðxþ ar�̂ÞÞ has the same trivial
braiding. We thus need an expression like ðPlat

� �Þ�
ðxÞ ¼ a�1ð�0ðxþ al�̂Þ ��0ðxþ ar�̂ÞÞ for which �0 has
an additional grading to satisfy the relation (3.69). To give
its consistent representation is important for the formula-
tion and will be treated elsewhere. Here our claim is that
the algebraic description presented here can still formalize
a field theory with the Hopf algebraic symmetry even if we
do not have the explicit representation for these graded
fields and the momentum operator, as is seen below.
Let us note also that our braiding satisfies the relation

�X1;X2
��X2;X1

¼ id; (3.80)

or equivalently,

�X2;X1
¼ ��1

X1;X2
: (3.81)

In a standard mathematical terminology this kind of ex-
changing map � is not referred to as a braid, or one may
distinguish it from the strictly braided case. Here we use
the term braiding in a broader sense, including also the
ones like (3.80) that have no real braiding structure. We
emphasize that it is still nontrivial in the sense that� � �,
where � is the simple transposition: �ð’1 
 ’2Þ ¼ ’2 

’1. In fact, our braiding is a transposition plus some shifts
of the arguments of the fields up to the statistics factors.
This should be compared with the statistics of usual bosons
and fermions; for that case the braiding is nothing but the
simple exchange up to the statistics. We could therefore
describe these facts as that the fields which represent our
Hopf algebraic lattice superalgebra naturally obtain a
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braiding structure which expresses a slightly more general
statistics than the usual one.9

According to the general discussion (see Appendix A), it
seems that the simple braiding structure (3.80) might be
given as an explicit formula (A20) when the corresponding
Hopf algebra is triangular. We find that this is indeed the
case at least formally; our symmetry algebra could be
identified as a triangular Hopf algebra with an additional
grading structure, and the braiding (3.70) be given with the
corresponding (quasi)triangular structure R. To see this,
let us first introduce a formal expression for the shift
operator Tb

Tb ¼ expðb�@�Þ: (3.82)

We write this as if the continuum derivative operator @�
were introduced on the lattice; however it must be under-
stood as a formal operator and only well-defined when
exponentiated to give the lattice proper operator Tb. We
may impose

�ð@�Þ¼@�
1þ1
@�; �ð@�Þ¼ 0; Sð@�Þ¼�@�;

(3.83)

which should be interpreted as formal equivalents of the
relations (3.8) and (3.38) for Tb. We then recall that the
generator Qlat

A has a kind of grading corresponding to the
shift aA :¼ alA � arA induced under the exchange of Qlat

A ’
with other fields. We may express this fact by introducing
another operator L� such that

a½L�;Qlat
A � ¼ ðaAÞ�Qlat

A ; i:e: ½L�;Qlat
A � ¼ l�AQ

lat
A ;

(3.84)

where l�A ¼ a�1ðaAÞ�. Since Plat
� is given as Plat

� �
fQlat

A ;Qlat
B g, it also has grading as in

a½L�; Plat
� � ¼ aPð�̂Þ�Plat

� ¼ aP�
�
� Plat

� ;

i:e: ½L�; Plat
� � ¼ lP�

�
� Plat

� ; (3.85)

where aP :¼ al � ar and lP :¼ a�1aP. We list the other

relations

½L�; Tb� ¼ ½L�; ð�1ÞF � ¼ ½L�; L�� ¼ 0; (3.86)

where the first two are due to the fact that neither Tb nor
ð�1ÞF induces shift and the latter one is automatic because
of the ‘‘Abelian’’ nature of (3.84) and (3.85) and the others.
For completeness, we set

�ðL�Þ ¼ L� 
 1þ 1 
 L�;

�ðL�Þ ¼ 0; SðL�Þ ¼ �L�:
(3.87)

Now let

R :¼ expðaL� 
 @� � a@� 
 L� þ i�F 
F Þ:
(3.88)

We can show that this formal operator R 2 UðAÞ 

UðAÞ is invertible and satisfies the relations

� ��ðhÞ ¼ R � �ðhÞ �R�1; ð� 
 idÞR ¼ R13R23;

ðid 
 �ÞR ¼ R13R12: (3.89)

(See Appendix A for the notation.) Notice first thatR�1 is
given as

R�1 ¼ expð�aL� 
 @� þ a@� 
 L� þ i�F 
F Þ
(3.90)

(recall that F only gives integer numbers), and so that

R21 ¼ expða@� 
 L� � aL� 
 @� þ i�F 
F Þ
¼ R�1: (3.91)

As for the first relation in (3.89), compute

R :�ðhÞ �R�1 ¼ X1
n¼0

1

n!
ðadðLÞÞn�ðhÞ; (3.92)

where we have written L :¼ aL� 
 @� � a@� 
 L� þ
i�F 
F just for simplicity, and used ad to denote the
Lie derivative. For h ¼ Qlat

A ,

adðLÞ�ðQlat
A Þ ¼ ½aL� 
 @� � a@� 
 L� þ i�F 
F ; Qlat

A 
 TarA
þ ð�1ÞF � Tal

A

Qlat

A �
¼ ½aL� 
 @� þ i�F 
F ; Qlat

A 
 Tar
A
� þ ½�a@� 
 L� þ i�F 
F ; ð�1ÞF � Tal

A

Qlat

A �
¼ a½L�;Qlat

A � 
 @� � Tar
A
þ i�½F ; Qlat

A � 
F � Tar
A
� a@� � ð�1ÞF � Tal

A

 ½L�;Qlat

A �
þ i�F � ð�1ÞF � TalA


 ½F ; Qlat
A �

¼ Qlat
A 
 ððaAÞ�@� þ i�F Þ � Tar

A
þ ð�ðaAÞ�@� þ i�F Þ � ð�1ÞFTal

A

Qlat

A ; (3.93)

so that

ðadðLÞÞn�ðQlat
A Þ ¼ Qlat

A 
 ððaAÞ�@� þ i�F Þn � Tar
A

þ ð�ðaAÞ�@� þ i�F Þn
� ð�1ÞF � Tal

A

Qlat

A : (3.94)

9A well-known example of generalized statistics is that of
anyons, for which the exchanging map is strictly braided in
general. Our statistics is thus more like the usual statistics than
the anyonic one.
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We therefore obtain

R ��ðQlat
A Þ �R�1 ¼ Qlat

A 
 expððaAÞ�@� þ i�F Þ � Tar
A

þ expð�ðaAÞ�@� þ i�F Þ
� ð�1ÞF � Tal

A

Qlat

A

¼ Qlat
A 
 ð�1ÞF � TalA

þ Tar
A

Qlat

A

¼ � ��ðQlat
A Þ; (3.95)

since

expð�ðaAÞ�@� þ i�F Þ ¼ expð�ðalAÞ�@�Þ
� expð�ðarAÞ�@�Þ � expði�F Þ

¼ T�
al
A

� T�
ar
A
:ð�1ÞF : (3.96)

A simpler calculation leads to similar result for h ¼ Plat
�

too. For h ¼ Tb, ð�1ÞF , L� it is rather clear that

R ��ðhÞ �R�1 ¼ �ðhÞ ¼ � ��ðhÞ: (3.97)

Thus the first equation in (3.89) indeed holds with the
choice (3.88) for R. The second relation follows as

ð�
 idÞR¼ expða�ðL�Þ 
 @� � a�ð@�Þ 
L� þ i��ðF Þ 
F

¼ expðaL� 
 1
 @� � a@� 
 1
L� þ i�F 
 1
F þ a1
L� 
 @� � a1
 @� 
L� þ i�1
F 
F Þ
¼ expðaL� 
 1
 @� � a@� 
 1
L� þ i�F 
 1
F Þ � expða1
L� 
 @� � a1
 @� 
L� þ i�1
F 
F Þ
¼R13 �R23: (3.98)

The third one is almost the same.
We have thus shown that the formal operatorR given as

(3.88) is a quasitriangular structure and, due to (3.91), our
lattice superalgebra is identified as a triangular Hopf alge-
bra. The whole space of fields, as a representation space of
a triangular Hopf algebra, would be braided by R as in

� ¼ � �Rx; (3.99)

which agrees with our formula (3.70) as now seen. We need
the representation of L� on the elementary fields. First for
the normal scalar fields f�; � � �g let

L�x� ¼ 0 �� ¼ 0: (3.100)

For the other fields in the irreducible supermultiplet to
which the above bosonic fields belong, the actions of L�

are automatically determined by the algebra (3.84). For
instance, on c A :¼ Qlat

A �, we find

L�xc A ¼ L�xðQlat
A �Þ ¼ ð½L�;Qlat

A � þQlat
A � L�Þx�

¼ l�AQ
lat
A � ¼ l�A c A: (3.101)

Then inductively, we find for ’A1���An
¼ Qlat

An
� � �Qlat

A1
� that

L�x’A1���An
¼ ðlA1

þ � � � þ lAn
Þ�’A1���An

: (3.102)

These relations express explicitly the grading structure of
fields explained above. We thus compute

Rxð’A1���Ap
ðxÞ
’B1���Bq

ðyÞÞ
¼ expð1
ððaA1

þ���þaAp
Þ�@�Þ�ððaB1

þ���þaBq
Þ�@�Þ


1þ i�pq1
1Þxð’A1���Ap
ðxÞ
’B1���Bq

ðyÞÞ
¼ð�1Þpqð1
TaA1þ���þaAp

Þ � ðT�1
aB1þ���þaBq


1Þ
�xð’A1���Ap

ðxÞ
’B1���Bq
ðyÞÞ

¼’A1���Ap

�
x�Xp

i¼1

aBi

�

’B1���Bq

�
yþXq

i¼1

aAi

�
: (3.103)

Since here aAi
¼ alAi

� arAi
etc., we have shown that

Eq. (3.99) does reproduce the general braiding rule (3.70).
It is worth pointing out that our quasitriangular structure

R can be written as

R ¼ 
21 �R0 � 
�1; R0 :¼ expði�F 
F Þ;
(3.104)

with some invertible operator 
 2 UðAÞ 
UðAÞwhich
satisfies the so-called 2-cocycle condition

ð
 
 1Þ � ð� 
 idÞ
 ¼ ð1 
 
Þ � ðid 
 �Þ
; (3.105)

and the counital condition

ð� 
 idÞ
 ¼ ðid 
 �Þ
 ¼ 1: (3.106)

Such an operator is not necessarily unique. We take one
specific example to illustrate it:
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 :¼ expða@� 
 Ll� þ aLr� 
 @�Þ;

21 ¼ expðaLl� 
 @� þ a@� 
 Lr�Þ;

�1 ¼ expð�a@� 
 Ll� � aLr� 
 @�Þ;

(3.107)

where we have introduced two more operators Ll� and Lr�

such that L� ¼ Ll� � Lr�, namely

a½Ll;r�; Qlat
A � ¼ ðal;rA Þ�Qlat

A ; etc:; (3.108)

with coproduct, counit, and antipode formulas similar to
those of L�. It is easy to see that (3.104) actually holds for
this operator 
. The cocycle condition is fulfilled as

ðl:h:s:Þ ¼ expða@� 
 Ll� 
 1þ aLr� 
 @� 
 1Þ � expða�ð@�Þ 
 Ll� þ a�ðLr�Þ 
 @�Þ
¼ expða@� 
 Ll� 
 1þ aLr� 
 @� 
 1þ a@� 
 1 
 Ll� þ a1 
 @� 
 Ll� þ aLr� 
 1 
 @� þ a1 
 Lr� 
 @�Þ
¼ expð1 
 a@� 
 Ll� þ 1 
 aLr� 
 @� þ a@� 
 Ll� 
 1þ a@� 
 1 
 Ll� þ aLr� 
 @� 
 1þ aLr� 
 1 
 @�Þ
¼ expð1 
 a@� 
 Ll� þ 1 
 aLr� 
 @�Þ � expða@� 
�ðLl�Þ þ aLr� 
�ð@�ÞÞ ¼ ðr:h:s:Þ; (3.109)

while counitality is clear because �ð@�Þ ¼ �ðLl;r�Þ ¼ 0.
We thus conclude from these results that our lattice super-
algebra UðAÞ with the quasitriangular structure R could
be understood as the so-called twist by the cocycle element

 of some other Hopf algebra UðAÞ0 with the simple
quasitriangular structure R0. The ‘‘untwisted’’ Hopf alge-
bra UðAÞ0 has the same algebra and counit as those of
UðAÞ but its coproduct and antipode are such that

�ðhÞ¼ 
 � �0ðhÞ � 
�1; SðhÞ ¼ U � S0ðhÞ �U�1;

U :¼ �ðid 
 SÞ
; U�1 ¼ �ðS 
 idÞ
�1: (3.110)

Thus for h ¼ Tb, ð�1ÞF , L� we find �0ðhÞ ¼ �ðhÞ,
whereas for h ¼ Qlat

A , Plat
� , we can show that

�0ðQlat
A Þ ¼ Qlat

A 
 1þ ð�1ÞF 
Qlat
A ;

�0ðPlat
� Þ ¼ Plat

� 
 1þ 1 
 Plat
� :

(3.111)

Since in the present case

U ¼ expð�aL
�
þ � @�Þ; U�1 ¼ expðaL�

þ � @�Þ;
L
�
þ :¼ Ll� þ Lr�; (3.112)

the antipode as well remains unchanged for h ¼ Tb,
ð�1ÞF , Ll;r�, but changed again for h ¼ Qlat

A , Plat
� :

S0ðQlat
A Þ ¼ �ð�1ÞF �Qlat

A ; S0ðPlat
� Þ ¼ �Plat

� ;

(3.113)

as it can be seen by using

U �Qlat
A �U�1 ¼ expððalA þ arAÞ�@�Þ �Qlat

A

¼ Tal
A
� Tar

A
�Qlat

A (3.114)

and a similar equation for Plat
� .

We have found that the (un)twisted Hopf algebra
ðUðAÞ0;R0Þ is much simpler and has the form of a
normal universal enveloping superalgebra of normal su-
persymmetry. This result might seem confusing because
under the twisting the algebraic structure of the original
Hopf algebra remains the same and the operators them-
selves are not transformed; if such a simpler Hopf algebra

exists, could we use that one to begin with without taking
the deformed one ðUðAÞ;RÞ into consideration?
Actually we can equally formulate the whole story with
the simpler Hopf algebra ðUðAÞ0;R0Þ, but notice that
this twisting transformation is only possible with the non-
trivial ‘‘charge’’ or grading operators Ll;r� at our disposal,
and that the twisted Hopf algebra keeps them as well. On
our original Hopf algebra ðUðAÞ;RÞ, these have a natural
interpretation as those assigning how fields are geometri-
cally put on the lattice and how operators affect such a
geometrical structure. On the twisted Hopf algebra
ðUðAÞ0;R0Þ, this kind of interpretation is less clear since
�0, S0, etc., just have normal structure and, nevertheless,
these operators Ll;r� must be included for the whole alge-
bra to be represented exactly. This last observation would
be quite crucial, particularly when compared with the no-
go theorem presented in [43], since in the twisted algebra
the momentum operator obeys the exact, not modified,
Leibniz rule for which no local and translationally cova-
riant representation is proved to exist. We expect that the
nontrivial grading of the momentum operator may help
resolve these difficulties.
One more aspect to be mentioned here is that the multi-

plication rule for the fields representing the algebra should
be correspondingly modified under the twisting. Let us

denote by ðX̂; mÞ and ðX̂0; m0Þ the spaces of fields which
represent, respectively, the deformed algebra ðUðAÞ;RÞ
and the twisted algebra ðUðAÞ0;R0Þ. Here m and m0 are

the multiplication maps on the spaces X̂ and X̂0, respec-

tively. On products in X̂, h 2 UðAÞ acts covariantly as we
have seen in the previous subsection: hxmð’ 
 ’0Þ ¼
mð�ðhÞxð’ 
 ’0ÞÞ. According to the theory of twisting
(see Appendix A), h 2 UðAÞ0 can act covariantly on

products of fields in X̂0 only with the product

m0 :¼ m � 
x (3.115)

[remember that the twisting from ðUðAÞ;RÞ to
ðUðAÞ0;R0Þ is given by 
�1], as in

hxm0ð’ 
 ’0Þ ¼ m0ð�0ðhÞxð’ 
 ’0ÞÞ: (3.116)
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Suppose that this product m0 is ‘‘commutative’’ in the
sense that

m0 ��0 ¼ m0; i:e: m0 � � �R0x ¼ m0; (3.117)

which means commutative up to the statistics factor in-
duced by R0. This assumption would be natural because
the twisted algebra ðUðAÞ0;R0Þ has the simple Hopf
algebraic structure which is symmetric under the exchange
of order of any objects. It turns out that then the multi-
plication m is again commutative up to the nontrivial
statistics � (thus noncommutative in the standard sense):

m �� ¼ m0 � 
�1x � � �Rx

¼ m0 � � � ð
�1
21 �R � 
Þx � 
�1x

¼ m0 ��0 � 
�1x ¼ m0 � 
�1x ¼ m:

(3.118)

This consequence in a way shows that the multiplication
rule should incorporate the statistics in an obvious manner
so that it becomes commutative up to the statistics. When
the statistics is itself nontrivial, this notion of commuta-
tivity up to the statistics may be expressed as just a non-
commutativity in the standard sense. In our case, we have

’A1���Ap
ðxÞ � ’B1���Bq

ðyÞ ¼ ð�1Þpq’B1���Bq

�
yþXp

i¼1

aAi

�

� ’A1���Ap

�
x�Xq

i¼1

aBi

�
:

(3.119)

We regard it as a consequence of either the lattice-
deformed statistics, or the mild noncommutativity, and
may use the notation ’ � ’0 to emphasize its noncommu-
tative nature.

We finally recall that the space of fields on the lattice X̂,
defined in (3.1), forms an algebra. It actually forms a Hopf
algebra in a natural way [41,53]:

mð’1
’2Þ¼’1 �’2 ðproductÞ;
	ð1Þ¼ 1 ðunitÞ;
�ð’Þ¼’
1þ1
’; �ð1Þ¼ 1
1 ðcoproductÞ;
�ð’Þ¼ 0; �ð1Þ¼ 1 ðcounitÞ;
Sð’Þ¼�’; Sð1Þ¼ 1 ðantipodeÞ; (3.120)

where ’ 2 X. This Hopf algebraic structure should not be
confused with that of the symmetry operators UðAÞ act-
ing on X̂. In addition to this Hopf algebraic structure, the

space X̂ has the braiding/shift structure� which obeys the
consistency conditions (3.72) and (3.74). With the use of
the braiding, the Hopf algebraic structure is extended to the

whole field space X̂; coproduct, counit, and antipode of a
product of two elementary fields ’1, ’2 2 X are defined
by

�ð’1 � ’2Þ :¼ ðm 
mÞ � ðid 
� 
 idÞð�ð’1Þ 
 �ð’2ÞÞ;
�ð’1 � ’2Þ :¼ �ð’1Þ�ð’2Þ;
Sð’1 � ’2Þ :¼ m ��ðSð’1Þ 
 Sð’2ÞÞ; (3.121)

and generalized inductively to any products in X̂. One of
the most crucial properties for this braiding structure is that
it must be covariant under the symmetry operations. In fact
we recall that the braiding structure is inevitable only for
the covariant consistency under the Hopf algebraic sym-
metry: ax �� ¼ � � ax, a 2 UðAÞ. With all these

properties, the space X̂ is called a braided Hopf algebra,
or, more precisely, Hopf algebra in a braided category. We
thus claim that the link formalism naturally treats the space
of fields as a braided Hopf algebra with a Hopf algebraic
symmetry, for which the general BQFT formalism can
apply. We now see this application in the next subsection.

C. Perturbative definition of supersymmetry on the
lattice as a braided quantum field theory

Following the general theory of BQFT given in [41], we
can now construct a lattice theory which has the Hopf
algebraic symmetry introduced in the previous subsec-
tions. Before giving concrete examples, let us here briefly
review the general framework. The crucial ingredient to
define a quantum field theory is the path integral. In order
to define a perturbation theory it is enough to introduce a
formal Gaussian integral, with the property that a total
functional derivative under it vanishes. We therefore need
to define the functional derivative.
Let us introduce the functional derivative with respect to

’ 2 X as

�

�’ðxÞ’ðyÞ ¼ �Dðx� yÞ: (3.122)

Following the more abstract definition given in [41], we
write this as

ev

�
�

�’ðxÞ 
 ’ðyÞ
�
:¼ �

�’ðxÞ’ðyÞ; (3.123)

by introducing the evaluation map ev. It is a kind of natural
contraction of X and X�, where X� is the dual space to X
composed of �=�’. Similarly we can introduce the oppo-
site map, a kind of completeness relation, as

coev ð�Þ :¼ �
X
x

’ðxÞ 
 �

�’ðxÞ : (3.124)

These maps are characterized by the identities

ðev 
 idÞðid 
 coevÞ ¼ idX� ;

ðid 
 evÞðcoev 
 idÞ ¼ idX:
(3.125)

The functional derivative can be naturally extended to act

on the whole space of fields X̂ in the following way. On a
product of two elementary fields ’1, ’2 2 X, the action of
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the functional derivative obeys a braided Leibniz rule,
namely

�

�’ðxÞ ð’1ðx1Þ � ’2ðx2ÞÞ ¼ �

�’ðxÞ’1ðx1Þ � ’2ðx2Þ

þ �
�
��1

�
�

�’ðxÞ 
 ’1ðx1Þ
�

� ð1 
 ’2ðx2ÞÞ
�
: (3.126)

On products of three or more fields the result can be found
by induction. Needless to say, the derivative trivially com-
mutes with a constant field [see (3.74)], and gives zero
when it acts on a constant. More rigorous definition of the
functional derivative is given in [41,53].

Now we can introduce Gaussian integration defined by
the following property:

Z �

�’
ðO½’�e�S0Þ ¼ 0; O½’� 2 X̂;

�

�’
2 X�;

(3.127)

where expð�S0Þ 2 X̂ is the corresponding Gaussian factor.
In the application to field theory, S0 is interpreted as the
free part of an action. Notice that this integration is for-
mally understood as the one which satisfies the property
(3.127) without referring to its actual values. This way of
abstract definition is already enough to define a perturba-
tion theory and to compute correlation functions of arbi-
trary order, since for such computations only ratios of
functional integrals are needed (the actual value of the
partition function is not necessary as in standard field
theory), and those ratios can be computed using just alge-
braic properties.

Let us now introduce a kind of propagator. Consider a
map 
: X� ! X defined by

�

�’ðxÞ e
�S0 ¼ �


�
�

�’ðxÞ
�
e�S0 ; (3.128)

or more specifically by




�
�

�’ðxÞ
�
¼ �

�’ðxÞS0; (3.129)

which roughly corresponds to the inverse propagator, so
that the propagator is in a way given as 
�1. This naive
argument will be justified shortly.

The free n-point correlation function is now defined by

Zð0Þ
n ð�nÞ :¼

R
�ne

�S0R
e�S0

; �n 2 Xn: (3.130)

The superscript (0) stands for the free theory. In this
definition, the denominator, denoted here tentatively as

Zð0Þ, might be interpreted as the free partition function,
but in the general case we do not have any definition that
allows one to compute it as mentioned above. Still this
definition is enough to calculate the correlation functions

of any order. To see this argument, notice first that

�n’e
�S0 ¼ �n
ð
�1ð’ÞÞe�S0 ¼ ��n


�1ð’Þðe�S0Þ;
(3.131)

where we have used the definition (3.128) and the fact that

�1ð’Þ 2 X� and so is a functional derivative. We then
find, using the braided Leibniz rule, that

��n

�1ð’Þðe�S0Þ ¼ �ð
�1ð’�nÞð�’

n e�S0Þ
� 
�1ð’�nÞð�’

n Þe�S0Þ; (3.132)

where we have denoted the ‘‘shifted’’ field as ’�n and �’
n ,

with the superscripts implying the amount of shifts.10 We
thus find

Z
�n’e

�S0 ¼ �
Z
ð
�1ð’�nÞð��’

n e�S0Þ
� 
�1ð’�nÞð�’

n Þe�S0Þ
¼

Z

�1ð’�nÞð�’

n Þe�S0 : (3.133)

In the second equality, the first term vanishes because it is a
total derivative under the path integral. We therefore obtain
a basic formula

Zð0Þð�n’Þ ¼ Zð0Þð
�1ð’�nÞð�’
n ÞÞ: (3.134)

For example, putting � ¼ 1 (n ¼ 0) in Eq. (3.134), it is
clear that

Zð0Þ
1 ð’Þ ¼ 0: (3.135)

The simplest nontrivial example is given for n ¼ 1 by
taking �1 ¼ ’1ðx1Þ 2 X and ’ ¼ ’2ðx2Þ 2 X in (3.134),
so that

Zð0Þ
2 ð’1ðx1Þ’2ðx2ÞÞ¼Zð0Þ

2 ð
�1ð’2ðx2þa’1
ÞÞð’1ðxþa’2

ÞÞÞ
¼
�1ð’2ðx2þa’1

ÞÞð’1ðxþa’2
ÞÞ:
(3.136)

The other formulas can be computed inductively using
(3.134). The general results are summarized as follows:

Zð0Þ
2 ¼ ev � ð
�1 
 idÞ ��; (3.137)

Zð0Þ
2n ¼ ðZð0Þ

2 Þn � ½2n� 1�0�!!; (3.138)

Zð0Þ
2nþ1 ¼ 0; (3.139)

where

10This notational simplicity can only apply to our present case
for the specific braiding/shift structure. The general expression
with general braiding � is given in [41].
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½2n� 1�0�!! :¼ ð½1�0� 
 id2n�1Þ � ð½3�0� 
 id2n�3Þ � � � �
� ð½2n� 1�0� 
 idÞ;

½n�0� :¼ idn þ idn�2 
��1 þ � � � þ��1
1;n�1:

(3.140)

These formulas represent Wick’s theorem in the BQFT
formalism.

When an interaction is turned on, we can treat the theory
perturbatively. Let the action be S ¼ S0 þ �Sint. The

n-point correlation function now reads

Znð�nÞ :¼
R
�ne

�SR
e�S

¼
R
�nð1� �Sint þ � � �Þe�S0Rð1� �Sint þ � � �Þe�S0

;

�n 2 Xn: (3.141)

Dividing both the numerator and denominator by the ‘‘par-

tition function’’ Zð0Þ, we find

Zn ¼
Zð0Þ
n � �Zð0Þ

nþk � ðidn 
 SintÞ þ 1
2�

2Zð0Þ
nþ2k � ðidn 
 Sint 
 SintÞ þ � � �

1� �Zð0Þ
k � Sint þ 1

2�
2Zð0Þ

2k � ðSint 
 SintÞ þ � � � ; (3.142)

where k is the order of the interaction Sint, i.e. Sint 2 Xk, and we have put a map Sint: C ! Xk with the abuse of notation.
Let us give an example to see the formalism above more explicitly. Let us consider theN ¼ ð2; 2ÞWess-Zumino model

in two dimensions in the Dirac-Kähler twisted basis. The superalgebra is given as before

fQlat; Qlat
� g ¼ i@þ�; f ~Qlat; Qlat

� g ¼ �i���@��: (3.143)

The bosonic fields include scalars �, � and auxiliary fields ~�, ~�, whereas the fermionic fields are c , ~c , c �.
Supertransformations are given in Appendix B. The action is given as

S ¼ X
x

�
ð@latþ��Þðx� a�̂Þ � ð@lat���ÞðxÞ � ~�ðxþ a1 þ a2Þ � ~�ðxÞ � ic ðx� aÞ � @lat��c �ðxÞ

� i���
~c ðx� ~aÞ � @latþ�c �ðxÞ �W 0ð�ðxþ a1 þ a2ÞÞ � ~�ðxÞ � V0ð�ðxþ aþ ~aÞÞ � ~�ðxÞ

þ V 00ð�ðxþ aþ ~aÞÞ � c ðxþ ~aÞ � ~c ðxÞ þ 1

2
���W 00ð�ðxþ a1 þ a2ÞÞ � c �ðxþ a�Þ � c �ðxÞ

�
; (3.144)

where W and V are (super)potentials in the twisted basis.
The invariance of the action can be unambiguously seen
using the modified Leibniz rule taking care of the specific
‘‘staggered’’ configurations of arguments of the fields [6]
as well as of the mildly generalized statistics (3.119).

D. Ward-Takahashi identities

Here we follow [53]. The invariance of the correlation
functions can be written as

Znðax
Þ ¼ �ðaÞZnð
Þ; a 2 UðAÞ; 
 2 Xn;

(3.145)

which is the Ward-Takahashi identity corresponding to the
Hopf algebraic symmetry UðAÞ. Just as in a usual field
theory, the invariance of the correlation functions follows
from the invariance of the action. One obvious difference
from the usual case is that, with the nontrivial braiding, the
symmetry operators must act on the fields in a manner
consistent with the braiding structure. In fact it is shown
that the identity (3.145) follows when the following four
conditions are satisfied [53]:

(1) Invariance of the free action:

ax
�1ð’Þ ¼ 
�1ðax’Þ: (3.146)

(2) Invariance of the interaction:

axSint ¼ �ðaÞSint: (3.147)

(3) Covariance of the braiding:

�ðaxðX1 
 X2ÞÞ ¼ ax�ðX1 
 X2Þ: (3.148)

(4) Invariance of the delta function:

ev ðaxðX� 
 XÞÞ ¼ �ðaÞevðX� 
 XÞ: (3.149)

In our current application, the general formula of Ward-
Takahashi identity (3.145) naturally gives the correct iden-
tities on the lattice. It is important that the general formula
(3.145) can be proved unambiguously using only algebraic
relations.

E. Nonperturbative definition?

In this section, we first extracted the essential require-
ments for the symmetry operators in the link formalism,
concluding that this symmetry is Hopf algebraic. Then we
utilized the general framework of BQFT formulated in
[41], showing that supersymmetric theory on a lattice in
the link formalism can be treated with a formal definition
of path integral. This path integral approach, however, only
gives a perturbative formulation in general, due to the lack
of an explicit definition of the path integral. As a field
theory on a lattice, this situation would not be satisfactory
at all, especially for the application to numerical simula-
tions. It is known that in some cases one can define a
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‘‘braided integral’’ explicitly [55]. We might be able to
apply such an approach to the current problem and define a
rigorous path integral on the lattice, which, if possible,
should give a nonperturbative definition in this formulation
based on the Hopf algebraic symmetry. As we have pointed
in subsection III B, it is also crucial to accommodate an
explicit representation of the lattice momentum operator
endowed with the correct grading nature.

IV. CONCLUSION AND DISCUSSION

We have shown how the link formalism is treated as a
field theory on the lattice with a deformed or modified
algebraic symmetry. The deformation of the algebra is
indeed the one naturally treated in the framework of
Hopf algebra. We showed this argument explicitly, defin-
ing the corresponding Hopf algebraic structures of the
supersymmetry algebra for the link formalism. The modi-
fied Leibniz rule, which is the crucial notion in the original
link formalism, is incorporated as the coproduct structure
of the Hopf algebra, whose consistency is assured with the
other relevant structures of the algebra. The Hopf algebra
introduced this way in fact turns out to be a (quasi)trian-
gular Hopf algebra, which has a nontrivial universal
R-matrix. When represented on the space of fields, this
quasitriangular structure inevitably induces a nontrivial
statistics, or a noncommutativity, which is the key ingre-
dient for a consistent representation. With these algebraic
descriptions, we could identify the link formalism as a
representation theory of a quasitriangular Hopf algebra.
On the other hand, it is known that there is a general
scheme to construct a quantum field theory which has a
Hopf algebraic symmetry, called braided quantum field
theory. We applied this general formulation to the link
formalism. The construction is purely algebraic. In par-
ticular, it defines a path integral using only algebraic
properties. One can show that it still gives a well-defined
perturbative description of the theory, providing full meth-
ods for calculating correlation functions in any order. It
also gives a consistent way to derive the Ward-Takahashi
identities corresponding to the Hopf algebraic symmetry.
We therefore realized the link formalism as a quantum field
theory which has the quasitriangular Hopf algebraic sym-
metry at least in the perturbative sense.

From the consistency of the Hopf algebraic structure, it
is required that the lattice momentum operator which is
proportional to the difference operator should carry grad-
ing compatible with the shifting nature of the difference
operator. In this paper we have not given a concrete repre-
sentation of this grading structure which may be needed to
give an explicit nonperturbative definition of this formula-
tion. We leave this issue for the future investigation.

The algebraic inconsistency pointed out in [42], which is
connected with an ordering ambiguity of the component
fields when applying a supersymmetry transformation, is
solved by the introduction of the braiding structure accord-

ing to the notion of coproduct for the lattice supercharges
and the momentum operator in Hopf algebra.
It is then important to ask the question about how the

continuum limit of this formulation is realized. If one can
formulate the braided quantum field theory which respects
the Hopf algebraic structure as a concrete representation
for modified path integral, the twisted lattice supersymme-
try will be kept in the continuum limit since the lattice
twisted supersymmetry is exactly kept. As we have shown
the lattice supersymmetry is kept in the perturbative level
of a braided quantum field theory. It is still a nontrivial
question how the symmetry is recovered even in the non-
perturbative level. In any case we expect that fine-tuning is
not needed to keep supersymmetry in the continuum limit
if the formulation of deformed supersymmetry algebra is
concretely constructed.
In the formulation of the orbifold construction of lattice

field theories only a subset of lattice supercharges, in
particular, the nilpotent scalar supercharge which corre-
sponds to the shiftless charge in the link construction is
exactly preserved on the lattice [28–36]. The lattice super-
algebra in this case is the same as the continuum twisted
supersymmetry algebra. It was stressed that the super-
charges carrying shifts break lattice supersymmetry in
the sense of the continuum twisted superalgebra [34,35].
Our claim in this paper is that these supercharges carrying
shifts may break the continuum twisted supersymmetry but
preserve exactly the Hopf algebraic supersymmetry. Thus
in the link approach all the lattice supercharges are claimed
to be preserved exactly in the framework of Hopf algebraic
supersymmetry. The supersymmetry algebra is deformed
from the continuum twisted superalgebra to the Hopf
algebraic one.
We have not considered the gauge extension of the

deformed supersymmetry in this paper. It was pointed
out that there is a similar ordering ambiguity for the lattice
super Yang-Mills formulation of the link approach [42].
We consider that this problem can be solved similarly as in
the nongauge case by identifying the lattice supersymme-
try with gauge symmetry in the link approach as a Hopf
algebraic symmetry. There is, however, yet another prob-
lem in the gauge extension: the loss of the gauge invariance
due to the link nature of the lattice supercharges. A pos-
sible solution was proposed by introducing covariantly
constant superparameters 	A [8]:

frB; 	Ag ¼ 0;

where rB is the supercovariant derivative. This is a highly
nontrivial relation in the sense that the fermionic parameter
	A carrying a shift should carry a spacetime dependence
caused by the supercovariant derivative rB to keep the
covariant constant nature. Here we may consider that the
fermionic link variables are defined on the links of internal
spacetime. In other words the spacetime distortion of
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internal spacetime may compensate the required depen-
dence of the fermionic parameter. There is a possibility that
gravity may play a role in these questions.

It has been pointed out that the breakdown of the Leibniz
rule for the lattice difference operator is inevitable under
reasonable assumptions for algebraic properties on the
lattice [43]. Recent renormalization group analysis confirm
this statement from a different point of view [27]. In order
to realize a supersymmetry algebra which includes the
momentum operator on the lattice it is most natural to
introduce the difference operator in the lattice superalgebra
while, so far, the exact continuum supersymmetry was
realized only for the nilpotent supercharge which is the
scalar part of the twisted supersymmetry but does not
include the crucial momentum dependence. We claim
that the deformation of the Lie algebraic continuum super-
symmetry to a Hopf algebraic supersymmetry on the lattice
is inevitable to accommodate the difference operator in the
algebra.

It is obviously very important to find a concrete repre-
sentation of the Hopf algebraic superalgebra on the lattice
to obtain a modified path integral definition of QFT with
this particular braiding structure. As we have already
shown this type of mild noncommutativity with shifting
nature may be well accommodated by a matrix formulation
of lattice noncommutativity [40,56]. This part of the con-
crete proposal with the necessary formulation of the lattice
graded momentum operator will be given elsewhere. It
would also be interesting to compare the formulation of
the link approach with other noncommutative approaches
[57] and the nonlattice formulations [58,59].
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APPENDIX A: BRIEF SUMMARY OF HOPF
ALGEBRA

Here we briefly list the axioms of Hopf algebra and some
related notions which are used in this article. For rigorous
and complete descriptions, see, for example, [60–62].

1. Hopf algebra

A Hopf algebra over a field k ( ¼ C or R) is a vector
space H over k which has the following properties 1, 2, 3,
and 4.

(1) H is a unital associative algebra, so that

(a) it has a k-linear multiplication (or product) map11

� : H 
H ! H; �ðh1 
 h2Þ ¼ h1 � h2; (A1)

which is associative

� � ð� 
 idÞ ¼ � � ðid 
 �Þ;
i:e: ðh1 � h2Þ � h3 ¼ h1 � ðh2 � h3Þ; (A2)

(b) it has unit element 1 which satisfies 1 � h ¼ h � 1 ¼
h, whose existence can be formally expressed as the
existence of a k-linear map

	: k ! H; 	ð�Þ ¼ �1; � 2 k: (A3)

(2) H is a coalgebra. Namely,
(a) it has a k-linear map called coproduct:

�: H ! H 
H; �ðhÞ ¼ X
i

hið1Þ 
 hið2Þ;

hið1Þ; hið2Þ 2 H; (A4)

which satisfies coassociativity12

ð� 
 idÞ �� ¼ ðid 
 �Þ ��;

i:e: hð1Þð1Þ 
 hð1Þð2Þ 
 hð2Þ ¼ hð1Þ 
 hð2Þð1Þ 
 hð2Þð2Þ;

(A5)

(b) it has also another k-linear map called counit

�: H ! k; (A6)

which obeys the relation

ð� 
 idÞ �� ¼ ðid 
 �Þ �� ¼ id;

i:e: �ðhð1ÞÞhð2Þ ¼ �ðhð2ÞÞhð1Þ ¼ h: (A7)

(3) These structures of algebra and coalgebra are com-
patible with each other. Namely,

(a) the coproduct and the counit are both algebra maps:

�ðh1 � h2Þ ¼ �ðh1Þ � �ðh2Þ;
�ðh1 � h2Þ ¼ �ðh1Þ�ðh2Þ:

(A8)

(4) H has one more map called antipode:

12We use below a much simpler abbreviation�ðhÞ ¼ hð1Þ 
 hð2Þ
known as the Sweedler’s notation.

11In what follows we take, unless otherwise specified,
h; h1; h2; � � � , to be arbitrary elements of H.
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(a) it has a k-linear map

S: H ! H; (A9)

which obeys the identity

�ðS 
 idÞ �� ¼ �ðid 
 SÞ �� ¼ 	 � �;

i:e: Sðhð1ÞÞ � hð2Þ ¼ hð1Þ � Sðhð2ÞÞ ¼ �ðhÞ1: (A10)

If the k-linear space H satisfies these properties 1, 2, 3,
but not 4, it is called a bialgebra.

2. Quasitriangular structure

A Hopf algebra H is said to be quasitriangular if there
exists an invertible element R 2 H 
H which satisfies

� ��h ¼ R � ð�hÞ �R�1; ð� 
 idÞR ¼ R13R23;

ðid 
 �ÞR ¼ R13R12; (A11)

where

R ¼X
Rð1Þ 
Rð2Þ; R12 ¼

X
Rð1Þ 
Rð2Þ 
1;

R13 ¼
X

Rð1Þ 
1
Rð2Þ; R23 ¼
X

1
Rð1Þ 
Rð2Þ;

(A12)

and �: H 
H ! H 
H is the transposition map

�ðh1 
 h2Þ ¼ h2 
 h1; h1; h2 2 H: (A13)

The element R, if it exists, is called a quasitriangular
structure or universal R-matrix.

If a quasitriangular structure R of a quasitriangular
Hopf algebra H obeys further the following condition,
the Hopf algebra is said to be triangular:

R21R ¼ 1 
 1; i:e: R21 ¼ R�1;

where R21 ¼
X

Rð2Þ 
Rð1Þ: (A14)

3. Action on algebras

A (left) action of a Hopf algebra H on an associative
algebra X is a representation �:H ! LinðXÞ, where LinðXÞ
is the algebra of linear maps on X, which satisfies the
covariance in the following sense:

hxð’ � ’0Þ ¼ mð�ðhÞxð’ 
 ’0ÞÞ;
hx1 ¼ �ðhÞ1; ’; ’0 2 X:

(A15)

We have here introduced the notation hx’ :¼ �ðhÞð’Þ,
the product m of X with the abbreviation ’ � ’0 :¼ mð’ 

’0Þ, and the unit 1 2 X.

4. Braiding

Let us consider a formal collection13 of representation
spaces ð1; X; Y; Z; � � �Þ of a Hopf algebra H together with
the collection of tensor products of the representation
spaces ð1 
 X ffi X 
 1 ffi X; X 
 Y; ðX 
 YÞ 
 Z ffi
X 
 ðY 
 ZÞ; � � �Þ on which H acts with the coproduct
structure (ð�hÞxð’ 
 
Þ, h 2 H, ’ 2 X, 
 2 Y). If there
exists an invertible intertwiner (isomorphism)

�X;Y: X 
 Y ! Y 
 X;

�X;Yð�ðhÞxð’ 
 
ÞÞ ¼ �ðhÞx�X;Yð’ 
 
Þ (A16)

with the properties

�X
Y;Z ¼ �X;Z ��Y;Z; �X;Y
Z ¼ �X;Z ��X;Y;

(A17)

it unambiguously relates the two representations on X 
 Y
and Y 
 X. It should be compatible with any maps which
intertwine the representation spaces as in

�Z;W � ðgXZ 
 gYWÞ ¼ ðgYW 
 gXZÞ ��X;Y;

gXZ: X ! Z; gYW : Y ! W:
(A18)

We call this isomorphism � a braid. Strictly speaking, a
braid should be such that

� �� � id; or �X;Y � ��1
Y;X; (A19)

which means there are two distinct ways in relating X 
 Y
to Y 
 X. It gives a nontrivial rule of exchanging factors of
a tensor product, and generalizes the statistics of the rep-
resentation spaces. If, on the other hand, it satisfies � �
� ¼ id, the isomorphism is more like a simple transposi-
tion and said to be symmetric.
When the Hopf algebra H is quasitriangular, we can

express braiding more explicitly using a quasitriangular
structure R of H and the transposition map � (A13) as in

�X;X0 ð’
’0Þ ¼ ��Rxð’
’0Þ; ’2X; ’0 2X0:
(A20)

This indeed becomes an invertible intertwiner (A16) and
satisfies the conditions (A17) and (A18). We find that

�X;X0 ��X0;X ¼ � �Rxð� �RxÞ
¼ �ððR �R21Þx � �Þ:

Thus the condition (A19), that is for � to be strictly
braided, is equivalent to

R �R21 � 1 
 1; (A21)

namely that the universal R-matrix is really quasitriangu-

13The notion of braiding would be most suitably defined in
terms of category theory. Here instead we just give a simple and
intuitive description.
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lar. Equivalently, a symmetric isomorphism� corresponds
to a triangular structure R �R21 � 1 
 1.

5. Twist

Let H be a Hopf algebra. An invertible element 
 2
H 
H is called a (2-)cocycle when it satisfies the follow-
ing condition:

ð
 
 1Þð� 
 idÞ
 ¼ ð1 
 
Þðid 
 �Þ

ðð2�Þcocycle conditionÞ: (A22)

A cocycle 
 is said to be counital if14

ð� 
 idÞ
 ¼ 1 and ðid 
 �Þ
 ¼ 1

ðcounital conditionÞ: (A23)

For a quasitriangular Hopf algebra ðH;RÞ and a counital
2-cocycle 
, there exists a new Hopf algebra ðH
;R
Þ
which has

(i) the same algebra and counit as those for ðH;RÞ,
(ii) coproduct: �
h ¼ 
ð�hÞ
�1,
(iii) antipode: S
h ¼ UðShÞU�1, where U ¼ �ðid 
 SÞ
,

U�1 ¼ �ðS 
 idÞ
�1,
(iv) quasitriangular structure: R
 ¼ 
21R
�1, where


21 ¼ �ð
Þ with � given in (A13).
The process of obtaining the Hopf algebra ðH
;R
Þ

from the original one ðH;RÞ is called twisting with the
element 
 called a twist element. If ðH;RÞ is triangular, so
is ðH
;R
Þ.

When a Hopf algebraH acts on an associative algebra X
covariantly as in (A15), the twisted Hopf algebraH
 with a

twist element 
 acts covariantly on a new algebraX
 with a

new product

’ � ’0 :¼ m � 
�1xð’ 
 ’0Þ (A24)

and with the same unit. The new product � is associative
and in general noncommutative even if the original
product � is commutative.

APPENDIX B: N ¼ ð2; 2Þ WESS-ZUMINO MODEL
IN TWO DIMENSIONS

We list here the explicit supertransformation formulas
for the N ¼ ð2; 2Þ Wess-Zumino model in two dimen-
sions. The superalgebra is

fQlat; Qlat
� g ¼ Platþ�; f ~Qlat; Qlat

� g ¼ ����P
lat��;

ðPlat�� :¼ i@��Þ;
with the other commutators just vanishing. The field con-

tents are f�;�; c ; c �; ~c ; ~�; ~�g, for which supertransfor-

mations are as follows:

Qlat� ¼ 0; Qlat
� � ¼ c �; ~Qlat� ¼ 0;

Qlatc � ¼ i@þ��; Qlat
� c � ¼ ����

~�;

~Qlatc � ¼ �i���@���; Qlat ~� ¼ �i���@þ�c �;

Qlat
�
~� ¼ 0; ~Qlat ~� ¼ i@��c �; Qlat� ¼ �c ;

Qlat
� � ¼ 0; ~Qlat� ¼ � ~c ; Qlatc ¼ 0;

Qlat
� c ¼ �i@þ��; ~Qlatc ¼ �~�; Qlat ~c ¼ ~�;

Qlat
�
~c ¼ i���@���; ~Qlat ~c ¼ 0; Qlat ~� ¼ 0;

Qlat
� ~� ¼ i���@��c þ i@þ�

~c ; ~Qlat ~� ¼ 0:
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