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We use N-body simulations to study the nonlinear structure formation in brane-induced gravity,

developing a new method that requires alternate use of Fast Fourier Transforms and relaxation. This

enables us to compute the nonlinear matter power spectrum and bispectrum, the halo mass function, and

the halo bias. From the simulation results, we confirm the expectations based on analytic arguments that

the Vainshtein mechanism does operate as anticipated, with the density power spectrum approaching that

of standard gravity within a modified background evolution in the nonlinear regime. The transition is very

broad and there is no well defined Vainshtein scale, but roughly this corresponds to k� ’ 2h Mpc�1 at

redshift z ¼ 1 and k� ’ 1h Mpc�1 at z ¼ 0. We checked that while extrinsic curvature fluctuations go

nonlinear, and the dynamics of the brane-bending mode C receives important nonlinear corrections, this

mode does get suppressed compared to density perturbations, effectively decoupling from the standard

gravity sector. At the same time, there is no violation of the weak field limit for metric perturbations

associated with C. We find good agreement between our measurements and the predictions for the

nonlinear power spectrum presented in paper I, that rely on a renormalization of the linear spectrum due to

nonlinearities in the modified gravity sector. A similar prediction for the mass function shows the right

trends. Our simulations also confirm the induced change in the bispectrum configuration dependence

predicted in paper I.
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I. INTRODUCTION

There is strong observational evidence from different
techniques that the universe is currently undergoing accel-
eration. The most studied explanation of cosmic accelera-
tion is that the universe is filled with an additional stress-
energy component, usually called dark energy. The sim-
plest example is the cosmological constant, while more
general possibilities include scalar fields with suitable
potentials, as in early universe inflation. Since the study
of the cosmology relies crucially on Einstein’s general
relativity (GR), and we test GR stringently only up to the
scale of the solar system, it is possible that deviations from
GR occur at cosmological scales. The observed cosmic
acceleration may well be due to the fact that GR does not
hold at such scales. It is thus important to explore predic-
tions for theories that modify gravity at large scales to
explain cosmic acceleration.

Among these modified gravity theories, brane-induced
gravity in five dimensions, the so-called Dvali-Gabadadze-
Porrati (DGP) model [1] is one of the most widely studied.
In this model, gravity is intrinsically five-dimensional, and
a standard four-dimensional Einstein term is induced by
the presence of standard model particles in a four-
dimensional brane. Thus, while at small scales gravity
reduces to GR, at large scales gravitons can leak out to
the extra-dimension and the gravitational force law be-
comes five-dimensional. Interestingly, although it was not
put forward to explain acceleration, it was later found that

this model exhibits self-acceleration in the late universe
[2]. This makes this model very interesting phenomeno-
logically as it may explain the observed cosmic accelera-
tion without invoking dark energy. In this paper we focus
on the DGP model, but it is expected that the techniques
developed here will be applicable to other models of
massive gravity. For a review of the DGP model, see e.g.
[3–5].
Distinguishing dark energy frommodified gravity is thus

one of the main questions in understanding the cause of
cosmic acceleration. At the level of expansion history
alone, it is very difficult to do so, as any modified gravity
expansion history can be mimicked by a suitable equation
of state for the dark energy. However, the growth of per-
turbations will typically be different [6], unless one tunes
the properties of the dark energy to make it cluster (instead
of being smooth) on subhorizon scales to mimic a modified
gravity model (see e.g. [7] for such an attempt in linear
perturbation theory); however, such fine tuning may be
even more contrived at the nonlinear level. In a companion
paper ([8], hereafter paper I), we discuss predictions at the
nonlinear level based on perturbation theory (see also [9]
for closely related work), here we extend the work in paper
I by running cosmological N-body simulations.
Studies of structure formation usingN-body simulations

in modified gravity has been carried out in [10–12], but
were restricted to linearizing the Poisson equation, while
the field equations of viable modified gravity theories are
typically nonlinear, since it is through nonlinearities how
the extra degrees of freedom that modify gravity at large
scales get suppressed at small scales, recovering GR as*kcc274@nyu.edu
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required by local tests. In [13–15], N-body simulations are
carried out for the fðRÞ models, which involve nonlinear
couplings of the scalar field to matter analogous (though
very different in detail) to the second-derivative self-
interactions present in the DGP model.

In this work, we concentrate on fully nonlinear N-body
simulations of the DGP model, solving numerically the
equations of motion derived in paper I [8] (see also [16]).
The growth of perturbations in the linear and nonlinear
case was first studied using spherical symmetry in [6].
The linear perturbations were studied beyond spherical
symmetry by [17], where the behavior in the bulk was
established. All these treatments use the quasistatic ap-
proximation, appropriate for scales below the Hubble ra-
dius. For larger wavelengths, numerical solutions of linear
theory were derived in [18,19].

One of the interests of the present work is to study in
some detail the so-called Vainshtein mechanism [20] in the
cosmological context. In paper I we studied it analytically,
here we resort to N-body simulations for a solution of the
fully nonlinear equations that describe it. The Vainshtein
mechanism was originally found in massive gravity. In the
linearized case, the graviton propagator in the limit that the
graviton mass goes to zero differs from the massless gravi-
ton theory: this is the well-known vDVZ discontinuity [21].
As conjectured by Vainshtein [20], however, the disconti-
nuity should disappear in the exact nonperturbative solu-
tion when nonlinearities are included. While there have
been some doubts in literature about whether the
Vainshtein mechanism works in massive gravity (see e.g.
[22]), recent work confirms its validity and clarifies the
subtleties involved in matching the expected small-scale
and large-scale behaviors [23].

The interest in the framework of cosmic acceleration is
that this mechanism is responsible for modified gravity
theories becoming GR at small scales, and the transition
scale is important to pin down quantitatively to know
where we can best test modifications of gravity in obser-
vations. In the DGP model, the Vainshtein effect is natu-
rally built in [24]. For a compact object, within its

Vainshtein radius r� ¼ ðr2crschÞ1=3, where rsch is the
Schwarzschild radius and rc is the crossover scale, the
extra scalar degree of freedom is strongly coupled and
heavily suppressed, so that massless gravity is recovered
in the nonlinear regime [24–28]. In the case of cosmology,
the precise value of r� is not as easy to obtain since it
depends on the details of the fluctuation spectrum, while
analytic estimates exist [6,8,16] its accurate determination
requires a numerical simulation to cross check the analytic
estimates.

Our aim here is not to make precise predictions for the
DGP model, as it is challenged from observations [29–31]
(see however [32] for recent results with different conclu-
sions) and theoretical considerations [33], but rather under-
stand the nonlinearities in the modified gravity sector in

this model, since there are very good reasons to expect that
it is a representative example of more complicated theories
of massive gravity that may have better theoretical and
observational properties, e.g. [34–36]. In particular, it is
expected that the method introduced here for solving the
nonlinear field equations would be useful in such models.
The rest of the paper is organized as follows. We first

recall the background and perturbation equations for the
nonlinear DGP model in Sec. II. In Sec. III A, we outline
the general procedures for N-body simulations in modified
gravity. The FFT-relaxation method is first described in
Sec. III B and then generalized in Sec. III C. A brief
description of the computer resources requirement for the
FFT-relaxation is also given at Sec. III D. We present the
power spectrum, bispectrum, halo mass function and halo
bias from our simulations in Sec. IV, V, VIA, and VIB
respectively. We conclude in Sec. VII. For more discussion
on technical aspects, in particular, the ellipticity of the field
equation, and the comparison of the FFT-relaxation
method with the standard Gauss-Seidel-relaxation (GS-
relaxation) method, see the appendix.

II. EQUATIONS OF MOTION

The background Friedmann equation in the DGP model
in the self-accelerated branch is [2]

H2 ¼ H

rc
þ 8�G

3
�m; (1)

where �m is the energy density of matter, and rc is a
crossover scale which characterizes the length scale at
which gravity goes from 4D to 5D behavior. In the long
time limit, when matter density is sufficiently diluted, the
universe enters a de Sitter phase with H ¼ r�1

c . To explain
the cosmic acceleration, rc has to be of the order of the
present Hubble radius. In particular, one can write the
current Hubble rate H0 in terms of the present matter
density parameter �0

m as

rcH0 ¼ 1

1��0
m

: (2)

The evolution of scalar metric perturbations in the sub-
horizon limit can be reduced to a coupled system of
equations involving the Newtonian potential � and a met-
ric potential C that characterizes the extrinsic curvature of
the brane in the subhorizon limit. The modified Poisson
equation reads [8]

�r2�� 1

�

ffiffiffiffiffiffiffiffiffiffiffi
� �r2

p
�þ 1

2�
�r2Cþ 3�2 � 5�þ 1

2�2ð2�� 1Þ
ffiffiffiffiffiffiffiffiffiffiffi
� �r2

p
C

¼ 3

2

�� 1

�
�; (3)

where � is the density contrast and C obeys a fully non-
linear partial differential equation
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ð �r2CÞ2 þ � �r2C� ð �rijCÞ2 þ 3�ð�� 1Þ
2�� 1

ffiffiffiffiffiffiffiffiffiffiffi
� �r2

p
C

¼ 3ð�� 1Þ
�

ð1� � �r�1Þ�; (4)

see paper I for a full derivation. Here we have defined

� � rcH; (5)

� � 2�2 � 2�� 1

�ð2�� 1Þ ; � � 3ð2�2 � 2�þ 1Þ
�ð2�� 1Þ ; (6)

and the dimensionless operator

�r � r
aH

; (7)

has large eigenvalues (k=aH � 1) in the subhorizon limit.

The nonlocal operators
ffiffiffiffiffiffiffiffiffiffiffi
� �r2

p
and �r�1 � 1=

ffiffiffiffiffiffiffiffiffiffiffi
� �r2

p
can be

easily handled as they are simply �k and �k�1 in Fourier
space. The major obstacle in solving Eq. (4) stems from the

nonlinear terms ð �r2CÞ2 and ð �rijCÞ2. One of the main aims

of this paper is to present a convergent algorithm to solve
Eqs. (3) and (4).

It will also be useful to linearize the field equations since
we shall compare the nonlinear solution against the result
of linearizing the field equations, but keeping the equations
of motion for matter fully nonlinear. After dropping the

nonlinear terms, we can express �r2C in terms of the
density contrast �. We can then plug in the expression

for �r2C into Eq. (3), and expanding the denominator in
series of �k�1 up to first order, we get the linearized Poisson
equation

r2� ¼ 4�Geffa
2 ��m�; (8)

where Geff is an effective scale and time dependent
Newton’s constant

�
Geff

G

��1 ¼ 2�ð2þ qÞ � 3

2�ð2þ qÞ � 4
þ

�
3a

krc

��
�ð1þ qÞ � 1

�ð2þ qÞ � 2

�
2

(9)

and q is the acceleration parameter

q � €aa

_a2
¼ 2� �

2�� 1
: (10)

We emphasize that we can rigorously absorb the effects of
modified gravity into a scale and time dependent effective
gravitational constant only if we drop the nonlinear terms.
When nonlinear effects are included, the arguments of
paper I suggest that one can represent most (though not
all) of the nonlinear effects by a renormalization of G, part
of the purpose of this paper is to verify those predictions
against fully nonlinear numerical simulations. The first

term in Eq. (9) represents the change in G due to the
linearized dynamics of C (which mediates a repulsive
force), while the second term inducing scale dependence
represents the change in the gravitational force-law as one
approaches the crossover scale rc. Both of these effects
make Geff less than G. When the Vainshtein effect sets in
due to nonlinearities in the dynamics of C,Geff=G is driven
to unity and one recovers the standard Poisson equation

r2� ¼ 4�Ga2 ��m�; (11)

but the expansion history will still be modified. Therefore,
the benchmark to study the Vainshtein effect is to check
whether the growth of perturbations at small scales ap-
proaches that of standard gravity with a modified expan-
sion history.

III. N-BODY SIMULATIONS

We shall first briefly review the general method of
particle mesh (PM) N-body simulations in Sec. III A. We
then introduce and describe the FFT-relaxation method we
use in this paper in Secs. III B, III C, and III D. For a
comparison between this method and the standard Gauss-
Seidel relaxation method see the appendix.

A. PM N-body simulations

Since the procedure for running modified gravity
N-body simulations is largely similar to the standard GR
one, which is well-known, see e.g. [37–39], we will only
briefly outline it here. We also state the value of the
cosmological and internal parameters used in our code.
Our simulations use 2563 particles and start at z ¼ 49

for 128 Mpc=h box size and z ¼ 24 for the larger boxes.
The initial conditions were generated using second-order
Lagrangian perturbation theory [40] with the transfer func-
tion from CMBFAST [41]. Unless otherwise noted our
simulations assume �m ¼ 0:27, h ¼ 0:7 and �b ¼ 0:04.
The normalization is set by the present linear rms fluctua-
tion �8, and we use �8 ¼ 0:9 for the case of standard
gravity, with the initial amplitudes the same for the differ-
ent runs (thus �8 ¼ 0:715 at z ¼ 0 for DGP models).
The computational domain is a cube with periodic

boundary conditions. Because of the limitation of com-
puter resources, we typically use 5123 grid points in our
final results unless otherwise specified. Thus the number of
particles are 1=8 of the number of grid points. Each time
step is uniform in lna, where a is the scale factor, of width
0.005. When starting from z ¼ 24, it takes 618 time steps
to reach z ¼ 0.
The method we use is the standard Particle-Mesh (PM)

algorithm. In each step we interpolate the mass to the grid
points from the particles in order to calculate the potential
and hence the force at the grid point. The force is then
interpolated back to the particle from the grid points using
the same interpolation scheme. The assignment function
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we use is the Cloud-In-Cell (CIC), which is widely used in
PM simulations. In 1D, the window function is

WðxÞ ¼
�
1� jxj

d if jxj< d
0 otherwise

; (12)

where d is the size of the grid. For 3D, the assignment
function is WðxÞWðyÞWðzÞ. Thus the mass distribution at
the grid points �grid can be given in terms of the particle

distribution �particle as

�gridðx; y; zÞ ¼
Z

dx0dy0dz0Wðx� x0ÞWðy� y0ÞWðz� z0Þ
� �particleðx0; y0; z0Þ: (13)

From the density contrast at the grid points, one can
calculate the potential by solving the field equation. In GR,
the field equation is just the Poisson equation, which can be
solved by a single Fast Fourier Transform (FFT). In the
DGP model, the field equations are nonlinear, and we will
develop an algorithm to solve them in the next section.

From the Newtonian potential �, we can advance the
particles using Newton’s law

dx

dt
¼ u; (14)

du

dt
¼ �2Hu� 1

a2
r�; (15)

where x is the comoving distance. The second equation
holds in modified gravity because in a metric theory the
motion of nonrelativistic particles is sensitive to the
Newtonian potential � as in GR through the geodesic
equation (with the background spacetime being FRW due
to homogeneity and isotropy).

One can calculate r� from �ðxÞ in real space using
finite difference implementations of the gradient. But we
choose instead to compute r� in Fourier space. In Fourier
space, r� is just ik�, and we Fourier transform ik� back
to real space to get the force at the grid points. Again, we
have to interpolate the force at the mesh points to the
particles. To avoid self-force, we use the same assignment
scheme as before, thus the force interpolation is the same
as Eq. (13), except that the roles of grid points and particles
are interchanged. Once the force has been evaluated, we
evolve the particle positions and velocities using the
second-order leapfrog method.

As a test, in Fig. 1, we compare our code against
Gadget2 [42] for the case of GR, where we show the ratio
of the measured nonlinear power spectrum to the initial
power spectrum scaled to the corresponding redshift by the
linear growth factorDþðzÞ as a function of wave number k.
In this test our code is run in a box of size 1280h�1 Mpc a
side using 2563 particles. The power spectrum for
Gadget has been averaged over 50 realizations using differ-
ent initialization seeds (using 6403 particles in a
1280h�1 Mpc box, see [43] for more details), and the

associated error bars are one standard deviation on the
mean of these realizations. The large-scale modulation of
the Gadget result is mainly due to the fact that we divided
by the average initial power spectrum used in our code,
which corresponds to only four realizations. The range in k
shown in Fig. 1 is chosen to go up to half of the particle
Nyquist frequency, within which the difference from
Gadget is a systematically lower power by less than about
10%. Beyond the range shown in the figure, we find that
our code gives significantly lower power than that from
Gadget as expected from smoothing due to CIC interpola-
tion. By taking the ratio of the power spectrum in Gadget to
our code, we see that the ratio is constant with redshift, as
expected from such smoothing. This systematic lower
power have also been noted in many other PM simulations,
e.g. [10,12,14] when making comparisons with high reso-
lution codes or standard fitting formulas. In our case, these
systematics are not too worrisome as we are interested in
understanding differences (i.e. ratios) of power between
GR, GR with modified expansion history (hereafter GRH),
and modified gravity with linearized and full Poisson
equation simulations, and for all of them we will use our
code.

FIG. 1 (color online). Comparison of the measured power
spectrum from our code against the Gadget2 runs with the
same initial conditions, but of different initial random seeds,
for standard gravity. The upper panel is for z ¼ 1, and the lower
panel corresponds to z ¼ 0. The Gadget power spectrum has
been averaged over 49 realizations, while the spectrum from our
code is from four realizations. The numerical power spectra have
been divided by the average initial spectrum used by our code
scaled to the corresponding redshift using linear theory.
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B. FFT-Relaxation method

In this section, we describe the procedure that we use to
solve Eqs. (3) and (4). We shall first solve Eq. (4) to get
�r2C as a function of �, and then substitute it into Eq. (3) to
compute �. After obtaining C, Eq. (3) can be solved using
standard FFT techniques.

To solve Eq. (4), the key idea is to notice that it can be

regarded as a quadratic equation in �r2C, which can be

solved for using the quadratic formula in terms of ð �rijCÞ2
and other remaining terms treated as sources. These

sources, e.g. �rijC and
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� �r2C

p
, depend in a nonlocal

way on �r2C. But these can be evaluated in Fourier space
and an iterative relaxation method can be established
among them.

Let us now discuss the details of the algorithm. We first
start from the linearized version of Eq. (4)

� �r2Cþ 3�ð�� 1Þ
2�� 1

ffiffiffiffiffiffiffiffiffiffiffi
� �r2

p
C ¼ 3ð�� 1Þ

�
ð1� � �r�1Þ�:

(16)

In Fourier space, this equation becomes

� � �k2Cþ 3�ð�� 1Þ
2�� 1

�kC ¼ 3ð�� 1Þ
�

�
1� �

�k

�
�: (17)

For notational convenience, we have used the same symbol
for the quantity in real and Fourier space. From this Fourier
representation, one can obtain CðkÞ algebraically and this
is used as our initial trial solution for the first time step in
the FFT-relaxation algorithm. Using that

rijCðkÞ ¼ �kikjCðkÞ; (18)

and Fourier transformingrijCðkÞ back to real space yields
rijCðxÞ. From rijCðxÞ we can then calculate ðrijCðxÞÞ2,
and then we can update r2CðxÞ by treating Eq. (4) as a
quadratic equation in r2CðxÞ using the quadratic formula

r2C ¼ ���
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þ 4B

p

2
; (19)

with

B � ð �rijCÞ2 � 3�ð�� 1Þ
2�� 1

ffiffiffiffiffiffiffiffiffiffiffi
� �r2

p
C

þ 3ð�� 1Þ
�

ð1� � �r�1Þ�: (20)

From Eq. (19), we see that the solution to the equation is
not unique. However, the solution should reduce to that of
the linearized equation in the linear limit and this holds
only if we choose the plus sign. It is also not a priori clear
that the discriminant �2 þ 4B is always positive. We will
come back to this issue in Sec. III C.

With the new �r2C, we can repeat the procedure to find

ð �rijCÞ2 and the nonlocal term, and therefore B. Using the

new B, we can compute �r2C again. This loop continues
until some tolerance is met. That is, our relaxation algo-
rithm can be written schematically as

r2CðnÞ ¼ ��þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þ 4Bðn�1Þp

2
; (21)

at step n in the iteration. Since each step involves calculat-
ing FFT’s, we call our algorithm FFT-relaxation.
At each step we calculate the residual RðxÞ, which is the

difference between the left hand side and right hand side of
Eq. (4). A reference standard for comparing the size of the
error is obtained by building the following quantity

	 ¼
�
3ð�� 1Þ

�
jð1� � �r�1Þ�j

�
; (22)

where the angular bracket denotes average over all the grid
points. We then normalize the average residual hRi to 	,
and monitor the normalized residual hRi=	 as the iteration
progresses. We stop the iteration when the normalized

residual is less than 1%. After solving for �r2C, we input
it into Eq. (3) and solve for �ðkÞ in the Fourier space and
then Fourier transform back ik�ðkÞ to get the force.
Except for the first time step in which we use the linear

solution as the trial solution in the relaxation process, after
the initial time step we use the previous time step nonlinear
solution as the seed for the relaxation procedure. Using the
previous nonlinear solution, it takes on average about three
iterations for the normalized residual to decrease to 1%.

C. Splitting the nonlinear terms

There is no guarantee that the discriminant � ¼ �2 þ
4B in Eq. (19) is always positive during time evolution,
particularly in voids. To see more clearly the source of
potential problems, let us rewrite Eq. (4) without the non-
local terms, which we will assume for simplicity here that
do not alter things qualitatively (this is confirmed by
numerical testing)

ð �r2CÞ2 þ � �r2C� ð �rijCÞ2 ¼ 3ð�� 1Þ
�

�: (23)

It is easy to see that the sum of the two quadratic terms is
positive definite (see Eq. (29) below), therefore while in
linear theory the left-hand side of Eq. (23) tracks the sign
of � (recall�> 1) in the nonlinear case as voids empty and
� ! �1 with r2C becoming of order unity, the nonlinear
term may take over and this equation may not have real
solutions, depending on �ð�Þ. That would mean the theory
is unphysical, or unstable in voids. However, even if this is
not the case for the true solution, a particular implementa-
tion of the relaxation algorithm can be subject to these type
of problems.
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To see this, let as rewrite the discriminant � for Eq. (23)

� ¼ �2 þ 4

�
ð �rijCÞ2 þ 3ð�� 1Þ

�
�

�
: (24)

In Fig. 2, we plot the contributions to � that are indepen-
dent of C, i.e. �2 þ 12ð�� 1Þ��1� (which corresponds to
w ¼ 0, with the parameter w to be introduced shortly),
with � ¼ �1 as a function of redshift z for �0

m ¼ 0:2 (the
precise value of�0

m does not significantly change this). We
see that for z > 1, the value of �2 þ 12ð�� 1Þ��1� is less
than 0 for � close to �1. This can potentially cause
problems if the initial guess is not good enough and

ð �rijCÞ2 is too small, making � negative. We shall see later

that this heuristic argument is indeed quite accurate when
we discuss Fig. 4.

To make the sign of � less sensitive to our choice of the
trial solution we split the nonlinear terms by introducing a
parameterw that separates howmuch of the local nonlinear
piece ðr2CÞ2 is solved for immediately and how much is
left for the iteration process. Specifically, let us rewrite
Eq. (4) as

ð1� wÞð �r2CÞ2 þ � �r2C�
�
ð �rijCÞ2 � wð �r2CÞ2

� 3�ð�� 1Þ
2�� 1

ffiffiffiffiffiffiffiffiffiffiffi
� �r2

p
Cþ 3ð�� 1Þ

�
ð1� � �r�1Þ�

�
¼ 0:

(25)

With this simple splitting, our iterative procedure de-
scribed in Sec. III B remains the same except Eqs. (19) and
(20) now become

r2C ¼ ��þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 þ 4ð1� wÞB0p
2ð1� wÞ ; (26)

and

B0 � ð �rijCÞ2 � wð �r2CÞ2 � 3�ð�� 1Þ
2�� 1

ffiffiffiffiffiffiffiffiffiffiffi
� �r2

p
C

þ 3ð�� 1Þ
�

ð1� � �r�1Þ�: (27)

Neglecting the nonlocal term, the new discriminant re-
duces to

� ¼ �2 þ 4ð1� wÞ
�
ð �rijCÞ2 � wð �r2CÞ2 þ 3ð�� 1Þ

�
�

�
:

(28)

For w in between 0 and 1, the factor (1� w) reduces the
magnitude of the term proportional to �, with the desirable
effect that the contributions to � that do not depend on C
are now positive even for completely empty voids at all
redshifts. Indeed in Fig. 2, we also show �2 þ 8ð��
1Þ��1� (corresponding to w ¼ 1=3) with � ¼ �1, and
we see that this quantity is now positive for all z. Of course,
now we have introduced a negative contribution into �

given by �wð �r2CÞ2 (which must be, since under correct
choice of C the result should be invariant under w) but now
one expects the contribution coming from C terms to be
smaller in amplitude because of cancellations between the
two terms that depend on C and thus less sensitive to
incorrect guesses coming from the trial solution.
How do we choose the arbitrary parameter w? The most

physical choice we can think of is w ¼ 1=3, as it is
motivated by the spherical collapse model. To see this we
note that in Fourier space, the nonlinear terms in Eq. (4)
can be written as

½ð �r2CÞ2 � ð �rijCÞ2�ðkÞ ¼
Z

d3k1d
3k2

�Dðk� k1 � k2Þk21k22½1�
2�Cðk1ÞCðk2Þ;
(29)

where
 � k̂1 � k̂2. We can decompose the angular depen-
dence in multipoles and write 1�
2 ¼ ð2=3Þ�
½1� P 2ð
Þ�, where P 2ð
Þ ¼ ð3
2 � 1Þ=2 is the second
Legendre polynomial. Then,

ð �r2CÞ2 � ð �rijCÞ2 ¼ 2

3
ð �r2CÞ2 � 2

3
P̂ 2½ �r2C; �r2C�; (30)

where we have introduced the operator P̂ 2, such that

P̂ 2½A; B� �
Z d3k

ð2�Þ3 e
�ik�r�Dðk� k1 � k2ÞP 2ð
ÞAðk1Þ

� Bðk2Þd3k1d3k2 (31)

FIG. 2 (color online). Contributions to the discriminant � that
do not depend on a trial solution for C, in voids (� ¼ �1) as a
function of z for two choices of splitting the nonlinear terms. The
top curve (w ¼ 1=3) corresponds to a splitting based on a
multipolar expansion of the nonlinear kernel, while the bottom
curve (w ¼ 0) denotes the naive splitting presented in Sec. III B.
Note that in the latter case these contributions are negative
already for z > 1, and thus a good trial solution for C is required
to avoid �< 0.
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and in our case

P̂ 2½ �r2C; �r2C� ¼ 3

2
ð �rijCÞ2 � 1

2
ð �r2CÞ2: (32)

Thus choosing w ¼ 1=3 means that we separate the non-
linear terms in a geometric way, and at each iteration we
solve for the spherically averaged field equation treating
the quadrupole as a source of perturbation. In other words,
for w ¼ 1=3 the C terms in Eq. (28) describe the quadru-
pole of the field C which should be a small quantity
(compared to the monopole) and thus making � more
stable against choices of the trial solution for C. This
decomposition is reminiscent to the approximations made
in paper I to initialize the resummation of the two-point
propagator of the modified Poisson equation.

Another potentially interesting choice of w is that which
makes the discriminant � ¼ 0 when � ¼ �1, while put-
ting the C terms to zero in Eq. (28). In this case w is time
dependent and given by

w ¼ 1� �2 �

12ð�� 1Þ : (33)

Figure 3 shows the normalized residual for different values
of w. For the purpose of this illustration we have taken z ¼
24 and a box size of 64h�1 Mpc using a 2563 grid,
although similar results hold for other choices (as long as
z > 1). In all the cases shown in Fig. 3, everything is kept
the same except the value of w. In particular, we start from

the same linearized solution, and therefore the initial nor-
malized residuals are the same independent of w.
Let us denote those grid points at which the discriminant

is negative as bad points, and define the bad fraction as the
ratio of the number of bad points to the total number of grid
points. For w ¼ 0, in addition to the normalized residual,
we also show the bad fraction in dashed lines (the bad
fraction is zero for all the other values of w shown). When
bad points appear, we set the discriminant in Eq. (26)
artificially to zero so we can continue the iteration. For
w ¼ 0 at the beginning the normalized residual (solid line)
decreases as we iterate, but it stops decreasing at some
point, and increases gradually in a slightly oscillatory
manner. The bad fraction (dashed line) also increases
gradually but in a strongly oscillatory fashion. We found
that the trend that the normalized residual decreases at first
and then increases slowly is typical when the bad fraction
is nonzero.
We also plot w ¼ 0:25, which corresponds to using

Eq. (33) for the particular � for z ¼ 24, and it converges
slightly slower than w ¼ 0:5 and the physically motivated
w ¼ 1=3. When w is close to 1, such as w ¼ 0:8 shown
here, the convergence is much slower, although the bad
fraction is still zero. Although w ¼ 0:5 converges slightly
faster than w ¼ 1=3, the difference is negligible in the
range of the normalized residuals we are interested in,
and w ¼ 1=3 is better motivated theoretically, thus we
shall use w ¼ 1=3 in the subsequent computations.

FIG. 4 (color online). The bad fraction and normalized resid-
ual for w ¼ 0 and 1=3 as a function of scale factor a. For w ¼ 0,
the normalized residual is high when the bad fraction is nonzero
in the range up to a	 0:6, as expected from the arguments made
in Sec. III B. The normalized residual can be easily reduced to
below 1% when the bad fraction is zero for the splitting choice of
w ¼ 1=3.

FIG. 3 (color online). Normalized residual of solving the non-
linear field equation for w ¼ 0, 0.25, 1=3, 0.5, 0.8 as a function
of the number of iterations. For w ¼ 0, we also show the
variation of the bad fraction (dashed lines), while the bad
fraction is always zero for all the other values of w. When bad
fraction is nonzero (w ¼ 0), the normalized residual decreases
for the first few iterations, and then it bounces back and increases
gradually. The normalized residuals decreases most rapidly for
w ¼ 0:5 and 1=3. The saturation at about 10�4 is probably due to
the discretization of the equation, see the text for discussion.
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The saturation of the normalized residual at about 1:5�
10�4 is most likely due to the discretization of Eq. (4). As
the grid becomes more refined, the residual calculated
using a consistent numerical method should approach
zero. However, this assumes that the fluctuation at the
grid scale remains unchanged as the size of the grid in-
creases. We find that the normalized residuals saturate to
roughly the same value using 1283, 2563, and 5123 grids.
However, as the size of the grid increases the fluctuations at
the grid scale increase, since we probe smaller scales.
When we increase the grid size and artificially decrease
�8 to maintain the level of fluctuations at the grid scale
constant, the saturated normalized residual value indeed
decreases. We emphasize that in any case the saturated
value seen in Fig. 3 is much lower than we require.

In Fig. 4 we plot the bad fraction and normalized resid-
ual for w ¼ 0 (top panel) and w ¼ 1=3 (bottom panel)
during a full simulation from a ¼ 0:04 to a ¼ 1 using
2563 grid points in a 64h�1 Mpc box. Whenever the bad
fraction is nonzero we terminate the iteration of the relaxa-
tion method when the minimum residual is reached. For
w ¼ 0, the bad fraction is nonzero from the beginning a ¼
0:04 to about a ¼ 0:6, and the minimum normalized re-
sidual that can be attained is also rather high. Note that the
range where the bad fraction is nonzero agrees with the
simple arguments leading to Eq. (24) and displayed by the
w ¼ 0 curve in Fig. 2. When we set w ¼ 1=3, on the other
hand, the bad fraction is always zero and the normalized
residual can be maintained below 1% during the whole
simulation with only a few iterations of the relaxation
procedure.

D. Computational resources

The computing time and memory required to perform
this type of numerical simulations are much higher than the
standard gravity N-body simulations. For example, be-
cause of nonlocal terms in Eq. (27), we Fourier transform
�, r2C, ðr2CÞ2, and ðrijCÞ2 to evaluate B0 in Fourier

space. To compute ðrijCðxÞÞ2 from r2CðkÞ we have to

loop over all k modes and inverse FFT to real space 6
times. Including calculating residuals, we need to perform
15 FFTs in one iteration. For each time step in the simu-
lation, we need on average three cycles to attain the desired
accuracy. Thus we have to do about 45 FFTs to solve the
field equations for C in one time step, while in standard GR
one FFT is required. Computing the force requires 3 more
FFTs in either case. Therefore there is a factor of about
48=4 ¼ 12 in terms of cost from FFTs alone.

We have parallelized our code using OpenMP to speed
up the computations. When the redshift is high, the non-
linearity is small, therefore we use the linearized DGP
Poisson equation and switch to fully nonlinear calculations
at some epoch depending on the size of the box, e.g. at a ¼
0:1 for the 512h�1 Mpc box. Using 4 CPUs, a simulation
with 2563 particles in standard gravity takes about 10 hours,

while for the nonlinear DGP model it takes about 4 days.
When using a 5123 grid, the FFT-relaxation code requires
about 16 GB of memory. Although our implementation is
not very economical as far as computing resources is
concerned, and can certainly be improved, it is more than
enough for our purposes.

IV. THE POWER SPECTRUM

We now present results for the power spectrum of the
density perturbations measured from simulations. We
would like to compare the power spectrum for three differ-
ent models obtained by simulating different perturbation
equations but with the same background evolution given by
the Friedmann equation Eq. (1), which we denote by

PnlDGPðkÞ; PlDGPðkÞ; PGRHðkÞ; (34)

corresponding to the fully nonlinear DGP model [Eqs. (3)
and (4)], the linearized DGP model (Eq. (8)), and GR
[Eq. (11)] with the same HðzÞ, respectively. Since all three
models share the same expansion history, the differences in
their power spectra arise only from the different gravita-
tional forces for perturbations.
At large scales, we expect that PnlDGP ’ PlDGP as the

linearized modified Poisson equation, Eq. (8), becomes a
good approximation. On the other hand, at small scales we
expect that PnlDGP ’ PGRH as the Vainshtein mechanism
suppresses C relative to � and the standard Poisson equa-
tion becomes a good approximation. Therefore, the extra
nonlinearities in the modified gravity sector mean that
there are two models with the same linear spectrum but
different nonlinear spectrum (PnlDGP and PlDGP) and two
models with different linear spectrum that have the same
nonlinear spectrum (PnlDGP and PGRH).
Figures 5 and 6 show the power spectra for these three

models at redshift z ¼ 1, 0, respectively, with the left
panels showing power spectra, and the right panels show-
ing ratios to better see the details. Each set of symbols
corresponds to merging two computational boxes, of size
512h�1 Mpc (large scales up to k ’ 0:3h Mpc�1) and
128h�1 Mpc (k ’ 0:3h Mpc�1 and up). While one should
not take the absolute value of the power spectra too seri-
ously at high frequencies (since suppression due to grid
smoothing is significant) we can trust much more the
relative differences between the spectra. To see this better,
the right panels show the ratios PnlDGP=PlDGP and
PGRH=PnlDGP. We see the expected behavior,
PnlDGP=PlDGP becomes unity at large scales, and gets am-
plified at small scales as the Vainshtein effect makes grav-
ity stronger. On the other hand, PGRH=PnlDGP is larger than
unity at large scales, as DGP gravity is weaker than GR,
and the ratio is driven to unity at small scales once the
Vainshtein mechanism sets in. We see that the transition to
GR is not complete at the smallest scales shown, even at
z ¼ 0 and k ’ 6h Mpc�1 there is still about 10% enhance-
ment. This is in part due to the fact that at z ¼ 0 the
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PGRH=PnlDGP ratio is larger than at z ¼ 1 at large scales, so
the Vainshtein effect has to overcome a larger difference at
z ¼ 0. A Vainshtein scale (analogous to r� in the
Schwarzshild case) may be defined by the scale at which
PGRH=PnlDGP starts to decrease, this is about k� ’

2h Mpc�1 at z ¼ 1 and k� ’ 1h Mpc�1 at z ¼ 0. Note
that at intermediate scales the PGRH=PnlDGP goes up
slightly, this is expected as the PGRH is enhanced by
nonlinearities more than PnlDGP due to its larger growth
factor or �8.

FIG. 6 (color online). Same as Fig. 5 but for z ¼ 0.

FIG. 5 (color online). Dark matter power spectra from the nonlinear DGP model (nlDGP), linear DGP (lDGP), and GR perturbations
with the same expansion history (GRH) at z ¼ 1. The left panels show the power spectra, and the right panels shows ratios to better see
the differences. Two sets of computational boxes are shown for each case, covering a different range in k (see text). The solid line
denotes the predictions from paper I for PnlDGP (left panel) and PGRH=PnlDGP (right panel).

LARGE-SCALE . . . . II. NUMERICAL SIMULATIONS PHYSICAL REVIEW D 80, 104005 (2009)

104005-9



The solid lines in Figs. 5 and 6 denote the predictions
from paper I for PnlDGP (left panel) and PGRH=PnlDGP (right
panel). We see very good agreement, at the few percent
level for the ratios, and slightly worse for the absolute
power (about 5, 3% for z ¼ 0, 1, respectively, at quasi-
linear scales), until smoothing due to the CIC kernel sub-
stantially cuts the power at high-k. The prediction tends to
underestimate theN-body simulations, and this is expected
to some extent from the details described in paper I. First,
we neglected the extra mode-coupling induced in modified
gravity, which was estimated in paper I to be about 1–2%
from the bispectrum results. Second, the predictions use
the GR HaloFit fitting formula [44], which is known to
underestimate the nonlinear power on quasilinear scales by
up to 4, 2% at z ¼ 0, 1 [43]. Therefore, we consider these
results to be more than reasonable agreement, especially
since there is no free parameter being fit in making these
predictions (see paper I).

To see the Vainshtein effect in more detail it is useful to
check the suppression of the brane extrinsic curvature
represented by r2C. Note that if in Eq. (4) the nonlinear
terms and nonlocal terms are neglected, we have the line-
arized relation

� ¼ ��

3ð�� 1Þ
�r2C: (35)

Thus it is convenient to define

c � ��

3ð�� 1Þ
�r2C; (36)

and study the suppression of c with respect to � expected
from the Vainshtein mechanism at small scales. In Fig. 7,
we plot the ratio of the power spectrum of c, Pc, and the
nonlinear density power spectrum Pm. Again we see that
the ratio is 1 in small k limit, whereas it approaches zero as
k increases. The suppression is more appreciable at z ¼ 0
than z ¼ 1, as expected.

Given the complexities of simulating the nonlinear PDE
for C, Eq. (4), one may want to resort to approximations,
and the spherical approximation immediately comes to
mind. In this case one can convert Eq. (4) into a local
equation in terms of r2C at small scales. Indeed, spherical
symmetry means that ðrijCÞ2 ¼ ð1=3Þðr2CÞ2, i.e. this cor-
responds to spherically average the Fourier space kernel in
Eq. (29) over 
, giving

2

3
ð �r2CÞ2 þ � �r2Cþ 3�ð�� 1Þ

2�� 1

ffiffiffiffiffiffiffiffiffiffiffi
� �r2

p
C

¼ 3ð�� 1Þ
�

ð1� � �r�1Þ�; (37)

which can be solved very easily at small scales (where
nonlocal terms can be neglected), leading to the following
modified Poisson equation [6,8]

�r 2� ¼ 3

2

�� 1

�
�� 1

2�

�
3�

4

�� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 8

�2

�� 1

�
�

s
� 1

�
:

(38)

In practice we do include the nonlocal linear terms
(although they are negligible for the box size we will
show results for); then solving Eq. (38) is equivalent to
simply using the first iteration of our FFT-relaxation algo-
rithm. Indeed, for our choice of w ¼ 1=3, the first step
corresponds to neglecting the quadrupole in the nonlinear
nonlocal terms and solve for the monopole. This is similar
to the method used in [45] to approximate the nonlinear
Poisson equation for the DGP model and more generic
degravitation models.
Figure 8 shows the results of running our code in spheri-

cal mode compared to the full solution. Overall we see
good agreement, at approximately the 10% level. However,
there are important differences to note. First, there is dis-
agreement between the two box sizes used (128h�1 Mpc
and 512h�1 Mpc); second, the large-scale power of the
two simulations differ among themselves and from the full
solution. The reason for these results can be understood as
follows. Making the spherical approximation corresponds
to replacing ð1�
2Þ ! 2=3 in the Fourier space kernel in
Eq. (29), and that means there is considerable back reaction
on linear modes from small scales. Indeed, defining

�ðkÞ �
Z

d3k1d
3k2½�D�½1�
2�k21Cðk1Þk22Cðk2Þ; (39)

where ½�D� � �Dðk� k1 � k2Þ, we are interested in esti-
mating how much such a term would contribute to the
growth factor at large scales. To do so, it is convenient to
cross correlate� with the large-scale density perturbation,

FIG. 7 (color online). The ratio of power spectrum of the
normalized brane-bending mode c [see Eq. (36)], Pc, to the
nonlinear density power spectrum Pm. We show Pc from the 512
and 128 Mpc=h simulations at z ¼ 0 and 1. At small k the ratio
is close to 1, but c is increasingly suppressed at high k. The
suppression is also more pronounced for lower redshift, as
expected.
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h�ðkÞ�ðk0Þi ¼ �Dðkþ k0Þ
�
3ð�� 1Þ

��

�
2 Z

d3q½1�
2�
� Bðk� q; qÞ (40)

where we used Eq. (35) to relater2C to � at large scales,

is now the cosine of the angle between k� q and q, and B
denotes the bispectrum of density perturbations. Now as
k ! 0, we have

ð1�
2Þ ! k2

q2
ð1�
2

kqÞ (41)

where
kq is the cosine of the angle between k and q. Note

that this geometric factor suppresses the contribution of the
nonlinear term to large-scale modes. We are interested in
the terms proportional to the large-scale power spectrum,
as we are looking effectively for the contribution in �ðkÞ
proportional to �ðkÞ. Using the second-order perturbative
expression for the bispectrum we have that as k ! 0 such
contribution reads

h��i / k2�2
vPðkÞ; (42)

where �2
v ¼ R

d3qPðqÞ=q2. We thus see that in the full
theory the contribution of these terms to large scales is
suppressed by the factor k2�2

v at large scales, ensuring the
validity of linear perturbation theory at sufficiently large
scales.

However, things change drastically if we take the spheri-
cal approximation ð1�
2Þ ! 2=3, because the suppres-
sion factor from Eq. (41) is no longer present, leading to
instead

h�spherical�i / �2PðkÞ; (43)

where �2 ¼ R
d3qPðqÞ. We thus have a contribution to

large-scale modes which is formally divergent, propor-
tional to the variance of the density field and not sup-
pressed by k. That’s why the growth factor at large scales
is more affected for the smaller simulation box
(128h�1 Mpc) where there are smaller scale modes con-
tributing to a larger �2 than for the 512h�1 Mpc box.
We also checked that the correction to the linear growth
factor is smaller at higher redshift where �2 is smaller than
at z ¼ 0.
We conclude that the spherical approximation is reason-

able at the 10% level but one should be careful that the
solution is affected at all scales (including linear). From
Fig. 8 we see that the Vainshtein effect is a bit stronger in
the spherical approximation; this can be understood from a
calculation of the parameter Qeff in paper I, replacing the
kernel (1�
2) by a constant increases Qeff . That’s why
despite having larger power than linear the spherical model
approximates the full solution at the smallest scales (see
Fig. 8).
As the onset of the Vainshtein mechanism is related to

nonlinearities in the dynamics of C it is worth checking to
what extent the metric perturbations related to C are in the
weak field limit or not. As discussed in paper I, while
nonlinearities in the dynamics of C are strong (meaning
the extrinsic curvature fluctuations �K=K become larger
than unity), the metric perturbations should remain small
throughout evolution. To check this, we construct the
dimensionless power spectrum of the metric coefficient
(brane-bending mode) related to C, g4i ¼ riC, i.e.

�rCðkÞ � 4�k3PrCðkÞ ¼ 4�k5PCðkÞ: (44)

Figure 9 shows �rC as a function of k for z ¼ 0, 1,
confirming that in fact �rC decreases as k increases.

FIG. 8 (color online). Ratio of PnlDGP in the spherical approxi-
mation to the full solution as a function of scale for a simulation
in a box of size 512h�1 Mpc (blue circles) and 128h�1 Mpc (red
triangles) at z ¼ 0.

FIG. 9 (color online). Dimensionless power spectrum of
brane-bending metric perturbations �rC [see Eq. (44)] as a
function of scale at z ¼ 0, 1. Despite the fact that the dynamics
of C is nonlinear, metric perturbations remain in the weak field
limit.
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There are two reasons for this: first, the Vainshtein mecha-
nism suppresses C in the nonlinear regime; second, extrin-
sic curvature fluctuations �K=K 	 ðk=aHÞðk=aÞC go
nonlinear at scales where ðk=aHÞ � 1. From these nu-
merical results we conclude that the Vainshtein mechanism
works as expected, and a cosmological background of
perturbations is enough to suppress brane-bending mode
fluctuations significantly at Mpc scales.

V. THE BISPECTRUM

The nonlinearities in the modified gravity sector (dy-
namics of C) leave signatures in the observed non-
Gaussian properties of density perturbations, as discussed
in detail in paper I. The prediction [8] is that the density
field bispectrum should show an enhancement for isosceles
triangles and no difference for squeezed triangles
(where the nonlinear kernel in the modified gravity sector,
Eq. (29), vanishes since 
 ¼ �1).

Comparing the bispectrum in nonlinear DGP simula-
tions versus standard gravity simulations is difficult be-
cause they have different power spectrum amplitudes at
low redshift, due to the difference in growth factors. As a
result, the standard (i.e. present in GR) nonlinear effects
will be slightly different and can mask the nonlinear effects
we are interested in here if those differences are not taken
into account accurately enough. The best way to see the
bispectrum enhancement is to compare nonlinear and lin-
earized DGP simulations, which only differ in the presence
of the nonlinearities in the modified gravity sector.

Figure 10 shows such a comparison for triangles with
k1 ¼ 0:1h Mpc�1 and k2 ¼ 0:2h Mpc�1 as a function of
angle � between k1 and k2. What we compare is the ratio of
the reduced bispectra, defined as

Q123 � B123

ðP1P2 þ P2P3 þ P3P1Þ ; (45)

where B denotes the bispectrum and subindices label wave
vectors, e.g. Pi ¼ PðkiÞ. The solid lines in Fig. 10 show the
expected ratio from perturbation theory as calculated in
paper I (note however that�0

m ¼ 0:27 here instead of 0.2),
while symbols with error bars denote measurements in our
N-body simulations (4 realizations with box size
1280h�1 Mpc) for linear and nonlinear DGP models.
The very good agreement is another (nontrivial) check of
our numerical code.

VI. DARK MATTER HALOS

A. Mass function

We identify dark matter halos from the simulations using
the Friend-Of-Friend algorithm [46] with linking length
equal to 0.2 times the interparticle separation. We construct
the mass function ðdn=d lnMÞ, the number density of halos
per unit comoving volume per unit interval of lnM, for
halos that have more than 20 particles. We use box sizes of
128h�1 Mpc, 256h�1 Mpc and 512h�1 Mpc. We run 4
simulations for each box size and model.
To better see the differences among the models we run,

we divide our simulation results by the Sheth-Tormen
(hereafter ST, [47]) mass function for the GR case

dnST
d lnM

¼ ��m

M

d ln�

d lnM
�fð�Þ (46)

where ��m is the background density of matter, and � ¼
ð�c=�Þ2, with �c 
 1:68 the linear overdensity above
which a region will collapse according to the spherical
collapse model, and �2 is the variance of density fluctua-
tions smoothed with a top-hat filter (with radius related to
halo mass by M ¼ ð4�=3Þ ��mR

3). The function �fð�Þ is a
generalization of the standard Press-Schechter function
[48] motivated by the ellipsoidal collapse model and free
parameters chosen to fit the numerical simulations, and is
given by

�fð�Þ ¼ Affiffiffiffi
�

p
�
1þ 1

�0p

��
�0

2

�
1=2

e��0=2; (47)

where �0 ¼ a�, with a ¼ 0:707. The numerical values of A
and p are 0.322 and 0.3, respectively.
The left panel of Fig. 11 shows the measured mass

functions from the numerical simulations for the different
models normalized as discussed above. To minimize the
effects of poor mass resolution we use results from each
box size for halo that contain more than about 300 parti-
cles; when more than one box contributes to a given bin in
mass, we average results from different box sizes weighted

FIG. 10 (color online). Ratio of bispectrum (nonlinear divided
by linear DGP) for triangles with k1 ¼ 0:1h Mpc�1 and k2 ¼
0:2h Mpc�1 as a function of angle � between k1 and k2. Solid
lines denote the perturbative prediction from paper I, symbols
with error bars denote measurements in N-Body simulations.
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by the volume of the corresponding boxes. Still, in the low
mass regime (M & 1012:5h�1M�), the differences for the
GR case from the ST mass function are most likely due to
poor mass resolution, but again we expect the relative
differences among different models (which are very small)
to be an accurate representation of what would happen in
higher resolution runs. At high mass (M * 1013:5h�1M�),
the enhancement for the GR case over the ST mass func-
tion is consistent with what is seen using Gadget (see e.g.
[40]), and it is in this regime where the deviations among
the different models is largest.

The behavior seen at the high mass end is as expected,
since the GR model has the largest �8, followed by the
GRH model, and then lDGP and nlDGP models that share
the same linear normalization. The difference between
lDGP and nlDGP models is reasonable given the
Vainshtein effect, which makes the power spectrum of
the nlDGP case larger than lDGP. At low mass, the differ-
ences are much smaller, similar to what happens with GR
models of different cosmological parameters where the
mass function does not evolve much for M � M�. In this
regime the nlDGP model has a larger mass function than
the lDGP model, again this is expected from the Vainshtein
mechanism, and indeed the nlDGP model agrees with the
GRH model at small mass, as expected from the matching
of their power spectra at small scales.

Motivated by these results, the right panel of Fig. 11
shows the mass function calculated from Eq. (46) using the
renormalized linear power spectra as calculated in paper I.

Since �c ¼ 1:68works very well for different cosmologies
in the case of GR [e.g. [49]], we take this value for all
models we consider regardless whether gravity is modified
or not. Corrections to this in the DGP model are expected
to be small [6]. While we do not expect this mapping to
work in too much detail, the idea is that we are including
the Vainshtein mechanism in the renormalized linear spec-
tra for nlDGP derived in paper I and using the ellipsoidal
collapse model assumed in the ST mass function to take
into account the standard gravity nonlinearities. For work
on spherical collapse model implications for the mass
function in modified gravity models see [50]. The predic-
tions of paper I do reflect roughly the features seen in the
measurements. Indeed, the relative ordering of the mass
function measurements agree with expectations based on
the predictions.

B. Halo bias

We now discuss the difference in the large-scale bias of
dark matter halos for the different models discussed above.
Because of our relatively low particle number our mass
resolution is limited, therefore we simply concentrate on
all halos with more than 20 particles to compute the bias.
The halo bias is obtained from the ratio of the cross halo-
matter power spectrum and the dark matter power spec-
trum, to avoid accounting from possibly nontrivial shot
noise in the halo-halo power spectrum. Figure 12 shows the
halo bias from simulations of box size 256h�1 Mpc and
128h�1 Mpc, with the same threshold of 20 particles per

FIG. 11 (color online). Left panel: mass functions measured in numerical simulations for the different models, as labeled, divided by
a reference ST mass function. Right panel: the measured mass function for the three non standard models divided by the GR mass
function from the simulations. The solid lines denote the predictions for the ST mass function ratios based on the renormalized linear
spectra calculated in paper I.
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halo this corresponds to bðM> 1:5� 1012M�=hÞ and
bðM> 1:8� 1011M�=hÞ, respectively. The error bars cor-
respond to the mean over four realizations.

At fixed mass threshold, the relative magnitude of the
bias agrees with expectations based on the peak-
background split [51,52], which says that the bias is pro-
portional to the slope of the mass function. One can check
that the ordering of the bias factors in Fig. 12 at fixed
threshold mass qualitatively agrees with this simple pre-
scription by looking at the slopes of the mass functions in
the left and right panels of Fig. 11.

In [53] it is pointed out that a scale dependence of the
growth factor (as it happens in DGP models at large scales
due to nonlocal terms) can give rise to a scale dependence
in the halo (or galaxy) bias. Assuming no merging and that
halos move with unbiased velocities, the halo bias bðz;kÞ
in Fourier space evolves as [53]

bðz;kÞ ¼ 1þ ðb0 � 1Þ�mðz0;kÞ
�mðz;kÞ ; (48)

where b0 denotes the halo bias at formation time, and �m is
the density contrast of the matter. Even if b0 is independent
of scale, the ratio of matter density fluctuations at different
times is expected to show some scale dependence due to
nonlocal terms in the modified Poisson equation (see paper
I). However, we were unable to test this prediction because
(1) the scale dependence in the growth factor is small and
kicks in at large scales, (2) to probe large scales, large
boxes are required, and our limits on computational re-
sources required means we cannot use large number of
particles, which leads to poor mass resolution, (3) for large

halo masses (poor mass resolution), halos form late and
there is little time between formation and z ¼ 0 to see a
relative scale dependence induced by the ratio of matter
fluctuations in Eq. (48). As a result of these factors, the
predicted scale dependence is too small and consistent with
the uncertainties from our simulations.

VII. CONCLUSIONS

We developed a numerical algorithm, which we call
FFT-relaxation, to solve the nonlinear field equations
[Eqs. (3) and (4)] in the DGP model. This enabled us to
run fully nonlinear N-body simulations of this model and
compare to simulations where the field equations are lin-
earized, where standard gravity is used only for perturba-
tions (but not for the background), and to fully standard
gravity simulations. Our numerical algorithm includes not
only the new nonlinear couplings in the modified gravity
sector but also linear but nonlocal terms that lead to 5D
behavior at large scales in the quasistatic approximation.
We expect that our implementation may be useful in other
scenarios of brane-induced gravity or massive-gravity re-
lated models, e.g. [34–36], which have both of these fea-
tures. We extracted the power spectrum, bispectrum, mass
function and halo bias from the N-body simulations.
From the simulation results, we confirm the expectations

based on analytic arguments that the Vainshtein mecha-
nism does operate as anticipated, with the density power
spectrum approaching that of standard gravity within a
modified background evolution in the nonlinear regime.
The transition is very broad and there is no well defined
Vainshtein scale, but roughly this corresponds to wave
numbers k� ’ 2h Mpc�1 at redshift z ¼ 1 and k� ’
1h Mpc�1 at z ¼ 0. We checked that while extrinsic cur-
vature fluctuations go nonlinear, and the dynamics of the
brane-bending mode C receives important nonlinear cor-
rections, this extra scalar mode does get suppressed com-
pared to density perturbations, effectively decoupling from
the standard gravity sector. At the same time, there is no
violation of the weak field limit for metric perturbations
associated with C. We also quantified the use of the spheri-
cal approximation to the nonlinear dynamics of C (see e.g.
[45] for application of this to more generic models), and
showed that the results on the density power spectrum
show differences of order 10% at all scales, depending
on box size and resolution. The differences are not re-
stricted to small scales as the approximation introduces a
spurious enhanced coupling of large-scale modes to small-
scale modes.
In the nonlinear regime, modified gravity models be-

come difficult to distinguish from standard gravity for a
fixed expansion history, and therefore this is not the best
place to look for modifications of gravity in observations.
The best way to test these models is on weakly nonlinear
scales, we showed that the bispectrum in our simulation
presents a small signature of modified gravity due to the

FIG. 12 (color online). The halo bias for halos with mass M>
1:5� 1012M�=h (top four curves) and M> 1:8� 1011M�=h
(bottom four curves) for different models.
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additional nonlinear couplings, as predicted by perturba-
tion theory in paper I; however, this is too small to be tested
in present observations. We also studied the abundance and
clustering of dark matter halos and found that the largest
differences in the mass function are seen at large masses, as
anticipated from the results in the power spectrum. The
differences seen in the halo bias are consistent with expec-
tations based on the peak-background split.

We tested the calculations presented in paper I that rely
on a renormalization of the linear spectrum due to non-
linear effects in the modified gravity sector, which are
induced by the Vainshtein mechanism and modify the
effective gravitational constant from linear theory. The
predictions for the nonlinear spectrum are in very reason-
able agreement with our simulations. A similar prediction
for the mass function shows the right trends although our
tests are modest due to limited simulation volume and mass
resolution. We hope to improve on these tests to sharpen
theoretical predictions of modified gravity in the near
future.

Our results suggest that the framework laid down in
paper I, where the nonlinear effects of gravity beyond
general relativity are included in the running of the gravi-
tational constant, is quite accurate. As discussed in paper I,
this is in fact a result of the fact that modifications beyond
such running (such as extra contributions to non-
Gaussianity) are higher-order in �G=G and are highly
suppressed at small scales. This general argument should
be applicable to other theories of gravity, leading to a
powerful way to test gravity theories against observations.

While this paper and its companion paper I [8] were
slowly written down, preprint [54] appeared on arXiv,
where N-body simulations of the DGP model are also
presented. His results on the power spectrum and halo
mass function are broadly consistent with ours.
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APPENDIX: OTHER ASPECTS OF THE FIELD
EQUATIONS

In this appendix, we would like to compare the FFT-
relaxation method with more common relaxation methods.

Since the difficulty in solving the Eq. (4) stems from the
nonlinear terms and it is difficult to implement the nonlocal
terms in the usual finite differencing schemes, in this
appendix we discard the nonlocal terms for simplicity.
Thus here we are interested in solving the simplified equa-
tion

ð �r2CÞ2 þ � �r2C� ð �rijCÞ2 ¼ 3ð�� 1Þ
�

�: (A1)

1. Ellipticity of the equation

Before attempting to solve Eq. (A1), some comments are
in order. First, Eq. (A1) belongs to the class of fully non-
linear partial differential equations (PDE), since it is non-
linear in the highest derivative of the unknown. Fully
nonlinear PDEs are usually more difficult to deal with
than those nonlinear in the field, such as the field equation
in fðRÞmodels [13] or nonlinear in lower derivatives of the
field. So far there is a general solution theory for this kind
of fully nonlinear PDEs only if Eq. (A1) is elliptic in the
whole domain [55]; however, to determine whether
Eq. (A1) is elliptic or not is nontrivial.
In general for a PDE FðCÞ ¼ 0, in our case

FðCÞ ¼ ð �r2CÞ2 þ � �r2C� ð �rijCÞ2 � 3ð�� 1Þ
�

�; (A2)

one needs to solve for the eigenvalues of the matrix

F �rxxC
F �rxyC

F �rxzC

F �ryxC
F �ryyC

F �ryzC

F �rzxC
F �rzyC

F �rzzC

0
B@

1
CA; (A3)

where F �rxxC
denotes partial differentiation of F with re-

spect to �rxxC, etc. The equation FðCÞ ¼ 0 is elliptic if all
the eigenvalues are of the same sign, hyperbolic if the sign
of one of the eigenvalue differs from the rest, and parabolic
if one of the eigenvalues is zero.
However, in 3D, the resultant equation depends on the

field C, and we cannot determine its nature of the equation
without knowing C! Nonetheless, we can check the ellip-
ticity of the equation using the solution we obtained from
the FFT-relaxation method. We do this test in a 64h�1 Mpc
simulation box using 2563 particles. We input the conver-
gent solutionCðxÞ into the matrix Eq. (A3) and solve for its
eigenvalues at every grid point. We then check if the signs
of the eigenvalues are the same or not. We find that the
equation is elliptic at every point in the simulation box.
It is important to note that violation of ellipticity hap-

pens when the bad fraction is nonzero. In our test we used
w ¼ 1=3 and therefore the bad faction is zero all the time.
Ifw ¼ 0 is used instead, the bad fraction will be nonzero as
shown in the upper panel of Fig. 4, and violation of
ellipticity (by substantial fraction of points, of order
10%) will occur in the same time interval during which
the bad fraction is nonzero. Thus satisfying the ellipticity
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condition is another self-consistent check of the FFT-
relaxation method.

If Eq. (A1) were in 2D rather than 3D, its nonlinear
structure would be the same as the well-known Monge-
Ampere equation [56]. This simplification is possible if we
artificially assume that � is constant along the z direction,
with C a function of x and y alone. In 2D, Eq. (A1) reduces
to

2ð �rxxC
�ryyC� ð �rxyCÞ2Þ þ �ð �rxxCþ �ryyCÞ

¼ 3ð�� 1Þ
�

� (A4)

and the determinant of the corresponding matrix Eq. (A3)
in 2D, after making use of Eq. (A4), is

�2 þ 6ð�� 1Þ
�

�: (A5)

One can check that Eq. (A5) is always positive even for
� ¼ �1. This shows that the eigenvalues are of the same
sign, and thus Eq. (A4) is elliptic.

2. On Gauss-Seidel relaxation

Nowwe turn to solving Eq. (A1) using a finite difference
method. One of the potential methods for solving nonlinear
PDEs is the Newton-Gauss-Seidel-relaxation method [57],
which for our case it reads

Cnþ1
ijk ¼ Cn

ijk �
FðCn

ijkÞ
F0ðCn

ijkÞ
; (A6)

where Cn
ijk denotes the value of C at the grid point ði; j; kÞ

in the nth iteration and F0ðCn
ijkÞ represents the derivative of

F with respect to Cn
ijk. We find that this method diverges

very quickly. This is probably due to the fact that upon
discretization, Eq. (A1) is a quadratic equation in the
discrete variable Cijk, which has two, one or zero real

roots. If the starting trial solution is not good enough, it
is impossible for different points to converge to the same
branch of solution.
Recently, algorithms were developed by mathematicians

[58] to attack the Monge-Ampere equation, but most of
them are difficult to implement, albeit more rigorous than
the method we developed in this paper. However, equations
similar to Eq. (A4) also arise in other fields such as
meteorology, where a 2D equation called the ‘‘balance
equation’’ [59,60] used to model the wind flow is of
Monge-Ampere type. The approach followed in those
papers is simple enough to implement. They used Gauss-
Seidel relaxation together with the quadratic formula in-
stead of Newton’s method. This chooses the branch of the
solution explicitly and has better control over which branch
the solution converges to. In what follows, we will discre-
tize Eq. (A1) similarly to how is done in [59] and general-
ize it to 3D.
Le us now discuss the details of the calculations. We first

write,

ð �r2CÞ2 � ð �rijCÞ2 ¼ 2½ �rxxC
�ryyCþ �rxxC

�rzzCþ �ryyC
�rzzC� � 2½ð �rxyCÞ2 þ ð �rxzCÞ2 þ ð �ryzCÞ2�

¼ 1

2
½
2 � ð �rxxC� �ryyCÞ2 þ �2 � ð �rxxC� �rzzCÞ2 þ �2 � ð �ryyC� �rzzCÞ2�

� 2½ð �rxyCÞ2 þ ð �rxzCÞ2 þ ð �ryzCÞ2�;
where in the last line we have denoted 
 ¼ �rxxCþ �ryyC, � ¼ �rxxCþ �rzzC, and � ¼ �ryyCþ �rzzC respectively. Now
Eq. (A2) can be expressed as

F ¼ �

2
ð
þ �þ �Þ þ 1

2
ð
2 þ �2 þ �2Þ � 1

2
½ð �rxxC� �ryyCÞ2 þ ð �rxxC� �rzzCÞ2 þ ð �ryyC� �rzzCÞ2�

� 2½ð �rxyCÞ2 þ ð �rxzCÞ2 þ ð �ryzCÞ2� � 3ð�� 1Þ
�

�

¼ 1

2

��

þ �

2

�
2 þ

�
�þ �

2

�
2 þ

�
�þ �

2

�
2 � 3�2

4

�
� 1

2
½ð �rxxC� �ryyCÞ2 þ ð �rxxC� �rzzCÞ2 þ ð �ryyC� �rzzCÞ2�

� 2½ð �rxyCÞ2 þ ð �rxzCÞ2 þ ð �ryzCÞ2� � 3ð�� 1Þ
�

�: (A7)

The advantage of writing F in this way is that upon dis-
cretization, the central term Cijk only appears in the first
square bracket. Suppose we write the difference equation
as a quadratic equation in Cn

ijk, and solve for its root to get
the new Cnþ1

ijk (note that we assume that the iteration is

Jacobi-like, i.e.we use only the oldCn to update the central
term Cn

ijk; we will relax this assumption later). Let us
denote the residual before the nth iteration be Fn, and
the residual after the nth iteration be Fnþ1. Explicitly, we
have
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Fn ¼ 1

2

��

n þ �

2

�
2 þ

�
�n þ �

2

�
2 þ

�
�n þ �

2

�
2 � 3�2

4

�

þ ZðCnÞ � 3ð�� 1Þ
�

� (A8)

Fnþ1 ¼ 1

2

��

nþ1 þ �

2

�
2 þ

�
�nþ1 þ �

2

�
2

þ
�
�nþ1 þ �

2

�
2 � 3�2

4

�
þ ZðCnÞ � 3ð�� 1Þ

�
�;

(A9)

where we have denoted the noncentral terms ZðCnÞ, which
are unaltered in the iteration. Subtracting Fn from Fnþ1 we
have

1

2

��

nþ1 þ �

2

�
2 þ

�
�nþ1 þ �

2

�
2 þ

�
�nþ1 þ �

2

�
2

�
�

n þ �

2

�
2 �

�
�n þ �

2

�
2 �

�
�n þ �

2

�
2
�

¼ Fnþ1 � Fn: (A10)

Next, we discretize the variables and the derivative
operators, and write Cnþ1

ijk as Cn
ijk þ 
n

ijk. Then, for ex-

ample, we can express


nþ1
ijk ¼ Cn

iþ1;jk þ Cn
i�1;jk þ Cn

i;jþ1;k þ Cn
i;j�1;k � 4Cnþ1

ijk

�h2

¼ �4
�h2


n
ijk þ
n

ijk; (A11)

where �h � aHh and h is the size of the grid. The extra

factor aH originates from our definition of �r as r=ðaHÞ.
Thus we arrive at a quadratic equation in 
n

ijk

ð
n
ijkÞ2 �

�h2

6

�

n

ijk þ �n
ijk þ �n

ijk þ
3�

2

�

n
ijk

�
�h4

24
ðFnþ1

ijk � Fn
ijkÞ ¼ 0: (A12)

We cannot solve this equation since Fnþ1
ijk is unknown. The

next approximation we make is to set Fnþ1
ijk to zero. This is

reasonable as we assume the next iteration will give a
smaller residual than the previous one. Thus the final
equation we get is

ð
n
ijkÞ2 �

�h2

6

�

n

ijk þ �n
ijk þ �n

ijk þ
3�

2

�

n
ijk þ

�h4

24
Fn
ijk ¼ 0:

(A13)

From Eq. (A13), we can solve for 
n
ijk and then get new

Cnþ1
ijk . However, the quadratic nature of the equation in-

troduces another complication—which root to take.
Obviously, when we take the limit Fn

ijk ! 0, we should

take the root such that 
n
ijk ! 0. Thus we shall take the plus

sign of the square root. Again, we may be plagued by bad

points since the discriminant may not always be non-
negative. Rearranging the terms as in Sec. III C may help
resolve this issue. We will not, however, pursue further
investigation since we will see that this method does not
quite converge even when the bad fraction is zero.
So far, we used a Jacobi approach, i.e. in updating Cnþ1

we only use old values of Cn. Now let us consider a Gauss-
Seidel approach, in which we will use the new Cnþ1

whenever they are available during the iteration. We find
that this can improve the convergence rate significantly, as
it is normally the case.
We compare the convergence of the GS-relaxation and

the FFT-relaxation method in Fig. 13, where we plot the
normalized residual versus time taken for these two meth-
ods. We start from the same initial linear solution. We
perform this test on a box of 64h�1 Mpc at z ¼ 0withw ¼
1=3 for FFT-relaxation. In both methods, there are no bad
points (in fact for the FFT-relaxation method, a small
bad fraction appears in the first few cycles, and then
disappears).
We see that although GS-relaxation takes less time to

run in each cycle, its normalized residual settles to some
value of order 1. In fact the normalized residual rises very
slowly as we continue to iterate. On the other hand, for the
FFT-relaxation method (although takes longer time for
each cycle) the residual keeps on decreasing, especially
after the first few cycles. During our simulations, except for
the very first time step, we use the previous time step
solution as the trial solution for the FFT-relaxation method,
which is much better than the linear solution since we then

FIG. 13 (color online). Normalized residuals as a function of
time for the FFT-relaxation and GS-relaxation methods. For the
GS-relaxation method the normalized residual saturates at some
value of order 1, in this case about 1.4, while for the FFT-
relaxation method the residual keeps on decreasing. Note that in
practice, we work on the steep part of the FFT-relax curve when
we use the previous time step solution to initialize the relaxation
method.
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are in the steep-slope regime in Fig. 13. However, it may be
useful to combine both methods to achieve greater con-
vergence speed.

It is not clear to us why the GS-relaxation method
together with the quadratic formula seems to work in
[59,60], although there are significant differences with
our application here. First, the balance equation is 2D
rather than 3D. Secondly, the number of grid points con-
sidered in [59,60] are only about 103, so the resolution is
rather low. Last, and perhaps most importantly, the per-
formance of these nonlinear relaxation methods depend
rather sensitively on the values of the parameters such as

� and 3ð�� 1Þ��1 and how rough the data � is. In
cosmology, � is not very regular. To summarize, we pre-
sented a simple discretization scheme for GS-relaxation
method, and it fails to solve Eq. (A1) satisfactorily.
However, given the complexity of Eq. (A1), we do not
rule out the possibility that a more thoughtful discretization
scheme would work. In fact, while this paper was being
finished, preprint [54] appeared on the arXiv showing that
a convergent method based on Newton’s method can be
constructed for these field equations based on multigrid
techniques.
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