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We perform a �2 analysis of nuclear parton distribution functions (NPDFs) using neutral current

charged-lepton (‘�A) deeply inelastic scattering (DIS), and Drell-Yan data for several nuclear targets. The
nuclear A dependence of the NPDFs is extracted in a next-to-leading order fit. We compare the nuclear

corrections factors (FFe
2 =FD

2 ) for this charged-lepton data with other results from the literature. In

particular, we compare and contrast fits based upon the charged-lepton DIS data with those using

neutrino-nucleon DIS data.
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I. INTRODUCTION

A. PDFs and nuclear corrections

Parton distribution functions (PDFs) are of supreme
importance in contemporary high-energy physics as they
are needed for the computation of reactions involving
hadrons based on QCD factorization theorems [1–3]. For
this reason various groups present global analyses of PDFs
for protons [4–14] and nuclei [15–20] which are regularly
updated in order to meet the increasing demand for preci-
sion. The PDFs are nonperturbative objects which must be
determined by experimental input. To fully constrain the x
dependence and flavor dependence of the PDFs requires
large data sets from different processes which typically
include deeply inelastic scattering (DIS), Drell-Yan (DY),
and jet production.

While some of this data is extracted from free protons,
much is taken from a variety of nuclear targets. Because
the neutrino cross section is so small, to obtain sufficient
statistics for the neutrino-nuclear DIS processes it is nec-
essary to use massive targets (e.g., iron, lead, etc.). There-
fore, nuclear corrections are required if we are to include
the heavy-target data into the global analysis of proton
PDFs.

The heavy-target neutrino DIS data plays an important
role in extracting the separate flavor components of the
PDFs. In particular, this data set gives the most precise

information on the strange quark PDF. As the strange quark
uncertainty may limit the precision of particular Large
Hadron Collider (LHC) W and Z measurements, the nu-
clear corrections and their uncertainties will have a broad
impact on a comprehensive understanding of current and
future data sets.

B. Nuclear corrections in the literature

In previous PDF analyses [21,22], a fixed nuclear cor-
rection was applied to ‘‘convert’’ the data from a heavy
target to a proton. As such, these nuclear correction factors
were frozen at a fixed value. They did not adjust for theQ2

scale or the physical observable (F2, F3,
d�
dxdy ), and they did

not enter the PDF uncertainty analysis.
While this approach may have been acceptable in the

past given the large uncertainties, improvements in both

FIG. 1. Nuclear correction ratio, FFe
2 =FD

2 , as a function of x.
The parametrized curve is compared to SLAC and BCDMS data
[23–29].
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data and theory precision demand comparable improve-
ments in the treatment of the nuclear corrections.

Figure 1 displays the FFe
2 =FD

2 structure function ratio as
measured by the SLAC and BCDMS collaborations. The
SLAC/NMC curve is the result of an A-independent pa-
rametrization fit to calcium and iron charged-lepton DIS
data [23–30]. This parametrization was used to convert
heavy-target data to proton data, which then would be
input into the global proton PDF fit.1 The SLAC/NMC
parametrization was then applied to both charged-lepton-
nucleus and neutrino-nucleus data, and this correction was
taken to be independent of the scale Q and the specific
observable fF2; F3; . . .g. Recent work demonstrates that the
parametrized approximation of Fig. 1 is not sufficient and
it is necessary to account for these details [31–33].

C. Outline

In this paper, we present a new framework for a global
analysis of nuclear PDFs (NPDFs) at next-to-leading order
(NLO). An important and appealing feature of this frame-
work is that it naturally extends the proton analysis by
endowing the free fit parameters with a dependence on the
atomic number A. This will allow us to study proton and
nuclear PDFs simultaneously such that nuclear correction
factors needed for the proton analysis can be computed
dynamically.

In Sec. II, we outline our method for the analysis,
specify the DIS and DY data sets, and present the �2 of
our fit. In Sec. III, we compute the nuclear correction
factors (FFe

2 =FD
2 ) for the fit to the ‘�A and DY data. In

Sec. IV, we compare these results to the nuclear correction
factors (FFe

2 =FD
2 ) from the �A fit of Ref. [33]. Finally, we

summarize our results in Sec. V.

II. NPDF GLOBAL ANALYSIS FRAMEWORK

A. PDF analysis framework

In this section, we present the global analysis of NPDFs
using charged-lepton DIS (l�A) and Drell-Yan data to
extend the analysis of Ref. [30] for a variety of nuclear
targets. This analysis is performed in close analogy with
what is done for the A ¼ 1 free proton case [34]. We will
use the general features of the QCD-improved parton
model and the �2 analyses as outlined in Ref. [33]. The
input distributions are parametrized as

xfkðx;Q0Þ ¼ c0x
c1ð1� xÞc2ec3xð1þ ec4xÞc5

k ¼ uv; dv; g; �uþ �d; s; �s;

�dðx;Q0Þ= �uðx;Q0Þ ¼ c0x
c1ð1� xÞc2 þ ð1þ c3xÞð1� xÞc4 ;

(1)

at the scaleQ0 ¼ 1:3 GeV. Here, the uv and dv are the up-
and down-quark valence distributions, �u, �d, s, �s are the
antiup, antidown, strange, and antistrange sea distributions,
and g is the gluon.
We note that there is a new series of PDFs in the

literature from the NNPDF Collaboration [4,5,12–14]
which are generated using a neural network. This approach
has the advantage that no initial x-dependent parametriza-
tion is required. In comparison to the ansatz of Eq. (1), the
neural network approach generally yields wider error
bands, particularly in the small-x region. This reflects, in
part, the fact that the small-x region is dominantly con-
trolled by the c1 parameter of Eq. (1), and this parameter is
constrained by data at moderate to small values of x. With
sufficiently precise data the errors given, for example, by
the Hessian technique, may well be small, leading to
relatively small errors for the extrapolation of the PDFs
outside the region where the fits were constrained by data.
In such cases, the parametrization-independent NNPDF
estimates may well be more realistic, as they express the
larger uncertainties in regions not directly constrained by
data.
In order to accommodate different nuclear target mate-

rials, we introduce a nuclear A dependence in the ck
coefficients:

ck ! ckðAÞ � ck;0 þ ck;1ð1� A�ck;2Þ; k ¼ f1; . . . ; 5g:
(2)

This ansatz has the advantage that in the limit A ! 1 we
have ckðAÞ ! ck;0; hence, ck;0 is simply the corresponding

coefficient of the free proton. Thus, we can relate the ck;0
parameters to the analogous quantities from proton PDF
studies.
It is noteworthy that the x dependence of our input

distributions fp=Ak ðx;Q0Þ is the same for all nuclei A; hence,
this approach treats the NPDFs and the proton PDFs on the
same footing.2 Additionally, this method facilitates the
interpretation of the fit at the parameter level by allowing
us to study the ckðAÞ coefficients as functions of the nuclear
A parameter.
With the A-generalized set of initial PDFs, we can apply

the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP)
evolution equations to obtain the PDFs for a bound proton

inside a nucleus A, fp=Ai ðx;QÞ. We can then construct the
PDFs for a general ðA; ZÞ nucleus:

fðA;ZÞi ðx;QÞ ¼ Z

A
fp=Ai ðx;QÞ þ ðA� ZÞ

A
fn=Ai ðx;QÞ; (3)

where we relate the distributions of a bound neutron,

fn=Ai ðx;QÞ, to those of a proton by isospin symmetry.

1Technically, the heavy-target data were scaled to a deuteron
target, and then isospin symmetry relations were used to obtain
the corresponding proton data. Deuteron corrections were used
in certain cases.

2The nuclear analogue of the scaling variable x is defined as
x :¼ AxA, where xA ¼ Q2=2PA � q is the usual Bjorken variable
formed out of the four-momenta of the nucleus (PA) and the
exchanged boson (q), with Q2 ¼ �q2 [33].
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Similarly, the nuclear structure functions are given by

FðA;ZÞ
i ðx;QÞ ¼ Z

A
Fp=A
i ðx;QÞ þ ðA� ZÞ

A
Fn=A
i ðx;QÞ: (4)

These structure functions can be computed at next-to-
leading order as convolutions of the nuclear PDFs with
the conventional Wilson coefficients, i.e., generically

FðA;ZÞ
i ðx;QÞ ¼ X

k

Cik � fðA;ZÞk : (5)

To account for heavy quark mass effects, we calculate the
relevant structure functions in the Aivazis-Collins-Olness-
Tung (ACOT) scheme [35,36] at NLO QCD [37].

B. Inputs to the global NPDF fit

Using the above framework, we can then construct a
global fit to charged-lepton-nucleus (l�A) DIS data and
Drell-Yan data. To guide our constraints on the ck;0 coef-

ficients, we use the global fit of the proton PDFs based
upon Ref. [30]. This fit has the advantage that the extracted
proton PDFs have minimal influence from nuclear targets.
To provide the A-dependent nuclear information, we use a
variety of l�A DIS data and Drell-Yan data. The complete
list of nuclear targets and processes is listed in Tables I, II,
and III; there are 1233 data points before kinematical cuts
are applied.
The structure of the fit is analogous to that of Ref. [33].

For the quark masses we take mc ¼ 1:3 GeV and mb ¼
4:5 GeV. To limit effects of higher-twist we choose stan-
dard kinematic cuts of Qcut ¼ 2:0 GeV, and Wcut ¼
3:5 GeV as they are employed in the CTEQ proton analy-
ses.3 There are 708 data points which satisfy these cuts.

TABLE I. The DIS FA
2 =F

D
2 data sets used in the fit. The table

details the specific nuclear targets, references, and the number of
data points without kinematical cuts.

FA
2 =F

D
2 :

Observable Experiment Reference

Number of

data points

D NMC-97 [38] 275

He=D SLAC-E139 [23] 18

NMC-95,re [39] 16

Hermes [40] 92

Li=D NMC-95 [41] 15

Be=D SLAC-E139 [23] 17

C=D EMC-88 [42] 9

EMC-90 [43] 2

SLAC-E139 [23] 7

NMC-95,re [39] 16

NMC-95 [41] 15

FNAL-E665-95 [44] 4

N=D BCDMS-85 [24] 9

Hermes [40] 92

Al=D SLAC-E049 [45] 18

SLAC-E139 [23] 17

Ca=D EMC-90 [43] 2

SLAC-E139 [23] 7

NMC-95,re [39] 15

FNAL-E665-95 [44] 4

Fe=D BCDMS-85 [24] 6

BCDMS-87 [25] 10

SLAC-E049 [26] 14

SLAC-E139 [23] 23

SLAC-E140 [27] 6

Cu=D EMC-88 [42] 9

EMC-93(addendum) [46] 10

EMC-93(chariot) [46] 9

Kr=D Hermes [40] 84

Ag=D SLAC-E139 [23] 7

Sn=D EMC-88 [42] 8

Xe=D FNAL-E665-92(em cut) [47] 4

Au=D SLAC-E139 [23] 18

Pb=D FNAL-E665-95 [44] 4

Total: 862

TABLE II. The DIS FA
2 =F

A0
2 data sets used in the fit. The table

details the specific nuclear targets, references, and the number of
data points without kinematical cuts.

FA
2 =F

A0
2 :

Observable Experiment Reference

Number of

data points

Be=C NMC-96 [48] 15

Al=C NMC-96 [48] 15

Ca=C NMC-95 [39] 20

NMC-96 [48] 15

Fe=C NMC-95 [48] 15

Sn=C NMC-96 [49] 144

Pb=C NMC-96 [48] 15

C=Li NMC-95 [39] 20

Ca=Li NMC-95 [39] 20

Total: 279

TABLE III. The Drell-Yan data sets used in the fit. The table
details the specific nuclear targets, references, and the number of
data points without kinematical cuts.

�pA
DY=�

pA0
DY :

Observable Experiment Reference

Number of

data points

C=D FNAL-E772-90 [50] 9

Ca=D FNAL-E772-90 [50] 9

Fe=D FNAL-E772-90 [50] 9

W=D FNAL-E772-90 [50] 9

Fe=Be FNAL-E866-99 [51] 28

W=Be FNAL-E866-99 [51] 28

Total: 92

3For example, see the CTEQ (Coordinated Theoretical-
Experimental Project on QCD) analysis of Ref. [34] which
presents the CTEQ6 PDF sets.
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The fit was performed with 32 free parameters which gives
676 degrees of freedom (DOF).

C. Result of the NPDF Fit

Performing the global fit to the data, we obtain an overall
�2=DOF of 0.946. Individually, we find a �2=pt of 0.919
for the FA

2 =F
D
2 measurements of Table I, of 0.685 for the

FA
2 =F

A0
2 measurements of Table II, and of 1.077 for the

Drell-Yan measurements of Table III. The fact that we
obtain a good fit implies that we have devised an efficient
parametrization of the underlying physics.
The output of the fit is the set of ck;i parameters and a set

of A-dependent momentum fractions for the gluon and the
strange quark. Using the ck;i coefficients we can construct

the A-dependent ckðAÞ functions which determine the nu-
clear PDFs at the initial Q0 scale: fAi ðx;Q0Þ. As an ex-
ample, we display the ckðAÞ functions in Fig. 2 for the case
of the up-valence and down-valence distributions.
Finally, we can use the DGLAP evolution equations to

evolve to an arbitrary Q to obtain the desired fAi ðx;QÞ
functions. In Fig. 3 we display the up- and down-quark
PDFs at a scale of Q0 ¼ 1:3 GeV as a function of x for a
variety of nuclear-A values.

III. ‘�A NUCLEAR CORRECTIONS

Nuclear corrections are the key elements which allow us
to combine data across different nuclear targets and pro-
vide maximum information on the proton PDFs. As the
nuclear target data play a critical role in differentiating the
separate partonic flavors (especially the strange quark),
these data provide the foundation that we will use to
make predictions at the LHC.
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FIG. 2 (color online). We display the A-dependent coefficients
ckðAÞ, k ¼ f1; 5g, for the up-valence (top) and down-valence
PDF (bottom) as a function of the nuclear A. The dependence
of the coefficients ckðAÞ is shown by the following lines: c1 solid
(red) line, c2 long-dashed (blue) line, c3 dashed (green) line, c4
dash-dotted (magenta) line, and c5 dotted (brown) line.

FIG. 3 (color online). We display the (a) xuðxÞ and (b) xdðxÞ PDFs for a selection of nuclear A values ranging from A ¼ f1; 207g. We
choose Q0 ¼ 1:3 GeV. The different curves depict the PDFs of nuclei with the following atomic numbers (from top to bottom at
x ¼ 0:01) A ¼ 1, 2, 4, 8, 20, 54, and 207.
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A. Charged-lepton (‘�A) data

The present nuclear PDF global analysis provides us
with a complete set of NPDFs fAi ðx;QÞ with full functional
dependence on fx;Q; Ag. Consequently, the traditional nu-
clear correction FFe

2 =FD
2 does not have to be applied as a

‘‘frozen’’ external factor, but can now become a dynamic
part of the fit which can be adjusted to accommodate the
various data sets.

Having performed the fit outlined in Sec. II, we can then
use the fAi ðx;QÞ to construct the corresponding quantity

FFe
2 =FD

2 to find the form that is preferred by the data. In

order to construct the ratio, we use the expression given by
Eq. (4) for iron and deuterium. This result is displayed in
Fig. 4(a) for a scale of Q2 ¼ 5 GeV2, and in Fig. 5(a) for a
scale of Q2 ¼ 20 GeV2. Comparing these figures, we im-
mediately note that our ratio FFe

2 =FD
2 has nontrivial Q

dependence—as it should.

Figures 4(a) and 5(a) also compare our extracted
FFe
2 =FD

2 ratio with the (Q-independent) SLAC/NMC pa-
rametrization of Fig. 1 and with the fits from Kulagin-Petti
(KP) [31,32]. We observe that in the intermediate range
(x 2 �½0:07; 0:7�) where the bulk of the SLAC/NMC data
constrains the parametrization, our computed FFe

2 =FD
2 ra-

tio compares favorably. When comparing the different
curves, one has to bear in mind the following two points.
First, all curves in principle have an uncertainty band
which is not shown. Second, the data points used to extract
the SLAC/NMC curve are measured at different Q2

whereas our curve is always at a fixed Q2 ¼ 5 GeV2 or
Q2 ¼ 20 GeV2. In light of these facts, we conclude that
our fit agrees very well with other models and parametri-
zations as well as with the measured data points.
It should be noted that the kinematic cuts we employed

to avoid higher twist effects effectively exclude all data
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FIG. 4 (color online). The computed nuclear correction ratio, FFe
2 =FD

2 , as a function of x for Q2 ¼ 5 GeV2. (a) shows the fit (fit B)
using charged-lepton-nucleus (‘�A) and DY data whereas (b) shows the fit using neutrino-nucleus (�A) data (fit A2 from Ref. [33]).
Both fits are compared with the SLAC/NMC parametrization, as well as fits from Kulagin-Petti (KP) (Ref. [31,32]) and Hirai et al.
(HKN07), (Ref. [15]). The data points displayed in (a) are the same as in Fig. 1 and those displayed in (b) come from the NuTeV
experiment [53,54].
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FIG. 5 (color online). Same as Fig. 4 for Q2 ¼ 20 GeV2.
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points in the high-x region above x * 0:7. This is reflected
by the fact that our curves in Figs. 4(a) and 5(a) stop at x ¼
0:7. The high-x region is beyond the scope of this paper and
will be the subject of a future analysis.

Thus, we find that data sets used in this fit (FA
2 =F

D
2 ,

FA
2 =F

A0
2 , and �pA

DY=�
pA0
DY ) are compatible with the SLAC,

BCDMS, and NMC data. Additionally, we can go further
and use our complete set of NPDFs fAi ðx;QÞ to compute
the appropriate nuclear correction not only forFFe

2 =FD
2 , but

for any nuclear target (A) for any Q value, and for any
observable. We make use of this property in the following
section where we compute the corresponding quantity for a
different nuclear process.

IV. ‘�A AND �A NUCLEAR CORRECTIONS

A. Nuclear corrections in �A DIS

In a previous analysis [33], we examined the charged
current (CC) neutrino-nucleus DIS process �A ! �X, and
extracted the FFe

2 =FD
2 ratio.4

These results are displayed in Figs. 4(b) and 5(b). The
solid line is the result of the global fit (fit A2), and this is
compared with the previous SLAC/NMC parametrization,
as well as fits KP and HKN07. The data points displayed
come from the NuTeV experiment [53,54]. The (yellow)
band is an approximation of the uncertainty of the fits.

As observed above, the SLAC/NMC parametrization is
generally consistent with the results of KP and HKN as
well as our B fit to ‘�A and DY data. However, the A2 fit of
Figs. 4(b) and 5(b) does not agree with any of these three
results. We now examine this in detail.

B. ‘�A and �A comparison

The contrast between the charged-lepton (‘�A) case and
the neutrino (�A) case is striking; while the charged-lepton
results generally align with the SLAC/NMC, KP, and HKN
determinations, the neutrino results clearly yield different
behavior in the intermediate x region. We emphasize that
both the charged-lepton and neutrino results are not a
model—they come directly from global fits to the data.
To emphasize this point, we have superimposed illustrative
data points in Figs. 4(b) and 5(b); these are simply the �A
DIS data [53,54] scaled by the appropriate structure func-
tion, calculated with the proton PDF of Ref. [33].

The mismatch between the results in charged-lepton and
neutrino DIS is particularly interesting given that there has
been a long-standing ‘‘tension’’ between the light-target
charged-lepton data and the heavy-target neutrino data in
the historical fits [55,56]. This study demonstrates that the
tension is not only between charged-lepton light-target

data and neutrino heavy-target data, but we now observe
this phenomenon in comparisons between neutrino and
charged-lepton heavy-target data.
There are two possible interpretations of this result.
(1) There is, in fact, a single ‘‘compromise’’ solution for

the FFe
2 =FD

2 nuclear correction factor which yields a
good fit for both the �A and ‘�A data.

(2) The nuclear corrections for the ‘�A and �A pro-
cesses are different.

Considering possibility 1, the ‘‘apparent’’ discrepancy ob-
served in Figs. 4 and 5 could simply reflect uncertainties in
the extracted nuclear PDFs. The global fit framework in-
troduced in this work paves the way for a unified analysis
of the ‘�A, DY, and �A data which will ultimately answer
this question. Having established the nuclear correction
factors for neutrino and charged-lepton processes sepa-
rately, we can combine these data sets (accounting for
appropriate systematic and statistical errors) to obtain a
compromise solution.5

If it can be established that a compromise solution does
not exist, then the remaining option is that the nuclear
corrections in neutrino and charged-lepton DIS are differ-
ent. This idea has previously been discussed in the litera-
ture [31,32,57]. We note that the charged-lepton processes
occur (dominantly) via � exchange, while the neutrino-
nucleon processes occur via W� exchange. Thus, the
different nuclear corrections could simply be a conse-
quence of the differing propagation of the intermediate
bosons (photon, W) through dense nuclear matter.
Regardless of whether this dilemma is resolved via option 1
or 2, understanding this puzzle will provide important in-
sights about processes involving nuclear targets. Further-
more, a deeper understanding could be obtained by a future
high-statistics, high-energy neutrino experiment using sev-
eral nuclear target materials [58–60].

V. CONCLUSIONS

We presented a new framework to carry out a global
analysis of NPDFs at next-to-leading order QCD, treating
proton and nuclear targets on equal footing. Within this
approach, we have performed a �2 analysis of nuclear
PDFs by extending the proton PDF fit of Ref. [30] to DIS
l�A and Drell-Yan data. The result of the fit is a set of
nuclear PDFs which incorporate not only the fx;Qg depen-
dence, but also the nuclear-A degree of freedom; thus we
can accommodate the full range of nuclear targets from
light (A ¼ 1) to heavy (A ¼ 207). We find a good fit to the

4While Ref. [33] extracted the nuclear PDFs using only the
NuTeV neutrino-iron DIS data, Ref. [30] demonstrated that the
Chorus neutrino-lead DIS data [52] was consistent with the
NuTeV data set.

5While it is straightforward to obtain a ‘‘fit’’ to the combined
neutrino and charged-lepton DIS data sets, determining the
appropriate weights of the various sets and discerning whether
this compromise fit is within the allowable uncertainty range of
the data is a more involved task. This work is presently ongoing.
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combined data set with a total �2=DOF of 0.946 demon-
strating the viability of the framework.

We have used our results to compute the nuclear correc-
tions factors, and to compare these with the results from the
literature. We find good agreement for those fits based on a
charged-lepton data set.

Separately, we have compared our nuclear corrections
(derived with a charged-lepton data set) with those com-
puted using neutrino DIS (�A ! �X) data sets. Here, we
observe substantive differences.

This fit is novel in several respects.
(i) Since we constructed the nuclear PDF fits analogous

to the proton PDF fits, this framework allows a
meaningful comparison between these two
distributions.

(ii) The above unified framework integrates the nuclear
correction factors as a dynamic component of the fit.
These factors are essential if we want to use the
heavy-target DIS data to constrain the strange quark
distribution of the proton, for example.

(iii) This unified analysis of proton and nuclear PDFs
provides the foundation necessary to simulta-
neously analyze ‘�A, DY, and �A data. This will
ultimately help in determining whether (1) a com-
promise solution exists, or (2) the nuclear correc-
tions depend on the exchanged boson (e.g., �=Z or
W�).

The compatibility of the charged-lepton ‘�A and neutrino-
nucleus �A processes in the global analysis is an interest-

ing and important question. The resolution of this issue is
essential for a complete understanding of both the proton
and nuclear PDFs.
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ANR projects ANR-06-JCJC-0038-01 and ToolsDMColl,
BLAN07-2-194882.

[1] J. C. Collins, D. E. Soper, and G. Sterman, in Perturbative
Quantum Chromodynamics, edited by A.H. Mueller
(World Scientific, Singapore, 1989).

[2] J. C. Collins and D. E. Soper, Annu. Rev. Nucl. Part. Sci.
37, 383 (1987).

[3] J. C. Collins, Phys. Rev. D 58, 094002 (1998).
[4] Richard D. Ball et al., Nucl. Phys. B823, 195 (2009).
[5] Richard D. Ball et al., Nucl. Phys. B809, 1 (2009).
[6] A. D. Martin, W. J. Stirling, R. S. Thorne, and G. Watt,

Eur. Phys. J. C 63, 189 (2009).
[7] A. D. Martin, W. J. Stirling, R. S. Thorne, and G. Watt,

Phys. Lett. B 652, 292 (2007).
[8] Pavel M. Nadolsky et al., Phys. Rev. D 78, 013004

(2008).
[9] W.K. Tung et al., J. High Energy Phys. 02 (2007) 053.
[10] P. Jimenez-Delgado and E. Reya, Phys. Rev. D 79, 074023

(2009).
[11] M. Gluck, P. Jimenez-Delgado, and E. Reya, Eur. Phys. J.

C 53, 355 (2008).
[12] Luigi Del Debbio, Stefano Forte, Jose I. Latorre, Andrea

Piccione, and Joan Rojo, J. High Energy Phys. 03 (2007)
039.

[13] Andrea Piccione, Luigi Del Debbio, Stefano Forte, Jose I.
Latorre, and Joan Rojo, Nucl. Instrum. Methods Phys.
Res., Sect. A 559, 203 (2006).

[14] Luigi Del Debbio, Stefano Forte, Jose I. Latorre, Andrea
Piccione, and Joan Rojo, J. High Energy Phys. 03 (2005)
080.

[15] M. Hirai, S. Kumano, and T.H. Nagai, Phys. Rev. C 76,
065207 (2007).

[16] M. Hirai, S. Kumano, and T.H. Nagai, Phys. Rev. C 70,
044905 (2004).

[17] K. J. Eskola, H. Paukkunen, and C.A. Salgado, J. High
Energy Phys. 04 (2009) 065.

[18] K. J. Eskola, H. Paukkunen, and C.A. Salgado, J. High
Energy Phys. 07 (2008) 102.

[19] Kari J. Eskola, Vesa J. Kolhinen, Hannu Paukkunen, and
Carlos A. Salgado, J. High Energy Phys. 05 (2007) 002.

[20] D. de Florian and R. Sassot, Phys. Rev. D 69, 074028
(2004).

[21] H. L. Lai et al., Phys. Rev. D 55, 1280 (1997).
[22] H. L. Lai et al., Eur. Phys. J. C 12, 375 (2000).
[23] J. Gomez et al., Phys. Rev. D 49, 4348 (1994).
[24] G. Bari et al., Phys. Lett. B 163, 282 (1985).

PARTON DISTRIBUTION FUNCTION NUCLEAR . . . PHYSICAL REVIEW D 80, 094004 (2009)

094004-7



[25] A. C. Benvenuti et al., Phys. Lett. B 189, 483 (1987).
[26] A. Bodek et al., Phys. Rev. Lett. 50, 1431 (1983).
[27] S. Dasu et al., Phys. Rev. D 49, 5641 (1994).
[28] U. Landgraf, Nucl. Phys. A527, 123 (1991).
[29] E. Rondio, Nucl. Phys. A553, 615 (1993).
[30] J. F. Owens et al., Phys. Rev. D 75, 054030 (2007).
[31] S. A. Kulagin and R. Petti, Nucl. Phys. A765, 126 (2006).
[32] S. A. Kulagin and R. Petti, Phys. Rev. D 76, 094023

(2007).
[33] I. Schienbein, J. Y. Yu, C. Keppel, J. G. Morfin, F. Olness,

and J. F. Owens, Phys. Rev. D 77, 054013 (2008).
[34] J. Pumplin et al., J. High Energy Phys. 07 (2002) 012.
[35] M.A. G. Aivazis, F. I. Olness, and W.K. Tung, Phys. Rev.

D 50, 3085 (1994).
[36] M.A. G. Aivazis, J. C. Collins, F. I. Olness, and W.K.

Tung, Phys. Rev. D 50, 3102 (1994).
[37] S. Kretzer and I. Schienbein, Phys. Rev. D 58, 094035

(1998).
[38] M. Arneodo et al., Nucl. Phys. B483, 3 (1997).
[39] P. Amaudruz et al., Nucl. Phys. B441, 3 (1995).
[40] A. Airapetian et al., arXiv:hep-ex/0210068.

[41] M. Arneodo et al., Nucl. Phys. B441, 12 (1995).
[42] J. Ashman et al., Phys. Lett. B 202, 603 (1988).
[43] M. Arneodo et al., Nucl. Phys. B333, 1 (1990).
[44] M. R. Adams et al., Z. Phys. C 67, 403 (1995).
[45] A. Bodek et al., Phys. Rev. Lett. 51, 534 (1983).
[46] J. Ashman et al., Z. Phys. C 57, 211 (1993).
[47] M. R. Adams et al., Phys. Rev. Lett. 68, 3266 (1992).
[48] M. Arneodo et al., Nucl. Phys. B481, 3 (1996).
[49] M. Arneodo et al., Nucl. Phys. B481, 23 (1996).
[50] D.M. Alde et al., Phys. Rev. Lett. 64, 2479 (1990).
[51] M.A. Vasilev et al., Phys. Rev. Lett. 83, 2304 (1999).
[52] G. Onengut et al., Phys. Lett. B 632, 65 (2006).
[53] M. Tzanov et al., Phys. Rev. D 74, 012008 (2006).
[54] M. Tzanov, Ph.D. thesis, Pittsburgh University (2005).
[55] J. Botts et al., Phys. Lett. B 304, 159 (1993).
[56] H. L. Lai et al., Phys. Rev. D 51, 4763 (1995).
[57] S. J. Brodsky, I. Schmidt, and J. J. Yang, Phys. Rev. D 70,

116003 (2004).
[58] T. Adams et al., Int. J. Mod. Phys. A 24, 671 (2009).
[59] D. Drakoulakos et al., arXiv:hep-ex/0405002.
[60] T. Adams et al., arXiv/0906.3563.

I. SCHIENBEIN et al. PHYSICAL REVIEW D 80, 094004 (2009)

094004-8


