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Improved limit on the muon electric dipole moment
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Three independent searches for an electric dipole moment (EDM) of the positive and negative muons
have been performed, using spin precession data from the muon g — 2 storage ring at Brookhaven
National Laboratory. Details on the experimental apparatus and the three analyses are presented. Since the
individual results on the positive and negative muons, as well as the combined result, d,, = (0.0 £0.9) X
10""ecm, are all consistent with zero, we set a new muon EDM limit, |d,| < 1.8 X 10""ecm (95%

C.L.). This represents a factor of 5 improvement over the previous best limit on the muon EDM.
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I. INTRODUCTION

A permanent electric dipole moment (EDM) for a par-
ticle in a nondegenerate state violates both parity (P) and
time reversal (7') symmetries. Assuming conservation of
the combined symmetries CPT, where C refers to charge
conjugation symmetry, 7 violation implies CP violation.
Unlike parity violation, which is maximal in weak leptonic
decays, CP violation has never been observed in the lep-
tonic sector. Given the small observed levels of CP viola-
tion (seen only in the decays of neutral kaons and
B mesons), the standard model (SM) predicts that the
EDMs of the leptons are so small that their detection is
well beyond experimental capabilities for the foreseeable
future. Any nonzero experimental value would therefore
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indicate the existence of new physics. This distinguishes
leptons from strongly interacting particles, which could
have a measurable SM EDM if the § parameter in the
QCD Lagrangian turned out to be sufficiently large. Most
models purporting to explain the baryon asymmetry of the
Universe require CP violation [1], but the observed level in
the B-meson and kaon systems is insufficient, suggesting
that there must be other, as yet undetected sources of CP
violation, which could produce nonvanishing EDMs.
Consequently, experimental searches for EDMs are being
widely pursued. The muon is of special interest because,
again for the foreseeable future, it is the only particle,
outside the first generation, for which a precision EDM
measurement is feasible [2].

The best experimental limits on the EDMs of elementary
particles or atoms, some of which are listed in Table I, are
those for the '*’Hg atom, the electron, and the neutron. The
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TABLE I. Some experimental limits on EDMs.
Physical system Limit (e cm), C.L. Reference
199Hg atom 3.1 X 1072, 95% [3]
Electron 1.6 X 10727, 90% [4]
Neutron 2.9 X 1072°, 90% [5]
Muon 1.05 X 10718, 95% [6]

measured values are all consistent with zero. These strin-
gent limits, which are likely to improve over the next few
years, have produced some of the most significant con-
straints on extensions to the SM, many of which predict
relatively large EDMs [7-10]. The data on the neutron lead
to the current limit [11], § < 10710,

The current limit on the muon EDM [6], set by the last
muon g — 2 experiment at CERN and also shown in
Table I, is considerably less stringent. In the SM and in
some of its extensions, the lepton EDMs scale with mass.
Scaling the measured electron EDM by the ratio of the
muon to the electron mass implies a limit for the muon of
d, = (1.4*15) X 10"%ecm. However, the scaling
which could come from new physics is essentially un-
known. Indeed, some SM extensions predict that the
muon EDM is larger than 10~2%¢ cm [12].

While the primary objective of the BNL Muon (g — 2)
experiment [13—18] was to measure the anomalous mag-
netic dipole moment of the muon, a,,, this paper describes
how, as a secondary measurement, a new limit on the
electric dipole moment of the muon is obtained, a factor
of 5 improvement over that achieved by the CERN experi-
ment. The improved limit is interesting in its own right and
helps to resolve one ambiguity in interpreting the differ-
ence between the theoretical and measured values of a,,.

In general, the electric dipole moment, d, and magnetic
dipole moment (MDM, fi) are given by

g gh & . q .
d = Sy = N 1
M ame m=858 ey
where 7 describes the size of the EDM, gq/(2m) is the
gyromagnetic ratio, ¢ and m are the particle’s charge and

mass, respectively, and S is a unit vector directed along 5,
the true spin vector. For muons circulating in a storage ring,
such as those used by both the CERN and BNL experi-
ments, the spin vector’s precession in the muon rest frame
(MRF) depends on the interaction of its MDM with the
magnetic field and of its EDM with the electric field.
Measurements involving the former interaction can pro-
vide a determination of the magnetic anomaly, while those
involving the latter can be used to determine the EDM.
Note that if CPT symmetry is assumed, the 1 parameter is
the same for positive and negative muons while d changes
sign.

In the presence of electric and magnetic fields, in the
laboratory frame of reference, the rate of spin precession
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relative to the muon momentum direction is given by the
sum of contributions from the MDM and EDM: & = &, +

®gpMm, Where, in the approximation 8- B = 0,

)B X E] )

c

> 4 =3 .
w,= Z[Q“B—i_( a, +

y: -1
In the approximation é “E=0,

67)EDM=_772i<,3XB+E)=_iF, (3)
m c 2mc
where ¢ is the muon charge, B is the main dipole field and
E is the field of the focusing electrostatic quadrupoles,
a,=(g—-2)/2= 1073 is the anomalous magnetic mo-
ment, and F is the Lorentz force. Here, w,, the g —2
precession frequency, includes contributions from both
the Larmor and Thomas precessions. Both F and therefore
@gpym are oriented along the radial direction while the
magnetic field and therefore @, are directed vertically. A
nonzero EDM slightly tips the direction of @, out of the
vertical direction and slightly increases the precession
frequency.

Under a Lorentz transformation, the laboratory magnetic
field leads to a large electric as well as a magnetic field in
the MRF. In fact, since the effect of the induced electric

field, from [3 X B, on @gpm 1s much larger than that
produced by the focusing quadrupole field, the latter is
ignored.

The BNL (g — 2) experiment and the earlier CERN
[19,20] experiment were optimized to measure a,. Both
experiments stored muons with the “magic”” momentum
p = 3.094 GeV/c, corresponding to y = 29.3 and y71 =
64.4 us, which gives (y*> —1)"' —a, = 0. With this
choice of beam momentum, the effect of the focusing
electric field on @, is zero. @, is oriented vertically,
parallel, or antiparallel to B.

Both the MDM and EDM measurements rely on the
detection of positrons or electrons from the three-body
decays of the muons, u* —e" + v, + 7, or u= —
e + v, + v, Positive muons were stored during the
1999 and 2000 data runs, while negative muons were
stored in the 2001 data run. (Positrons will be used generi-
cally to refer to both electrons and positrons in the sub-
sequent discussion.) The positron laboratory energies
range from O to 3.1 GeV. All positrons with energies in
excess of 1.2 GeV, which are the ones of interest here, are
initially directed within approximately 40 mrad of the
laboratory muon momentum direction. Most positrons
have momenta that are less than those of the muons and
are swept by the magnetic field to the inside of the storage
ring, where they can be intercepted by the detector system.

A consequence of maximal parity violation in the muon
decay is a large correlation between the direction of the
positron momentum and the muon spin in the MRF. For
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ut (u”) decay, the positron (electron) momentum is
preferentially directed parallel (antiparallel) to the spin.

Transforming to the laboratory frame, the number of
positrons in a given energy range is modulated according
to whether the polarization is along or opposite the direc-
tion of motion of the muon, following the familiar func-
tional form

N(t) = Noe (1 + Acos(wt + D)), 4)

where 7, = y75 = A~ ! is the dilated muon lifetime. For
the u* (u™), N(r) is a maximum when the muon polar-
ization is parallel (antiparallel) to the muon momentum.
The observed value of w is used to deduce a,, under the
assumption that the effect of the EDM on the magnitude of
the spin precession can be neglected. See the discussion
associated with Eq. (16).

For a uniform B field and in the absence of an EDM, all
muon spins would precess at the same rate, regardless of
trajectory or momentum, except for very small corrections
for betatron motion and for the effect of the electric field on
those muons whose momenta are not precisely magic. The
precession vector @ would be antiparallel to the vertical
magnetic field or, equivalently, the spin vectors would
precess in the horizontal plane. To investigate the implica-
tions of a nonzero EDM, the detector acceptance and spin
motion are described in more detail.

The five-parameter equation for N(z), Eq. (4), can be
rewritten in the more general (differential) form, using
MRF coordinates

P(a, 0, , NdadQ = n(a)[1 + a(a)p - 3()]dadQ, (5)

where a = (E/E,,,,)MRF, the fractional positron decay
energy in the MRFE, j is a unit vector along the decay
positron’s momentum, § is the muon spin, and a is the
decay asymmetry. The tildes refer to MRF coordinates: X
points in the outward radial direction, ¥ points upward, and
7 lies along the muon momentum. The corresponding polar
and azimuthal angles are denoted § and b, respectively.
The decay asymmetry is given by the expression

20 — 1
= . 6
ala) = 3 ©
Alternatively, in integral form, we have
N(f) = Noe M(1 + A - 3(1)), (7)

where § is the precessing polarization vector of the muon
ensemble, A is the average asymmetry vector, the average
of ap over detected decays. Of course, the asymmetry
vector of a data sample depends on the MRF energies
and angles of accepted positrons. For example, if positrons
were only accepted if they struck detectors above (below)
the storage ring midplane, then A would acquire a positive
(negative) vertical component.
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In Eq. (7), 5(t) describes the spin motion. A includes the
effects of the weak decay on the electron distribution, as
well as detector acceptance. Consider the a,, measurement.
We define a local, lab-frame, Cartesian coordinate system
where X and ¥ are directed radially outward and vertically
up, respectively, and Z is longitudinal, along the motion of
the stored muon beam. For the a “ analysis, there is no bias
in the spectra of positrons selected, above or below the
midplane, and therefore A, =~ 0. Moreover, there is little
detector bias for positrons with negative versus positive
radial momentum components. Thus A, = 0. The prefer-
ential selection of positrons with high laboratory frame
energies results in a large value of A,. Therefore A=
A_Z, with Z longitudinal and Eq. (7) reduces to Eq. (4).

For a lab-frame decay electron energy fraction f =
E/E ., A, is given by

82 —f—1
A, =11 )
S5+5f—4f
with a corresponding (relative) number of muons
2(1 — +5f —4f?
y =20 =NE+57 =4 ©

127

ignoring the effect of detector acceptance. The magnetic
anomaly a,, is derived from the experimentally determined
value of w. The statistical uncertainty on o in Eq. (4) is
inversely proportional to (NyAZ2)'/?, where N, and A, refer
to the ensemble of accepted events. Graphs of differential
A (or A, strictly speaking), N, and NA? vs f, the last a
statistical figure of merit (FOM), are shown in Fig. 1.
Imposing an energy threshold selects a subset of decay
positrons with a net average longitudinal momentum in the
MREF, which leads to the oscillation in N(z).

The asymmetry vector formalism can also be used in the
context of the EDM analysis. The asymmetry for decays

Relative Scale

02———""

FIG. 1 (color online). Number N (solid line), g — 2 differential
asymmetry A (dashed line), and g — 2 statistical figure of merit
(FOM, dotted line) NA? vs laboratory frame energy fraction.

052008-3



G.W. BENNETT et al.

selected along any direction u in the transverse (x, y) plane
is given by

8(1 +4)v(1 —Nf

5(5+5f—4f)

A, = cos¢ (10)
where tan¢ = p,/p,, with p, and p, the transverse mo-
menta and ¢ the azimuthal angle. The corresponding
asymmetry, A,, and differential statistical figure of merit,
NAZ, are shown in Fig. 2. The sensitivity to an EDM is
greatest over a broad range of lab energies, for 0.2 to 0.7 of
the maximum.

Concerning the spin motion, with no EDM, the only
significant torque is that produced by the interaction of the
magnetic moment with the magnetic field. The spin vector
precesses in the x — z plane relative to the momentum
vector according to @, = —aM(q/m)é. For u™*, the po-
larization vector as a function of time is given by

5(t) = —sy sin(wr + @)% — 59 + 5 cos(wr + D)2,
(1)

where s and s, are, respectively, the magnitudes of the
components parallel and perpendicular to @.

With a nonzero EDM, the precession is no longer con-
fined to the horizontal plane. When the torque due to the
motional electric field acting on an EDM is included, there
is an additional spin precession @gpy = —(1/2) X
(g/m) ,é X E, which is directed radially in the storage
ring. The plane of spin precession, which is perpendicular
to the total precession vector @ = @, + @gpy;, is tipped
out of the orbit plane by an angle

8 =tan"'[nB/(2a,)] 12)

where a,, is the anomaly and we see that & is approxi-
mately proportional to the magnitude of the EDM. The
spin precession is now given by

0.5 =
C . A
- 2 o e T~
04— NA® - Pl ™~
N Pa N
C ; e
N Ve \
o B // \
© — -
S 03 ;oo \
(] B S
o o Fave \
£ [ 27 \
8 - -
T 0.2 /:"/ \
L 7 \
L / g
L |
01— / K \
C/
L/
T T T T P T T T
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

E/Emax

FIG. 2 (color online). Differential EDM asymmetry, A,
(dashed line), and statistical figure of merit, NAﬁ (dotted line),
vs laboratory frame energy fraction.
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5(t) = (—s cosd sin(wr + P) + 5);sind)x — (s cosd

+ s, sind sin(wt + D)) + 5| cos(wt + D)2,
(13)

that is, the average vertical component of the spin polar-
ization oscillates at angular frequency w, with an ampli-
tude which is proportional to the EDM. The parallel and
perpendicular components are defined with respect to the
new direction of @. If s, represents the vertical component
of the beam’s polarization at injection, which in the g — 2
experiment is very small, the maximum excursion [s, —
syol occurs when the polarization is directed either along or
opposite to the radial direction. To be precise, the vertical
EDM oscillation leads the (g — 2) oscillation in N(z) by
90°. This phase difference, which is the same for positive
and negative muons, is useful in suppressing false EDM
signals, as discussed below. It is also important to note that
the phenomenology of the EDM-related spin motion is
charge independent—if 7 is the same for positive and
negative muons, the tipping of the precession plane, and
the small change in frequency are identical.

If the asymmetry term in Eq. (5) is given the explicit
form

a(f, O)p(f, 0, $) = Ay (f, 0) cosps + A (f, 0) sings3
+ AL 0)2 (14)

using lab-frame variables f and 6, the corresponding dot
product takes the form

a(f, 0)p(f. 6, ¢) - 3(1)
= A.(f, 0)(s, cos(wt + D))
+ Ay, (f, 0) cosgp(—s | cosd sin(wt + D)
+ 5)5ind) + A, (f, 0) singp(—s) coséd — 5
X siné sin(wt + P)). (15)

The first term on the right-hand side, which arises from the
longitudinal component of the asymmetry vector, has the
cos(wt + ®) time dependence characteristic of the anoma-
lous precession. The second (radial asymmetry) term, re-
ceives a contribution from the EDM, but is not readily
observable because it cannot be distinguished from a small
shift in the oscillation phase angle. The third (vertical
asymmetry) term has the sought-for vertical oscillation,
with an amplitude proportional to the EDM.

As noted above, a nonzero EDM increases the total spin
precession frequency

o = w1 + tan?6. (16)

While the roughly 3 standard deviation difference between
the measured and theoretically predicted values of a,, [138]
could be the result of new physics such as supersymmetry
or muon substructure, it could also be caused by a shift in
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the value of w, produced by a nonzero EDM; see Egs. (2),
(3), and (16). A sufficiently precise measurement of the
muon EDM could help resolve this ambiguity.

II. EXPERIMENTAL APPARATUS

Details on the g — 2 storage ring [21], detectors [22,23],
and on the anomalous precession analysis are presented
elsewhere [13-18]. The storage ring magnet is 44 m in
circumference with a dipole field of 1.45 T. A plan view of
the storage ring and detectors is shown in Fig. 3. Muons are
injected nearly tangent to the circumference through the
field-free region provided by a superconducting inflector.
The beam is centered on the storage region by means of a
small magnetic kick applied at 90° downstream from the
inflector. Data used in the anomalous precession and EDM
analyses are collected for more than ten muon lifetimes
during each injection cycle. While the details of beam
injection and magnet design were rather different, the
layout of the CERN III storage ring and detectors were
very similar to those of E§21.

III. MEASURING THE EDM

The measurement of the muon EDM requires the detec-
tion of oscillations in Py the vertical momentum of the
decay positrons, which reflect the oscillations in sy, the
vertical polarization of the muon beam. The amplitude of
the oscillations is proportional to the EDM. A measure-
ment of the average vertical decay angle vs time, which
picks out the third term on the right-hand side of Eq. (15),
provides the most direct indication of possible oscillations

m Sy.

Calorimeter
Detector

Stations\

14 m

Vacuum
Chamber

FIG. 3. A plan view of the g — 2 storage ring showing the
positions of the 24 calorimeters, the traceback chambers, and
other devices. The calorimeters are numbered 1-24 starting from
the injection point and proceeding clockwise.
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In order to optimize the experimental sensitivity to a
nonzero EDM, the range of positron energies should max-
imize the FOM for oscillations in s, (see Fig. 2) and
maximize s;. Naturally, the beam polarization is opti-
mized for the g — 2 measurement. The EDM FOM varies
slowly with positron energy—a broad range of energies
around 1.5 GeV is acceptable. It is important to note,
however, that the acceptances of the (g — 2) detector sys-
tems are not optimized for the EDM measurement. Those
acceptances generally rise with increasing positron energy,
reach a maximum near 2.8 GeV, and then fall to the energy
end point at 3.1 GeV.

If direct tracking measurements are unavailable (as was
the case in the CERN III experiment), the observation of
certain rate oscillations with a sin(w? + @) time depen-
dence [see Eq. (15)] can be used instead. In this case, one
should select data subsets with nonzero average positron
momentum along y, in order to maximize |A,|. In practice,
this means selecting decay positron hits either above or
below the storage ring midplane. A further refinement is to
measure the oscillation phase as a function of vertical
position on a detector. The sin(wr + ®) time dependence
of the vertical oscillation is shifted by 90° relative to the
g — 2 precession [ cos(wt + P)] and the sin¢ factor in the
last term provides a sign flip between the signals observed
above or below the storage ring midplane. In both these
approaches, the correlation of detected vertical position to
vertical angle, while strong, is reduced somewhat by the
range of vertical decay positions.

The CERN III experiment [6] mounted two adjacent
scintillator paddles on the entrance face (where most posi-
trons enter) of one of the calorimeters. One paddle was
mounted above the vertical midplane of the calorimeter,
and the other below. An event was counted when a signal
from a paddle was registered in coincidence with a calo-
rimeter signal that exceeded a specified energy threshold,
typically 1.2-1.4 GeV. Any oscillation in (p,) would cause
a corresponding oscillation in the ratio of the sum and
difference of count rates in the up (N*) and down (N ")
paddles,

N () — N~ (1)

In the presence of an EDM but in the absence of field
perturbations which could bend decay electron tracks,
expressions for N* and N~ can be written in terms of
the asymmetry vector for each data sample. A subsample
of decay positrons which are detected above the orbit plane
will have a nonzero vertical asymmetry component, AT =
A,9 + A Z. Similarly a subsample below the orbit plane
will have A~ = —A,9 + A Z. Assuming the gain and ac-
ceptance of the upper and lower detectors are equal and the

storage ring and vertical detector midplane are identical,
Eqgs. (7) and (13) with s = 0 give
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= =INoe M(1 F A,s) sind sin(wt + P)
+ A.s, cos(wt + D)) (18)

As expected, the term containing A, is proportional to the
EDM, oscillates at angular frequency w, and is 90° out of
phase with the ordinary g — 2 precession given by the term
containing A,.

Separating out the contribution from the EDM, the ex-
pression for N* becomes

Ni = %Noeil\t[l + AEDM Sin((l)t + (I))
+ A, cos(wt + D)], (19)
where Agpy = Ays | sind is proportional to d,, and A,, =
AZSJ_.

Equivalently one can define an angle V¥ =
tan"'(—Agpm/A,) and an overall asymmetry A =

VA2 + AZpy and write
N* = INoe M1 + Acos(wt + & = )], (20)

In the presence of an EDM only (again, without field
perturbations), d,, can be obtained from either a fit to the
ratio, Eq. (17),

AEDM Sin(wt + (I))
1+A,cos(wt + @)’

(1) = 2D

or from separate fits of Eq. (20) to the data from the top and
bottom paddles, with the EDM being inferred from the
magnitude of angle W. The latter approach is better, since
many small spin perturbations, for example, from spin
resonances, change N* — N~ in Eq. (21) without chang-
ing ¥ in Eq. (20). Spin resonances, however, are very weak
in the g — 2 storage ring. Only high longitudinal modes of
some nonlinear field components can oscillate, in the MRF,
in resonance with spin precession. For such resonances, the
original constant part of the vertical spin component
changes slowly.

Use of the latter approach led to the CERN result [6] on
the combined u* and u~ EDMs, d,, = (—3.7 = 3.4) X
10~ ¢ cm. Contrary to the sign convention in Bailey et al.,
we choose to cite the EDM for the negative muon rather
than for the positive muon, after combining the results for
the negative and positive muon, assuming CPT. This is
consistent with zero, giving d,, < 1.05 X 10~ ¥¢ cm at the
95% confidence level. The overall uncertainty is evenly
split between statistical and systematic errors.

The systematic error arises mainly from the uncertainty
in the alignment of the detectors relative to the muon beam,
which, coupled with the spin precession, can produce a
false EDM signal. Along the trajectory from the muon
decay point to the detector, positrons emitted with outward
radial momentum components will travel farther than those
with inward components, and will therefore have more
time to spread out in the vertical direction. When the
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muon spin is pointing radially outward, more positrons
are emitted with outward radial momentum components
than inward, and the width of the vertical distribution of
positrons at the detector entrance face will be larger than
when the spin is pointing radially inward. The width of the
vertical distribution of positrons therefore “‘breathes” at
the spin precession frequency w/(27).

Ideally, the average distribution of the muons in the
vertical coordinate is symmetric about y = 0, and this
symmetry is generally reflected in the decay positrons
observed by the detectors. Indeed, if the EDM is zero, if
the initial vertical component of the spin polarization is
zero, if the vertical position of the dividing line between
scintillator paddles is aligned with y = 0, and if the pad-
dles have the same efficiency of positron detection, then
the vertical distribution of detected positrons is symmetric
in y at all times and r(¢) = 0. If any of these requirements
are not met, then the time average value of r(z), (r(z)), will
be nonzero in general. A nonzero (r(z)) is not, by itself,
significant. However, the breathing of the vertical width of
the beam will now introduce oscillations in r(f) at fre-
quency w/(2), in phase with the oscillations that would
be produced by a true EDM. In other words, it would
produce a false EDM signal.

Corrections for detector inefficiency and misalignment
can be made, using knowledge of the shape of the vertical
distribution as a function of time, the acceptance of the
paddles as a function of time, the value of s, and the
measured value of {(r(r)). However, in the case of the
CERN III experiment, which had only two paddles
mounted on a single calorimeter, detailed measurements
of the vertical distribution could not be made. In E821,
there is more information on the vertical distribution be-
cause the detectors have more than twofold vertical seg-
mentation. However, the relative acceptances of the
elements are more complicated because they depend not
only on the efficiency of the scintillators but also on the
gain stability and relative efficiency, versus time, of the top
half of the calorimeter relative to the bottom. The time
dependence of the vertical distribution on the detector face
is readily simulated, but not the detector response, which
must take into account the time-varying energy and inci-
dent angles of the positrons, as well as geometric variations
in gain and efficiency of the scintillator and calorimeter.
Limitations on the corrections cause these alignment ef-
fects to dominate the systematic error.

IV. THE BNL EDM MEASUREMENTS

In addition to the positron calorimeters, three kinds of
detectors were used to measure the EDM in the BNL
experiment:

(1) The front scintillation detectors (FSD) are used to
measure any oscillation in the average vertical posi-
tion of the decay positrons as they enter the calo-
rimeters. They consist of an array of five horizontal
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scintillator paddles which cover the entrance faces of
roughly half the calorimeters [22]; see Figs. 3 and 4.
About 10 of the FSDs were instrumented, typically
those mounted on calorimeters where the injection-
related background was the least severe. The in-
creased segmentation over the CERN arrangement
helps improve knowledge of the vertical distribution
of the positrons, thereby reducing the misalignment
error, and permits the more sophisticated analysis
which is described below.

(i) The position sensitive detectors (PSDs) [23] are a
much more finely segmented version of the FSD,
with horizontal as well as vertical segmentation.
They cover the positron entrance faces of calorim-
eters 13, 14, 15, 18, and 24.

(ii1) The traceback wire chamber (TWC) system consists
of a series of drift chambers mounted in front of
calorimeter 20, along the path of the incoming decay
positrons; see Fig. 5. The TWCs are used to measure
the pitch angle of the decay positrons. They also
provide information on the phase space distribution
of the muons in the storage ring. Tracks measured by
the traceback system are extrapolated back into the
storage volume, to the position where the momentum
points tangent to the storage ring, which is a good
approximation to the point of decay.

Another difference between the CERN III and BNL
EDM measurements concerns the stored beam. The func-
tions which describe the time spectra [Eq. (7), for example]
are constructed with the assumption that while the muons
themselves are moving, the spatial distribution is static. In
fact, the muon beam arrives in a bunch, which provides a
modulation of the decay signal with period 149.2 ns, the
time it takes for the bunch to circle through the storage
ring. This fast rotation signal, which is prominent for

Muon decay point

Vacuum TB1 TB2 /
019 chamber
window

B
TB3

View from above

T,
cal q
Decay positron Calozg

trajectory

Calo19 Calo20

I
I 2m 1

View from inside ring

FIG. 5 (color online). Top and side views (not to scale) of the
traceback system. Muons decay to positrons in the storage
region. The positron then must travel through the thin window
in the vacuum chamber scallop, through the traceback chambers,
and into the calorimeter. Horizontally lying straw chambers
allow the precise reconstruction of the vertical angle of the
positron.

PHYSICAL REVIEW D 80, 052008 (2009)

FIG. 4. Detailed view of a detector station. The calorimeter
consists of scintillating fibers embedded in a lead-epoxy matrix,
with the fibers being directed radially in the storage ring. Five
horizontal scintillators, the FSD segments, cover the positron
entrance face of the calorimeter. Each calorimeter is approxi-
mately 23 cm (wide) by 14 cm (high) by 15 cm (deep). The PSD
(not shown) is placed in front of the FSD.

roughly the first 70 ws, was filtered out in both the
CERN IIT and E821 analyses. However, because of our
direct muon injection technique, there is another very
important collective beam motion. For several hundreds
of microseconds after injection, the stored muon beam
exhibits a variety of coherent betatron oscillations collec-
tively referred to as CBO. Among these is an oscillation in
the radial beam position (measured at a fixed point in the
ring) at frequency fcgo = 465 kHz [18]. Descriptions of
the vertical distributions of positrons on detector faces
must account for beam motion. When the beam radius is
larger than average, the width of the vertical distribution of
positrons at the detector is larger because of the longer
distance traveled, and conversely, when the beam radius is
smaller than average, the vertical width is smaller.
Combined with a detector-beam misalignment, radial
beam motion can produce the same sort of vertical oscil-
lation in (p,) as the anomalous precession of the spin,
again proportional to the magnitude of the misalignment.
However, because the CBO-induced frequency is different
from that produced by an EDM, this oscillation will not be
mistaken for an EDM signal, but instead can be used to
calibrate, and ultimately to correct, the misalignment error.
While the FSD and PSD provide EDM measurements
patterned on that of the CERN III experiment, the PSD
provides another, qualitatively different, approach. The
phase parameter ® in Eq. (4), varies with y, the detector
vertical position. As explained earlier, for decays in which
the polarization points outward, the ensemble of decay
positrons spreads out more in the vertical direction than
when the polarization points inward. As a consequence,
positrons detected far away from the vertical midplane (]y|
large) will be more likely to come from outward decays
than from inward decays. Conversely, inward decays will
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be more likely than outward decays when |y| is small.
Therefore @ will depend slightly on y. If d, = 0, the
spin precesses in the horizontal plane, and ®(y) will be
symmetric in y. However, if d,, # 0, the plane of the spin
precession is tipped out of the horizontal plane, and ®(y)
will not be symmetric in y.

Finally, although the TWCs were originally designed to
determine the phase space of the stored muons, for use in
the anomalous precession analysis, their measurement of
the average vertical decay angle provides an independent
measurement of d,,, one which is largely immune to the
detector misalignment problem. In the absence of radial
magnetic fields, the vertical angle of the track as measured
in the traceback system, is the same as that at the moment
of decay. A nonzero EDM would be reflected in an oscil-
lation of the vertical component of the positron momen-
tum, 90° out of phase with the (g — 2) number oscillation.
Further details on the EDM measurements made with these
three detectors are presented in the following sections.

V. TRACEBACK ANALYSIS OF 1999 AND 2000 "
DATA SETS

A. The traceback detector

The traceback detector consists of a set of eight, three-
layer drift tube planes, designed to measure positron tra-
jectories along their usual decay path out from the storage
volume into the calorimeters. This detector was installed
during the 1999 and 2000 running periods at a single
position in the ring. By analyzing the positron drift time
spectrum in a straw, the radius from the anode wire at
which the particle passed is determined. Tracks are fit to
these drift circles according to the equations of motion of a
charged particle in a magnetic field. Because of the very
inhomogeneous magnetic field in the region of the trace-
back detector (10 T/m), tracks must be integrated with a
very small step size. The relatively high precision of the
track reconstruction offers a detailed, time-varying picture
of the decay positron trajectories and the stored muon
beam. In particular, for the positron’s vertical angle of
entrance into the detector, which is examined for an
EDM oscillation signal, the resolution is approximately
350 prad.

B. Traceback analysis description and results

As indicated above, a nonzero EDM would generate an
oscillation in the vertical angle of decay positrons, 90° out
of phase with the g — 2 number modulation, N(z). While
there are several mechanisms which might generate oscil-
lations in the measured vertical angle, all are in phase with
the number oscillation, N(z), and this is also measured in
the traceback system. By fixing the relative phase of the
EDM and N(7) oscillations, the false EDM signals pro-
duced by these effects can be minimized.

PHYSICAL REVIEW D 80, 052008 (2009)

The N(#) spectrum is fit first. To minimize the effect of
periodic disturbances at other frequencies, which dephase
and average away when many time bins are combined, the
data are plotted vs time, modulo the g — 2 precession
period. The spectrum is fit to Eq. (22) where the precession
period T = 27/ w = 4365.4 ns is fixed by the result of the
anomalous precession analysis,

N(t) = e /7¢(Ny + W cos(wt + D)), (22)

where 7, is an empirical term which parametrizes both the
effect of muon decay and that of the recovery of the
chambers, which are disabled during injection. The phase
is determined to better than 3 mrad (see Fig. 6).

Once the precession phase is established, a plot of
average vertical angle versus time, modulo the g — 2 pre-
cession period, is fit to the function

0(1) = M + A, cos(wt + @) + Agpy sin(wt + @), (23)

where w remains fixed as before and @ is set by the
previous fit. The amplitude of the sine term represents
the EDM signal.
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FIG. 6. Traceback analysis: Plots of the data and fits to Eq. (4),
modulo the anomalous precession period, for each running
period, as recorded by the traceback system (1999 top panel,
2000 bottom panel). The g — 2 phase parameter (labeled phig2
in the fit box) is used in subsequent vertical angle fits.
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The measurement of the vertical angle in the lab frame
must be converted to a precession plane tilt angle in the
muon rest frame [see Eq. (12)]. The conversion factor is
determined through simulation. Several sets of simulated
trajectories were generated and reconstructed, each having
a different value for precession plane tilt. Shown in Fig. 7 is
the fit EDM amplitude for various input precession plane
tilts. A 3 urad amplitude vertical oscillation is generated
for each milliradian of precession plane tilt.

The 1999 and 2000 data sets contain, respectively, ap-
proximately 4.8 X 10° and 4.6 X 10° well-fit tracks. In
each data set, approximately 15% of the tracks are back-
ground: misconstructed tracks or tracks scattered from the
upstream vacuum chamber or previous calorimeter sta-
tions. To reduce the level of misconstructed tracks to the
percent level requires cuts which would throw away most
of the data. The more liberal cuts chosen for the final data
sample do not induce a false EDM signal. The time spec-
trum of the average vertical angle combined into one
histogram with a length of the precession period is then
fit with the sum of a sine and cosine, as described above.
Fits for each data set are shown in Figs. 8. The results are
(4.4 = 6.3) X 107° rad oscillation for the 1999 data set
and (—4.5*6.2) X 107°rad for the 2000 data set.
Combining the results, an oscillation amplitude of (—0.1 *
4.4) X 107° rad is obtained, where the error is statistical.

Many systematic uncertainties have been studied and
those relevant to the measurement are listed in Table II.
The ‘‘radial field” error refers to the fact that an average
radial magnetic field around the ring would tilt the preces-
sion plane in the same way as an EDM. The effect of a
radial magnetic field on the decay positrons, which would
change the vertical angle of the tracks, can be neglected.
Another uncertainty comes from the geometry of the de-
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TABLE II.
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Table of systematic errors from the traceback analysis.

Systematic error

Vertical oscillation amplitude (u rad lab) Precession plane tilt (mrad) False EDM generated 10! (e cm)

Radial field 0.13
Acceptance coupling 0.3
Horizontal CBO 0.3
No. oscillation phase fit 0.01
Precession period 0.01
Totals 0.44

0.04 0.045
0.09 0.1
0.09 0.1
0.003 0.0034
0.003 0.0034
0.13 0.14

tector. In making their way to the detectors, positrons with
an initial outward radial momentum component travel
farther, on average, than those with an initial inward radial
momentum component. Combined with varying vertical
angle acceptance for different decay azimuths and an off-
center muon distribution, a radial beam oscillation can
appear in the detector data as a vertical oscillation. An
error on the number oscillation phase or period may result
in some mixing between the number oscillation signal and
the precession plane tilt signal. The total systematic error is
0.14 X 107! (e cm). For more details see [24]. The negli-
gible systematic errors indicate that the TWC method
should be considered in any future attempt to measure
the muon EDM.

Since the systematic errors are negligible, the traceback
system’s measurement of the EDM for the positive muon is
determined by the value and (statistical) error for the
vertical oscillation amplitude alone: (—0.04 * 1.6) X
10" (e cm), which corresponds to an upper limit of

ld, | <3.2X 1071 (ecm) (95% C.L.). (24)

VL. FSD ANALYSIS OF THE YEAR 2000 .+ DATA
SET

As described in the Introduction, a nonzero EDM would
result in an oscillation of the mean vertical position at the
g — 2 frequency but 90° out of phase with the number
oscillation. Therefore, for each detector, the mean position
of hits on the FSD, matched to calorimeter events with
energy 1.4-3.2 GeV, is plotted versus time. (The center tile
is not used in the mean.) An example from a single station
is shown in Fig. 9. The plot is fit to

f(t) = K + [Sysin(wt) + C,, cos(wt)] + e~ t/7cpo)

X [Scgo sin(@cpo(t — t9) + Pepo)
+ Cepo cos(@cpo(t — tg) + Depo)] + Me™ /),
(25)

The constant term K characterizes the vertical offset be-
tween the beam and the detector. There are sine and cosine
terms of frequency w with the phase fixed such that the
cosine term is aligned with the number oscillation. Thus,
an EDM signal would appear 90° out of phase, in the sine

term (S,,);  is fixed to the frequency measured in the g —
2 analysis. t is an empirical term, fixed to 100 ws.

In addition, there is a sinusoidal term with the frequency
of the CBO. Horizontal focusing causes the beam position
near any detector to oscillate radially at wcpg = 465 kHz.
The oscillation is prominent at early times, but dephasing
causes its amplitude to decay with a lifetime 7cpg =
100 ws. The CBO is clearly evident in a plot of the vertical
profile width versus time. The frequency wcpg, lifetime
Tcro» and phase @ g of the CBO are obtained from fits to
the width. Those parameters are then fixed in the fit to the
average position versus time, Eq. (25). The final term, with
7y fixed to 60 ws, accounts for slow changes in detector
response and possible pulse pileup effects, when two
pulses arrive within the detector dead time.

Approximately two-thirds of the way through the year
2000 data run, the stored beam was moved downward by
2 mm to improve its alignment with the detectors.
Figure 10 shows the fitted value of the EDM term (S,,)
versus station number before the alignment. The figure
shows significant variations between detectors with an
average of 0.087 mm, corresponding to an EDM nearly
as large as the CERN limit. Figure 11 is a similar plot from
data taken after the beam alignment. Although the ampli-
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FIG. 10. FSD analysis: S,, versus station before the beam
realignment in the year 2000 data period. The offset from
zero, indicated by fit parameter p, and inconsistencies between
detectors indicated by the large y? of the fit, are due to the
misalignments between the detectors and the beam.
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realignment. The overall offset from zero is smaller when the
beam is better aligned but the inconsistencies between detectors,
indicated by a y? which is only somewhat improved, remain.
The line represents a best fit constant to the data.

tudes of oscillation are much reduced after beam align-
ment, there are still unacceptably large variations among
detectors.

As explained above, these inconsistencies arise from
residual misalignment between the detectors and stored
beam combined with oscillations in the width of the posi-
tron vertical profile at the g — 2 frequency. While data
taken after the beam was realigned show a significantly
smaller oscillation, if the alignment were perfect and the
EDM zero, there would be no oscillation at all. The am-
plitude of an oscillation caused by an EDM should be
consistent from detector to detector.

The CBO oscillation that was described earlier can be
used to eliminate the large false EDM signal that results
from detector misalignment. The CBO causes an oscilla-
tion in the width of the vertical profile because, for ex-
ample, decay positrons must travel farther to the detectors
when the muons are at their maximum radial position. The
oscillation in the mean vertical position at the CBO fre-
quency results from the misalignment of the detector with
the plane of the beam. Since the vertical oscillation at the
CBO frequency is sensitive to the detector misalignment, it
can be used to correct for the corresponding systematic
error in the EDM measurement.

A plot of the vertical oscillation amplitude at the g — 2
frequency (S,,) versus the vertical oscillation amplitude at
the CBO frequency (Scgp) is shown in Fig. 12. The 18
points shown are data from the 9 FSDs used in the analysis
before and after beam realignment. The fit to a line pro-
duces a good x?, showing, as indicated earlier, that the
amplitudes of the two oscillations are well correlated. The
v intercept, where the CBO oscillation disappears, corre-
sponds to an EDM oscillation measurement made by a
perfectly aligned detector, which thus eliminates a large
systematic error.

FIG. 12. FSD analysis: the g — 2 sine amplitude vs CBO sine
amplitude from fits to the mean vs time.

From simulation, the expected vertical oscillation due to
an EDM is 8.8 wm per 107!? (e cm). The S,, intercept,

S(0) = (1.27 = 5.88) um, (26)
implies an EDM measurement of
|d,+| <(0.14 = 0.67) X 107 (ecm), (27)

using only the statistical error. A nearly identical relation
between oscillation amplitude and EDM limit is obtained
in the PSD analysis, presented below.

Systematic errors dominate the measurement. Any
source of vertical oscillation at either the g — 2 or CBO
frequency, in the correct phase, is a potential source of
systematic error. The largest of the errors is due to the tilt of
the detectors. A tilt in the detector around the beam direc-
tion combined with a horizontal oscillation in the impact
position on the detector face would result in an apparent
vertical oscillation. Simulation studies of decay positron
tracks reveal no horizontal oscillation on the detector face
at the g — 2 frequency in the EDM phase, but it does
indicate a horizontal oscillation at the CBO frequency of
amplitude 0.6 mm. Measurements with a level established
that the average detector tilt was less than 8.7 mrad (5 °),
implying a systematic error of 6.1 um on S,,. A more
direct measurement of detector tilt, which arrived at a
much more stringent limit, was made with the PSD (see
Sec. VII, below).

Another systematic error could arise if the electrostatic
quadrupoles were themselves tilted with respect to the
storage ring field. In this case, a small component of the
nominally radial CBO oscillation frequency would be
manifest as an oscillation in the vertical mean position of
the decay positrons, even in a perfectly aligned detector.
Surveys of the quadrupoles indicate a tilt of less than
2 mrad; the resulting systematic error is 3.9 um.

If the average vertical spin component of the muon is not
zero then neither is the average vertical angle of decay
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positrons. Since there is a longer average path length for
positrons emitted when the muon spin is outward than
inward, this would result in an apparent vertical oscillation
at the detector face, in phase with the expected EDM
signal. The average vertical angle of positrons approaching
a detector was measured by the traceback detector. The
angle was combined with the change in path length for
positrons from decays when the muon is pointed inward
versus outward, obtained from simulation, to give an esti-
mate of the vertical oscillation at the g — 2 frequency due
to muon vertical spin. This effect is also present at the CBO
frequency since positrons from decays when the muons are
farther out have longer path lengths to the detector. This
leads to a partial cancellation of the systematic error, which
is 5.1 pum, overall.

A radial magnetic field would deflect decay positrons
vertically, causing a similar systematic error. Although the
average radial field in the ring is known to be less than
20 ppm because it affects the beam position, the local
radial magnetic field felt by the decay positrons may be
larger than 100 ppm. The size of the error can be estimated
in an analysis similar to that used for the muon vertical
spin. Once again, the error of 2.5 um reflects a partial
cancellation from the CBO. It should be noted that the
average part of the radial magnetic field affects the spin
similarly to an EDM, thus changing the ¥ in Eq. (20).
However, the radial field, which is only 20 ppm of the main
vertical field, affects the spin at a level which is 2 orders of
magnitude smaller than our experimental sensitivity to an
EDM. The reason is that in spin dynamics, the average
magnetic field effect is almost completely canceled by the
average field of the focusing electrodes (while in beam
dynamics, they cancel each other completely). And with-
out an average radial magnetic field, the average electric
field cannot appear in the g — 2 storage ring with its
homogeneous vertical magnetic field.

Since each of the top and bottom of the calorimeters is
read out by a different photomultiplier tube, there is the
potential for timing and energy calibration offsets. By
applying different calibration constants to the top and
bottom of each detector, the relative gains of the two halves
were corrected to within 0.5%. The residual error results
largely from the vertical offset of the beam during the year
2000 data-taking run. For the 2001 run, where the offset
was much smaller, the corresponding error is about 0.1%
(see Sec. VII). The timing difference was estimated using
the cyclotron structure of the data seen early in each fill,
before the beam debunches. The time at which the muon
bunch passes each detector can be seen as a rate oscillation
with a 149.2 ns period. By measuring the time of the peak
of each bunch in the top and bottom of the calorimeter the
average timing difference was found to be less than 0.5 ns.
To determine the potential effects of these asymmetries,
analyses were performed with offsets in the timing and
calibration intentionally inserted. Based on these analyses,
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TABLE III.  FSD analysis: error table for S,,, the EDM-
sensitive parameter. The conversion to error on the EDM is
0.114 X 10" ecm/um.

Effect Error (um)
Detector tilt 6.1
Vertical spin 5.1
Quadrupole tilt 39
Timing offset 32
Energy calibration 2.8
Radial magnetic field 2.5
Albedo and doubles 2.0
Fitting method 1.0
Total systematic 10.4
Statistical 59
Total uncertainty 11.9

systematic errors due to timing and calibration offsets were
estimated to be 3.2 and 2.8 um, respectively.

The sensitivity of the FSD tiles to low energy backscat-
ter from the calorimeters (”albedo’) may also cause a
systematic error. Albedo causes multiple tiles to fire at
the same time, giving the appearance of two positrons
hitting the detector when there was only one. Albedo is
not a problem unless there is a difference in the sensitivity
to albedo in the top and bottom of the detector. A limit on
the size of this effect was determined by using several
methods of dealing with apparent double hits (counting
both, counting neither, counting one at random). No devi-
ations in the results were found larger than 2.0 pm, which
is taken to be the systematic error.

There are error bars on both abscissa and ordinate in
Fig. 12. Our fits, which use an approximation for the latter
error, introduce an additional systematic error of 1 pm.
The effect of FSD tile inefficiency and dead time was also
investigated but the resulting systematic errors were less
than 1 pwm and so were ignored.

The systematic effects, given in Table III, are uncorre-
lated; the uncertainties are added in quadrature. The total
error is 11.9 um, which gives an EDM measurement of

d, = (=0.1 = 1.4) X 1071 (ecm), (28)
and a limit

|d,+] <29 X 107" (ecm) (95% C.L.). (29)

VIL. PSD ANALYSIS OF 2001 (™) DATA

The PSD [23] is a finely segmented two-dimensional
scintillator hodoscope covering the positron entrance faces
of five detector stations. Each hodoscope consists of one
plane of 20 scintillator tiles directed horizontally and one
plane of 32 tiles directed vertically. Each tile is 8 mm wide
and 7 mm thick. The PSDs were mounted on the face of the
calorimeters, providing vertical and horizontal position
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data. As indicated in the Introduction, two EDM searches
were made with the PSD, one modeled on that made with
the FSD and another in which the symmetry of ® with y
was examined.

While the systematic concerns of the first search are
closely related to those of the FSD, the latter search re-
quires that the correct = 0 be established for every tile of
the detector. Using coincident timing information from the
calorimeter, the time offsets for every PSD stick can be
determined, on a run-by-run basis, and the hits in the tiles
aligned with the calorimeter within a 25 ns time window.
Moreover, since the phase is a strong function of the decay
positron energy, an elaborate program of gain balancing
was also required. First, the overall gain of each calorime-
ter was established, on a run-by-run basis. To this end, the
very linear region of the energy distribution, from about
60% to 90% of the maximum, was fit to a straight line. The
x intercept was taken as the energy end point, 3.1 GeV. To
minimize pulse pileup, only data taken more than 250 us
after injection were included in the calibration energy
spectra. After energy scale adjustments and corrections
for timing offsets, calorimeter times and energies could
be matched with a PSD vertical coordinate. A similar
calibration procedure then established position dependent
energy end points. In this case, where because of shower
leakage energy end points are not expected to sit at
3.1 GeV, the spectra were matched to the predictions of a
complete tracking and detector simulation.

Time-dependent detector response can be misinterpreted
as an EDM signal. Variations in gain with time were
studied separately and eliminated by applying a time-
dependent gain factor, f(z, Y) for each Y tile. The correc-
tion function took the form

F(t,Y) = (1 + Aje ) (1 + Aze 7A/45)  (30)
where parameters A; — As depend on the PSD vertical
coordinate Y. Pulse pileup was corrected, on an average
basis, in the time spectra [18]. Finally, time dependence
arising from the cyclotron and vertical betatron motions of
the beam were minimized with a simple digital filter.

In order to study systematic errors related to the CBO, in
2001 the storage ring was run at several different field
indices n. Also, approximately two-thirds of the data
were collected when the average radial magnetic field
was about 10 ppm of the main vertical B field, which
produced an average vertical beam displacement of
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0.6 mm. After the radial field was zeroed, the alignment
of the beam with respect to the detectors was much im-
proved. Data taken before and after the magnetic radial
field correction were analyzed separately. Data were also
divided into subsets determined by different run
conditions.

A few cuts were made to the data sample of PSD hits and
calorimeter pulses. For single PSD cluster events (no sign
of pileup) the energy was restricted to fall between 1.4 and
3.4 GeV. Fits to time spectra were started no earlier than
32 ws after injection. Table IV lists the total number of
events (after cuts and before pileup subtraction) for the
PSD analyses.

A. Details of the two PSD Analyses
1. Phase method

The ratio method [18] was used to determine the g — 2
phase vs vertical coordinate for each of the 20 horizontally
directed tiles on each detector. The three parameter (A, w,
and ®) fits of the ratio method are particularly insensitive
to any residual slow variations in detector performance.
The phase vs vertical coordinate plot was then fit to the 4-
parameter function

3D

where py, which is proportional to the EDM, describes the
up—down asymmetry (see [25] for details including the
determination of the proportionality constant used below).
Parameter p; accounts for phase changes not related to the
EDM signal, p, corresponds to the vertical detector offset,
and p, is an overall detector phase offset. The result of the
fit for one detector, for one data set, is plotted in Fig. 13 and
the p, variable for all PSD fits, both before and after the
radial magnetic field correction are plotted versus the PSD
station in Fig. 14.

O(y) = po + p1(y — p2) + Ips(&0 — pa)l,

2. Vertical position vs time method

The vertical position vs time method is modeled closely
on that used in the analysis of the FSD data and serves as a
cross-check on the phase vs vertical position analysis. For
each PSD station, the average vertical position and rms
width were fit vs time. The rms vertical width was fit first in
order to determine the CBO period and lifetime parameters
(Tcpo and 7cpo), which were then fixed in the fit of the
mean vertical position. The rms vertical width distribution

TABLE IV. Number of decay electrons used for PSD data analysis (in millions).

Data set PSD1 PSD2 PSD3 PSD4 PSD5 PSD (5 stations)
Before B correction n = 0.122 66 56 61 42 70 295
Before B correction n = 0.142 61 54 60 44 71 290
After B correction n = (0.122 83 73 76 65 93 390
Total 185 157 173 139 209 975
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FIG. 13. PSD analysis: PSD 15 before B, change. Phase of
g — 2 oscillation vs vertical position, with fit to Eq. (31). py, the
EDM-sensitive parameter, describes any asymmetry between the
two sides of the graph.

vs time was fit to the 9-parameter function:

Tt

. (2t 2
frms(t) =ag+ Al SIH(T) + Bl COS(T)
4t 4t
+ A, sin(l) + B, cos(—ﬂ- )
T T
2wt
+ e*(t/‘rcso)<ACBo Sin(T m )

CBO
27t
+ BCBO COS( >),
TCBO

(32)

where qa; is the average PSD profile width. The time bin
width was set to the cyclotron period, 149.185 ns, in order
to average out oscillations in the time distribution caused
by the bunched structure of the beam in the storage ring.
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The parameters Tcpo, Tcpo, and 7, the muon spin
precession period (277/w) are all fixed. In particular, T is
set to the nominal value 4365.4 ns. The rms width oscil-
lations contain precession frequency terms A; and By,
double precession frequency terms A, and B, due to the
changes in average energy, detector acceptance, and time
of flight of the decay electron within the precession period.
CBO frequency terms Acgo and Bcpg arise because of a
variation in the decay electron time of flight with radius.

Next, the vertical mean position versus time is fit to a
similar function:

. (2t 27Tt
Favelt) = yo + Ag SIH(T) + By COS(T)
. (4t 4art
+ Ao sin Ea + Bygo cOs T

27t
+ eit/TCBO X [SCBO Sin(Tl + (I)CBO)

27t
Tcpo i CDCBO>]’
where y, describes any misalignment between the beam
and the vertical center of the PSD. There are precession
frequency sine and cosine terms, A, and By,, and double
precession frequency terms Az, and By, all with the g —
2 period fixed. The absolute phase of each detector was
chosen so that the g — 2 number oscillation is described by
By, and any EDM signal would appear in A,,. There are
also CBO sine and cosine terms, Acgg and Bcgg. The CBO
decay time, period, and phase are fixed by the rms width fit.
As in the FSD analysis, the very large false EDM signal
caused by detector misalignment [26] must be corrected.
The EDM-sensitive parameter, A, was plotted versus the
PSD measured vertical detector offset y,. The value of A,,
at yo = 0, obtained from a fit to a straight line, corre-

+ CCBO COS< (33)

20 30
- Chi2/ndf=5.1/4 - Chi2/ndf=3.6/4
15— p0 =1.04 +3.34 »E p0 =42 +54
- 20
- 10— = F
E C E 15 £
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E L EF
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L ————— C
- oE
5 o
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(a) Before B, Correction

FIG. 14 (color online).

(b) After B, Correction

PSD analysis: EDM-sensitive parameter p; [see Eq. (31)] versus PSD station. Horizontal lines indicate fits to

a constant. p; is consistent with zero for both the data taken before and after By was changed (see text for discussion).

052008-14



IMPROVED LIMIT ON THE MUON ELECTRIC DIPOLE MOMENT

sponds, once again, to the EDM-related amplitude that
would be measured by a perfectly aligned detector.
Figure 15 shows the A,, amplitude for the 5 PSD detectors,
with separate points plotted for the data sets taken before
and after the radial field correction.

B. Systematic errors

Systematic errors must be assessed separately for the
two PSD analyses but most are similar to those of the FSD
analysis. One of the largest systematic errors for the phase
method is associated with the vertical alignment of the
PSD with respect to the stored beam. To estimate the error,
the relationship between the size of the false EDM signal
and I mm of detector misalignment was established, using
Monte Carlo simulation. The accuracy of the mean vertical
position measurement was studied by imposing on the data
a 10% tile inefficiency and 5% gain variation for top/
bottom halves of the calorimeter. The estimated error in
the vertical position is 0.2 mm. The Monte Carlo simula-
tion was then used to determine the size of the false EDM
signal produced per unit misalignment (see [25]),
140 prad/mm. Multiplying that scaling factor by the esti-
mated vertical misalignment yields an error of 29 urad on
p1. The resulting error on the EDM is 0.74 X 10~ ecm.

Since the intercept of the sine wave amplitude versus
detector offset plot was used for the vertical position EDM
measurement, detector misalignment was less important to
the overall systematic error. In that case, the systematic
uncertainty was estimated using the slope of the sine wave
A, versus detector offset ¥, plot combined with the error
in the detector offset measurement. The systematic error
for the detector misalignment is 1.7 pwmin A, resulting in
an EDM error of 0.2 X 10~ ecm, as in Egs. (26) and (27).

If the PSD is tilted with respect to the horizontal plane of
the storage ring, horizontal beam oscillations produce ap-

20— Chi2/ndf=6.1/8
- p0  =-0.75 +1.68
151 pil =-3.65 +0.88
10
T °F
= C
3 °F
< -
-5 —
-10 ;
A5
on Lo . | . | . | . | . | .
20— 2 - 0 1 2
Yo [mm]
FIG. 15. PSD analysis: Fitted sine wave amplitude A, for the

mean vertical position fit versus measured detector offset. A
straight-line fit is overlaid. Since the intercept is consistent with
0, A, is directly proportional to the measured detector offset.
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parent vertical oscillations in the average position mea-
sured by the PSD. The PSD tilt was estimated from a two-
dimensional plot of PSD Y vs X coordinates, for data taken
more than 32 us after injection. The mean vertical position
was calculated for each X tile and the ensemble of means
was fitted vs X to a linear function. The tilt of five PSDs
was consistent with 0 and no larger than 0.75 mrad on
average.

PSD tilt could also lead to asymmetric vertical losses
which would affect the phase analysis. Higher energy
electrons strike the calorimeter at larger radius, that is,
closer to the storage region. Asymmetric losses could
change the energy spectra and hence the phase of the
detected electrons vs vertical coordinate. The size of the
error was estimated with the full Monte Carlo simulation.
The induced EDM signal in parameter p; per mrad of
detector tilt is 26 wrad/mm (see [25]). Multiplying that
scaling factor by the maximum tilt (0.75 mrad) yields an
error 20 urad/mm on p;. The associated error on the
EDM is 0.5 X 107! ecm.

As noted before, a time-dependent energy scale differ-
ence between the top and the bottom of the calorimeter can
induce a false EDM signal. The energy balance procedure
was checked by examining events in which the signal was
restricted to the top or bottom of the calorimeter. The
measured average top/bottom energy scale difference is
less than 0.1% after the time-dependent energy correction
was applied. Monte Carlo simulation indicates that a 1%
top/bottom gain imbalance produces a 43 wrad/mm error,
corresponding to an error of 4.3 urad/mm in our case.

In order to study the error due to tile inefficiency, an
artificial 10% inefficiency for tile 3 (for all PSDs) was
imposed on the data. (Tile 3 corresponds to the uppermost
tile used in the analysis.) The intercept change in Fig. 15 is
only 1.8 wm, which is taken as an estimate of the system-
atic error for the vertical mean method.

Errors for the phase method are summarized in Table V.
The total uncertainty is 50 urad/mm on p;, and 1.3 X
107! ecm on the EDM. Systematic uncertainties for the
mean vertical position vs time method are presented in
Table VI. The total systematic uncertainty for the vertical
position method is 9.6 wm (or 1.1 X 107!° e cm) and sta-
tistical error is 1.7 um (or 0.2 X 10! e cm).

C. PSD Summary

Results from the two PSD analysis methods are consis-
tent with zero and with each other. Averaged over the five
PSD stations, the EDM signal from the phase analysis is
d,~=(=05%13)x 107" ecm, where 0.7 X
107! ecm is the statistical error and 1.1 X 107! ecm is
the systematic error. Averaged over the five PSDs, fitting
the PSD vertical position versus time yields an EDM value
of d,-=(-01%07)x10"" ecm, where 03X
107" ecm and 0.7 X 107!° ecm are the statistical and
systematic errors, respectively.
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TABLE V. Errors for the phase method. The first six entries of the center column list the size
of a physical error and the sensitivity (assumed to be linear) of the EDM result to that error. The
column to the right gives errors on EDM-sensitive parameter p; and in the totals, the error on the

EDM itself.

Source Sensitivity Result
Detector Tilt 26 urad/mm/mrad X 0.75 mrad 20 prad/mm
Detector misalignment 138 wrad/mm/ mm X 0.2 mm 28 wprad/mm
Energy calibration 43 prad/mm/% X 0.1% 4.3 prad/mm
Muon vertical spin 1.0 prad/mm X 8% 8.0 urad/mm
Radial B field 0.72 wrad/mm/ppm X 20.0 ppm 14.4 prad/mm
Timing 17.0 mrad/mm/ns X 0.2 ns 3.4 prad/mm

Total systematic
Total statistical

Total

38 wrad/mm (0.93 X 107'° ecm)
28 urad/mm (0.73 X 107'° ecm)

47 urad/mm (1.2 X 10719 ecm)

TABLE VI.

Errors for the mean position method. The first five entries of the center column list

the size of a physical error and the sensitivity (assumed to be linear) on the residual value of the
EDM:-sensitive parameter A,, for a nomiminal detector offset of 0. In the last three rows, the
systematic, statistical, and total errors on the EDM are also given.

Source Sensitivity Result
Detector misal. 4.1 pm/mm X 0.4 mm 1.6 um
Detector tilt 3.0 wm/mrad X 0.75 mrad 2.3 um
Energy calibration 28.0 um/% X 0.1% 2.8 um
Muon vertical spin 0.4 um/% X 8% 3.2 um
Radial B field 0.13 pm/ppm X 20 ppm 2.6 pm
Timing 1.5 pm
Tile ineff. 1.7 pm
Fitting 1.0 um

Total systematic
Total statistical

Total

6.2 um (0.7 X 1071 e cm)
1.7 um (0.2 X 1072 e cm)

6.4 um (0.7 X 1071 e cm)

VIII. COMBINATION OF EDM RESULTS

The traceback data set is entirely independent of those
used for the FSD and PSD analyses and there are minimal
correlations between the systematic errors of the traceback
analysis and those of the other two.

The combined measurement from the traceback and
FSD analyses on the w* is d,- = (—0.1 £ 1.0) X
107" ecm, providing a limit on the permanent electric
dipole moment of the positive muon of

ld,+] =2.1X 107" ecm (95% C.L.). (34)

The ™ resultis taken from the PSD mean vertical position
analysis: d,- = (=0.1 £0.7) X 107" ecm with corre-
sponding limit

ld,-]| = 15X 107 ecm (95% C.L).  (35)

It is important to note that the errors on the traceback
measurement are entirely statistical while those of the FSD
and PSD measurements are dominantly systematic.
Although the increased vertical segmentation of the BNL

detectors is a distinct improvement over the two-paddle
CERN III approach, significant further progress with this
basic technique would be exceedingly difficult. In contrast,
relatively simple remedies—increasing the geometric ac-
ceptance and reducing or eliminating the recovery period
after injection—would lead to direct improvements in the
traceback result.

In determining joint results from the u* and w~ data
sets, we must consider the correlation of errors in the
FSD(u*) and PSD(u ™) analyses. While the FSD and
PSD data sets are entirely independent, three of the system-
atic errors, the vertical spin, top/bottom calibration, and
radial B-field errors, are correlated and, although it is
impossible to judge the extent of the correlation, one might
assume that the B and E fields of all bending and focusing
elements are exactly reversed when changing from positive
to negative beam and that these three errors are fully
correlated.

The EDMs of the u* and ™~ are found to be in accord
with the CPT requirement that d wt = —d u > OT, in terms
of directly measured quantities, 1,+ = 7,-. The result is
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TABLE VIIL.
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Summary of EDM results from the CERN III experiment and from the three

analyses of E821. The units are X107 ¢ - cm in all cases. In combining the positive and
negative muon results for the CERN experiment, we choose to cite the EDM for the negative

muon.

Analysis Mean value Stat. error Syst. error Total error 95% C.L.

CERN (1978)

(™) 8.6 4.0 2.0 4.5

(r) 0.8 3.8 2.0 43

Combined ut ™ -3.7 2.8 2.0 34 10.5

E821

Traceback (u™) 0.0 1.6 0.1 1.6

FSD (u™) —0.1 0.7 1.2 1.4

Average u* —0.1 0.6 0.8 1.0

PSD (u™) —0.1 0.3 0.7 0.7

Combined " pu~ 0.0 0.2 0.9 0.9 1.8
d,+d, = (=02 =1.3) X 107" ecm, (36) The observed difference between the standard model

consistent with zero. In summing the results for u* and
M~ to construct this difference, the correlated systematic
errors in the FSD and PSD analyses should tend to cancel,
as described above. However, because of uncertainties in
the extent of the correlation, as a conservative measure, we
take them to be completely uncorrelated.

Under the assumption of CPT invariance, we take a
weighted average of the u~ result and the opposite of
the u* results. In this case, once again as a conservative
measure, we take the three correlated errors of the FSD and
PSD analyses to contribute maximally to the total error. All
other errors are added in quadrature. We obtain

d, =(0.0*0.9) X107 ecm. (37)
This corresponds to the limit
ld,| = 1.8 X107 ecm (95% C.L.), (38)

approximately a factor of 5 improvement over the previous
limit. A summary of the results from each detector system,
as well as those from CERN III, is shown in Table VII.

and the experimentally determined values of the muon
anomaly, 8a, = 295(88) X 10! [27], could be attrib-
uted, in principle, to a shift in the muon spin precession
frequency caused by a nonzero EDM; see Eq. (16). This
would lead to an EDM of ds,, = *2.39(0.36) X
107" ecm. The probability that dj,, is compatible with

the limit from Eq. (37) is 2%, suggesting it is unlikely that
oa,, arises from a nonzero EDM.
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